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Explicit constructions of Green functions for $U(N)$ invariant-matrix $\Phi^{4}$ theories are given in zero space-time dimensions. The results are expressed in terms of a new class of orthogonal polynomials, which are orthogonal on the interval $[-\infty, \infty]$ with respect to the weight function $\exp \left\{-m^{2} \phi^{2}-\lambda \phi^{4}\right\}$. An explicit construction of the coefficients of these generalized Hermite polynomials is presented. We briefly discuss the "thermodynamic" limit $N \rightarrow \infty$ of the corresponding one-dimensional statistical system of $N$ classical particles with logarithmic pair interactions and subjected to an external anharmonic potential.

PACS numbers: 02.10.Sp

## 1. INTRODUCTION

Interest in unitarily invariant-matrix field theories based on some internal $U(N)$ invariance has up to now mainly been confined to the formal $N \rightarrow \infty$ limit, in which only the planar sector is probed. Using an elegant steepest-descent technique, Brezin, Itzykson, Parisi and Zuber ${ }^{1}$ managed to solve exactly, in the $N \rightarrow \infty$ limit, the unitary-matrix $\Phi^{4}$ theory in zero space-time dimensions. The same method has subsequently been applied to a host of other model field theories, such as zero-dimensional two-matrix models ${ }^{2}$ and two-dimensional $U(N)$ lattice gauge theories. ${ }^{3}$

Recently, $U(N)$ matrix models for large $N$ have received renewed attention. With the important discovery ${ }^{4}$ that the so-called quenched momentum prescription may represent a valid prescription even in the continuum, new possibilities for large- $N$ theories have suddenly opened up. Perhaps a particularly interesting aspect is the hope it has given of obtaining the hypothesized "master field" of large- $N$ theories, ${ }^{5}$ but many other interesting applications are clearly possible.

Simultaneously with these developments in quenched field theories, the large- $N$ behavior of the four-dimensional version of the $U(N)$ matrix model we consider here (at negative couplings to make it asymptotically free) was shown by 't Hooft to be "finite" in the sense that the perturbation expansion is Borel summable. ${ }^{6}$ This puts the planar approximation on a very solid theoretical foundation.

Yet, we are not of course really interested in $N=\infty$ theories. Even though it may seem almost stupefyingly difficult to extend in a simple and calculable way the quenched momentum prescription to the case of finite $N$, it is not altogether inconceivable that some of the lessons learned recently for $N=\infty$ theories may be carried over to the physical case of finite $N$. For this reason it is important to have available a class of exactly soluble models on which to test the methods. Furthermore, with such exact solutions available one can directly see to what degree of approximation the $N \rightarrow \infty$ limit makes sense.

Apart from these considerations, the unitarily invariant matrix models in zero dimensions that we shall be concerned with in this paper have an interest in their own right. For example, the generating functional of this zero-dimensional theory can be used to directly obtain the weight factors of the perturbative expansions associated with the corresponding
$d$-dimensional theory. (Loosely speaking, the weight factor gives the sum of all symmetry factors, color factors, etc. to each order in perturbation theory, i.e., the result one would obtain if one assigned the value 1 to each Feynman diagram.) These zero-dimensional matrix models are also of interest from the point of view of statistical mechanics. We shall show that one obtains directly the partition function of a one-dimensional statistical ensemble of $N$ classical particles interacting through a logarithmic-pair potential, and subjected to an external anharmonic-oscillator potential. Taking the limit in which the coupling to the external field approaches zero, one obtains the partition function whose form was conjectured several years ago by Dyson. ${ }^{7}$ Keeping the coupling to the external potential nonzero, we can apply the steepest-descent model of Ref. 1 (now also treating the temperature as a dynamical variable) to obtain the exact partition function in the "thermodynamic" limit $N \rightarrow \infty$.

The paper is organized as follows. In Sec. 2 the Lagrangian is defined, and we show how the vacuum-to-vacuum amplitude can be calculated exactly by relating it to the normalization factors of a set of orthogonal polynomials. From this we show how all relevant Green functions, as well as the generating functional itself, can be constructed. Section 3 is devoted to a discussion of the set of orthogonal polynomials needed to compute the vacuum-to-vacuum amplitude. We show how in this case the standard orthogonalization procedure reduces to a set of algebraic equations, which in turn make it possible to construct the coefficients of $n$th polynomial directly and without reference to the lower-order polynomials. The $N \rightarrow \infty$ "thermodynamic" limit of the corresponding statistical-mechanics system is calculated in Sec. 4. Finally, Sec. 5 contains a short summary.

## 2. THE VACUUM-TO-VACUUM AMPLITUDE

The theory we will be considering here is defined by a matrix field $\Phi_{i j}(x)$ and its corresponding Euclidean Lagrangian
$\mathscr{L}=\operatorname{Tr}\left[\partial_{\mu} \Phi \partial_{\mu} \Phi^{+}\right]+m^{2} \operatorname{Tr}\left[\Phi \Phi^{+}\right]+\lambda \operatorname{Tr}\left[\left(\Phi \Phi{ }^{+}\right)^{2}\right]$.

Obviously, if $\Phi_{i j}(x)$ belongs to the space of complex Hermitian matrices, the Lagrangian (2.1) will be globally invariant under the group $U(N)$. It was this theory which was solved
exactly in zero dimensions for $N \rightarrow \infty$ in Ref. 1 by a steepestdescent method. We shall here give the solution for finite $N$.

In zero space-time dimensions the propagators all become simple constants, and the kinetic term in the Lagrangian drops out. The vacuum-to-vacuum amplitude

$$
\begin{equation*}
\left\langle 0^{+} \mid 0^{-}\right\rangle=Z_{N}(\lambda)=\int D \Phi e^{-S[\Phi]} \tag{2.2}
\end{equation*}
$$

where $S[\Phi]$ is the Euclidean action,

$$
\begin{equation*}
S[\Phi]=\int d^{D} x \mathscr{L}[\Phi(x)] \tag{2.3}
\end{equation*}
$$

becomes simply

$$
\begin{equation*}
Z_{N}(\lambda)=\int D \Phi \exp \left(-m^{2} \operatorname{Tr}\left[\Phi \Phi^{+}\right]-\lambda \operatorname{Tr}\left[\left(\Phi \Phi^{+}\right)^{2}\right]\right) \tag{2.4}
\end{equation*}
$$

Here $D \Phi$ represents the integration measure over complex Hermitian matrices. A more tractable representation of the path integral (2.4) is obtained in a standard manner by diagonalization $\Phi_{i j}$ and the inclusion of the corresponding "Jacobian", ${ }^{7,8}$ The result is (apart from an overall unitary group-volume factor which is irrelevant for our purpose)

$$
\begin{equation*}
Z_{N}(\lambda)=\int_{-\infty}^{\infty} \prod_{i=1}^{N} d \phi_{i} \prod_{i<j}\left(\phi_{i}-\phi_{j}\right)^{2} e^{-m^{2} \Sigma \phi_{i}^{2}-\lambda \Sigma \phi_{i}^{4}} \tag{2.5}
\end{equation*}
$$

in which equation the $N$ integration variables $\phi_{i}$ are the eigenvalues of the field $\Phi_{i j}$.

First note that $Z_{N}(\lambda)$ can be solved by an exact cluster decomposition in which one assigns $\left(1-F_{i j}\right)$ to the $i j$ th link and a factor $\phi_{i}^{2(i-1)}$ to the $i$ th vertex. We have introduced the link variables

$$
\begin{equation*}
F_{i j} \equiv f_{i j}^{2}-2 f_{i j} \tag{2.6}
\end{equation*}
$$

where the $f$ 's are simply given by the ratio of the eigenvalues, $f_{i j}=\phi_{i} / \phi_{j}$. However, such a graphical solution becomes extremely tedious for moderately large values of $N$.

The clue to a simpler solution, which will be useful for all values of $N$, lies in noting that the factor $\Pi_{i<j}\left(\phi_{i}-\phi_{j}\right)^{2}$ appearing in Eq. (2.5) is the square of the Vandermonde determinant

$$
D\left(\phi_{1}, \ldots, \phi_{N}\right)=\left|\begin{array}{cccc}
1 & 1 & \cdots & 1  \tag{2.7}\\
\phi_{1} & \phi_{2} & \cdots & \phi_{N} \\
\phi_{1}^{N-1} & \phi_{2}^{N-1} & \cdots & \phi_{N}^{N-1}
\end{array}\right|
$$

A brute-force solution can now be obtained by simply expanding the determinant (2.7) out in rows and columns. Upon squaring the result, obviously only even powers of the $\phi_{i}$ 's will contribute to the integral (2.5). One can therefore group the answer into blocks of $\phi_{i}$-products, each $\phi_{i}$ appearing with only even powers, and such that the sum of the exponents equal $N(N-1)$. There are $[(N / 2]!]^{2}$ such blocks if $N$ is even, and $[((N+1) / 2)!((N-1) / 2)!]$ blocks if $N$ is odd. Each block appears with a multiplicity given by standard combinatorics, and there is finally an overall factor of $N$ ! due to the permutation symmetry. This brute-force method also becomes quite tedious for moderately large values of $N$, although it is probably easier than the cluster decomposition method.

Instead, we shall present a solution which makes use of a fundamental property of the Vandermonde determinant of

Eq. (2.7), namely its invariance under the replacement of its lower ( $N-1$ ) rows by arbitrary ( $N-1$ )th-order polynomials in the $\phi_{i}$ 's, provided we choose to normalize our polynomials such that the coefficient of the highest power is unity:

$$
D\left(\phi_{1}, \ldots, \phi_{N}\right)=\left|\begin{array}{cc}
P_{0}\left(\phi_{1}\right) & P_{0}\left(\phi_{2}\right) \cdots P_{0}\left(\phi_{N}\right)  \tag{2.8}\\
P_{1}\left(\phi_{1}\right) & P_{1}\left(\phi_{2}\right) \cdots P_{1}\left(\phi_{N}\right) \\
P_{N-1}\left(\phi_{1}\right) & P_{N-1}\left(\phi_{2}\right) \cdots P_{N-1}\left(\phi_{N}\right)
\end{array}\right| .
$$

According to our normalization condition $P_{0}\left(\phi_{i}\right)=1$, $P_{1}\left(\phi_{i}\right)=\phi_{i}+$ const, and so on. Note that Eq. (2.8) is exact for any arbitrary choice of the ( $N-1$ ) polynomials $P_{1}\left(\phi_{i}\right), \ldots, P_{N-1}\left(\phi_{i}\right)$. In particular, we can choose these polynomials such that they are orthogonal on the interval $[-\infty, \infty]$ with respect to the weight function

$$
\begin{equation*}
W\left(\phi_{i}\right)=e^{-m^{2} \phi_{i}^{2}-\lambda \phi_{i}^{4}} . \tag{2.9}
\end{equation*}
$$

With this particular choice of the polynomials $P_{n}\left(\phi_{i}\right)$ all crossed terms in the square of the Vandermonde determinant vanish upon integration, and one is left with the simple result

$$
\begin{equation*}
Z_{N}(\lambda)=N!\prod_{i=0}^{N-1}\left\langle P_{i} \mid P_{i}\right\rangle, \tag{2.10}
\end{equation*}
$$

where we have introduced the notation

$$
\begin{equation*}
\left\langle P_{i} \mid P_{j}\right\rangle=\int_{-\infty}^{\infty} d \phi_{l} P_{i}\left(\phi_{l}\right) P_{j}\left(\phi_{l}\right) e^{-m^{2} \phi_{i}^{2}-\lambda \phi_{l}^{4}} . \tag{2.11}
\end{equation*}
$$

The orthogonality condition requires this inner product to be proportional to $\delta_{i j}$. We shall return to the question of how to construct the polynomials $P_{n}\left(\phi_{i}\right)$ in the next section.

Having calculated with vacuum-to-vacuum amplitude in the form of Eq. (2.10), it is now trivial to obtain any Green functions. For example, for the 2-point function
$\left\langle\operatorname{Tr} \Phi^{2}\right\rangle=\frac{\int D \Phi \operatorname{Tr}\left[\Phi^{2}\right] \exp \left\{-m^{2} \operatorname{Tr}\left[\Phi^{2}\right]-\lambda \operatorname{Tr}\left[\Phi^{4}\right]\right\}}{\int D \Phi \exp \left\{-m^{2} \operatorname{Tr}\left[\phi^{2}\right]-\lambda \operatorname{Tr}\left[\Phi^{4}\right]\right\}}$
one has

$$
\begin{equation*}
\left\langle\operatorname{Tr} \Phi^{2}\right\rangle=\frac{\partial}{\partial m^{2}} \ln \left[Z_{N}(\lambda)\right] \tag{2.13}
\end{equation*}
$$

with $Z_{N}(\lambda)$ given explicitly by Eq. (2.10). Similarly, all other $U(N)$ invariant-vacuum expectation values can be generated from $Z_{N}(\lambda)$ by differentiations with respect to $m^{2}$. This gives the implicit construction of the generating functional of $U(N)$ invariants.

## 3. THE POLYNOMIALS $P_{n}\left(\phi_{i}\right)$

In the previous section we expressed the vacuum-tovacuum amplitude $Z_{N}(\lambda)$ as the product of the normalization factors of the polynomials $P_{n}\left(\phi_{i}\right)$. In this section we shall construct these polynomials, and their normalization factors, explicitly.

First, let us define
$I_{\beta}(\alpha)=\int_{-\infty}^{\infty} d x e^{-\alpha x^{2}-\beta x^{4}}=\frac{1}{2} \sqrt{\frac{\alpha}{\beta}} e^{\alpha^{2} / 8 \beta} K_{1 / 4}\left(\frac{\alpha^{2}}{8 \beta}\right)$,
where $K_{v}$ is a modified Bessel function of the second kind. We thus have
$I_{\beta}^{\prime}(\alpha)=\left(\frac{1}{2 \alpha}+\frac{\alpha}{4 \beta}\right) I_{\beta}(\alpha)+\frac{\alpha^{3 / 2}}{8 \beta^{3 / 2}} e^{\alpha^{2} / 8 \beta} K_{1 / 4}^{\prime}\left(\frac{\alpha^{2}}{8 \beta}\right)$,
the prime denoting differentiation with respect to the argument. Exploiting the differential equation for Bessel functions, we find the useful result

$$
\begin{equation*}
I_{\beta}^{(n+2)}(\alpha)=(\alpha / 2 \beta) I_{\beta}^{(n+1)}(\alpha)+(2 n+1 / \beta) I^{(n)}(\alpha) \tag{3.2}
\end{equation*}
$$

which gives us the explicit expression

$$
\begin{equation*}
I_{\beta}^{(n)}(\alpha)=\frac{(-1)^{n} \Gamma\left(n+\frac{1}{2}\right)}{2^{n} \beta^{n / 2} \alpha^{1 / 2}} e^{\alpha^{2} / 8 \beta} W_{-n / 2,-1 / 4}\left(\frac{\alpha^{2}}{8 \beta}\right) \tag{3.3}
\end{equation*}
$$

Here $W_{\mu, v}$ represents the irregular Whittaker function, and $\Gamma$ is the standard gamma function. (Our conventions follow those of Ref. 9.) From the explicit representation (3.1) it is clear that $W_{-n / 2,-1 / 4}$ always can be represented in terms of $K_{1 / 4}$ and its first derivative, or in terms of $K_{1 / 4}$ and $K_{5 / 4}$, or $K_{1 / 4}$ and $K_{3 / 4}$.

We write the polynomials

$$
\begin{align*}
& P_{n}(x)=\sum_{j=0}^{n} p_{n j}(\alpha, \beta) x^{j} \\
& p_{n n}=1, p_{n j}=0 \text { for } n-j \text { odd } \\
& \int_{-\infty}^{\infty} d x P_{n}(x) P_{m}(x) e^{-\alpha x^{2}-\beta x^{4}}=A_{n}(\alpha \beta) \delta_{m n} \tag{3.4}
\end{align*}
$$

The coefficients $p_{n j}(\alpha, \beta)$ can be determined, for instance, by the usual Gram-Schmidt orthogonalization procedure. We note, however, that starting with $P_{0}(x)=1\left(P_{1}(x)=x\right)$ for $n$ even (odd), the condition of orthogonality with respect to $x^{2}$, $x^{4}, \ldots\left(x^{3}, x^{5}, \ldots\right)$ can be represented by differentiations with respect to $\alpha$. Thus we get a set of algebraic equations,

$$
\begin{equation*}
\sum_{\nu} M_{\mu \nu}^{(n)} P_{v}^{(n)}=I_{v}^{(n)} \tag{3.5}
\end{equation*}
$$

where $\mu, v=1, \ldots,[n / 2]$, and

$$
\begin{align*}
& I_{v}^{(n)}=I_{\beta}^{(v+[n-1) / 2]}(\alpha), \\
& M_{\mu \nu}^{(n)}=I_{\beta}^{\left(\mu+v+e_{n}-2\right)}(\alpha), e_{n}=\left\{\begin{array}{l}
0 \text { for } n \text { even } \\
1 \text { for } n \text { odd }
\end{array}\right. \\
& P_{\mu}^{(n)}=(-1)^{\mu+[n / 2]-1} p_{n, \mu+e_{n}} \tag{3.6}
\end{align*}
$$

Here [y] stands for the integral part of $y$. From Eq. (3.5) we immediately have the coefficients $P_{n j}(\alpha, \beta)$ for any given $n$,

$$
\begin{equation*}
P_{\mu}^{(n)}=\sum_{v}\left(M^{(n)^{-1}}\right)_{\mu \nu} I_{v}^{(n)} \tag{3.7}
\end{equation*}
$$

The normalization factor $A_{n}(\alpha, \beta)$ then follows from

$$
\begin{equation*}
A_{n}=\left\langle P_{n} \mid P_{n}\right\rangle=\sum_{j, k=0}^{n} p_{n j} p_{n k}(-1)^{j+k / 2} I_{\beta}^{(j+k / 2)}(\alpha),( \tag{3.8}
\end{equation*}
$$

and the polynomials $P_{n}(x)$ are now completely determined. We list the coefficients of some of the lowest-order polynomials in Table I.

The polynomials $P_{n}(x)$ provide the natural generalization of Hermite polynomials, to which they reduce as $\beta \rightarrow 0$,

$$
\begin{equation*}
P_{n}(x) \rightarrow(2 \sqrt{\alpha})^{-n} H_{n}(\sqrt{\alpha} x) \quad \text { as } \beta \rightarrow 0 \tag{3.9}
\end{equation*}
$$

as can also be checked explicitly from Table 1.

## 4. THE CONNECTION TO STATISTICAL MECHANICS

The vacuum-to-vacuum amplitude $Z_{N}(\lambda)$ of Eq. (2.5) can, as mentioned in the introduction, be given the interpretation of the partition function of a particular one-dimensional gas, which we shall now describe.

First note that we can add to the exponent in Eq. (2.5) a term

$$
\begin{equation*}
H_{\mathrm{kin}}=\sum_{i=1}^{N} \frac{P_{i}^{2}}{2 m_{i}} \tag{4.1}
\end{equation*}
$$

and integrate all $P_{i}$ 's from $-\infty$ to $+\infty$. These are all simple Gaussian integrals which will add an overall factor to $Z_{N}(\lambda)$. We can interpret this modified vacuum-to-vacuum amplitude as the partition function for a classical one-dimensional gas of $N$ particles having phase-space coordinates $\left(p_{i}, \phi_{i}\right)$. It follows from Eq. (2.5) that these $N$ particles interact with an external potential $V_{\text {ext }}$ given by

$$
\begin{equation*}
V_{\mathrm{ext}}=m^{2} \sum_{i=1}^{N} \phi_{i}^{2}+\lambda \sum_{i=1}^{N} \phi_{i}^{4} \tag{4.2}
\end{equation*}
$$

and have a logarithmic pair interaction,

$$
\begin{equation*}
V_{\mathrm{pair}}=-\sum_{i \neq j} \ln \left|\phi_{i}-\phi_{j}\right| . \tag{4.3}
\end{equation*}
$$

TABLE I.The coefficients $p_{n j}$ [from Eq. (3.4)] of the polynomials $P_{n}(x)$ for low values of $n$. Note that by definition $p_{n n}=1$. Higher-order coefficients can be computed by the method outlined in Sec. 3.

|  | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | $\underline{I_{\dot{\beta}}^{\prime}(\alpha)}$ | 0 | $I_{\beta}^{\prime \prime}(\alpha)^{2}-I_{\beta}^{\prime \prime \prime}(\alpha) I_{\beta}^{\prime}(\alpha)$ | 0 |
|  |  |  | $\overline{I_{\beta}(\alpha)}$ |  | $I_{\beta}^{\prime}(\alpha)^{2}-I_{\beta}^{\prime \prime}(\alpha) I_{\beta}(\alpha)$ |  |
| 1 |  | 1 | 0 | $\underline{I_{\beta}^{\prime \prime}(\alpha)}$ | 0 | $\underline{I_{\beta}^{\prime \prime \prime}(\alpha)^{2}-I_{\beta}^{i 4}(\alpha) I_{\beta}^{\prime \prime}(\alpha)}$ |
|  |  |  |  | $I_{\beta}^{\prime}(\alpha)$ |  |  |
| 2 |  |  | 1 | 0 | $\underline{I_{B}^{\prime \prime}(\alpha) I_{B}^{\prime}(\alpha)-I_{B}^{\prime \prime \prime}(\alpha) I_{\beta}(\alpha)}$ | 0 |
|  |  |  |  |  | $I_{\beta}^{\prime}(\alpha)^{2}-I_{\beta}^{\prime \prime}(\alpha) I_{\beta}(\alpha)$ |  |
| 3 |  |  |  | 1 | 0 | $\underline{I_{B}^{\prime \prime \prime}(\alpha) I_{B}^{\prime \prime}(\alpha)-I_{B}^{(4)}(\alpha) I_{B}^{\prime}(\alpha)}$ |
|  |  |  |  |  |  | $I_{\beta}^{\prime \prime}(\alpha)^{2}-I_{\beta}^{\prime \prime \prime}(\alpha) I_{\beta}^{\prime}(\alpha)$ |
| 4 |  |  |  |  | 1 | 0 |
| 5 |  |  |  |  |  | 1 |

The matrix eigenvalues $\phi_{i}$, in suitable units, simply play the role of position coordinates of the $N$ particles.

If we let both $m^{2} \rightarrow 0$ and $\lambda \rightarrow 0$, such that the coupling to the external potential vanishes, then $Z_{N}(\lambda)$ reduces to the form of the famous conjecture of Dyson. ${ }^{7}$ This original conjecture of Dyson was shortly afterwards given a beautiful proof by Wilson. ${ }^{10}$

Note that if we keep the external potential (4.2), $Z_{N}(\lambda)$ will, once the parameters $m$ and $\lambda$ have been chosen, only produce the partition function for the one-dimensional gas at fixed temperature $T$. To find the full partition function we must allow the pair interaction $V_{\text {pair }}$ to depend on an overall constant which can be chosen independently of $m$ and $\lambda$. We will call this coupling constant $\sigma$ :

$$
\begin{equation*}
V_{\mathrm{pair}} \rightarrow-\sigma \sum_{i \neq j} \ln \left|\phi_{i}-\phi_{j}\right| \tag{4.4}
\end{equation*}
$$

The equivalent problem for $\lambda=0$ was studied years ago by Mehta and Dyson. ${ }^{7}$ They conjectured the solution for the partition function $Z_{N}$ for all $N$. This conjecture has, to our knowledge, never been proved. We shall here study the generalized problem in which $\lambda \neq 0$, in the thermodynamic limit $N \rightarrow \infty$. Wishing to retain as $N \rightarrow \infty$ a smooth limit for the partition function, we are allowed to rescale the parameters appropriately. In particular, we will choose to rescale $\lambda \rightarrow \lambda /$ $N$ and let $\phi_{i} \rightarrow \sqrt{N} \phi(i / N)$, as in Ref. 1. The matrix eigenvalues $\phi_{i}$ then become continuous variables on the interval [ 0,1$]$. The parameters $m$ and $\sigma$ are left untouched. It is, as we shall see shortly, this particular rescaling which will yield an appropriate $N \rightarrow \infty$ limit.

Now, as $N \rightarrow \infty$ the steepest-descent appproximation becomes exact, and the solution to our partition function will follow completely analogous to the treatment in Ref. 1. Here we just briefly recall the argument in order to define our notation.

The steepest-descent solution selects the stationary point

$$
\begin{equation*}
m^{2} \phi_{i}+2 \frac{\lambda}{N} \phi_{i}^{3}=\sigma \sum_{i \neq j} \frac{1}{\phi_{i}-\phi_{j}} \tag{4.5}
\end{equation*}
$$

Rearranging the sum over eigenvalues such that the sum becomes ordered we can, in the limit $N \rightarrow \infty$, turn the sum into an integral. After the rescaling mentioned above we therefore obtain

$$
\begin{equation*}
m^{2} \phi(x)+2 \lambda \phi(x)^{3}=\sigma \int \frac{d y}{\phi(x)-\phi(y)} \tag{4.6}
\end{equation*}
$$

where $f$, as usual, denotes the principal value of the integral.
If we introduce the $N \rightarrow \infty$ density of eigenvalues
$\rho(\phi)=d x / d \phi$ normalized on a finite interval $2 \Lambda$ such that

$$
\begin{equation*}
\int_{-A}^{A} d \phi \rho(\phi)=1 \tag{4.7}
\end{equation*}
$$

then Eq. (4.5), with a simple change of variables, becomes

$$
\begin{equation*}
m^{2} \phi+2 \lambda \phi^{3}=\sigma \int_{-A}^{A} d \mu \frac{\rho(\mu)}{\phi-\mu} \tag{4.8}
\end{equation*}
$$

This integral equation can be solved by the method of Ref. 1, and the solution is

$$
\begin{equation*}
\rho(\phi)=\frac{1}{\pi \sigma}\left[\left(m^{2} \phi+2 \lambda \phi^{3}+\lambda \Lambda^{2} \phi\right) \sqrt{\frac{\Lambda^{2}}{\phi^{2}}-1}\right] \tag{4.9}
\end{equation*}
$$

subject to the constraint

$$
\begin{equation*}
3 \lambda \Lambda^{4}+2 m^{2} \Lambda^{2}-4 \sigma=0 \tag{4.10}
\end{equation*}
$$

and defined for $\phi \in[-\Lambda, \Lambda]$. We note that we cannot now take the cutoff $\Lambda$ to infinity, since in fact $\Lambda$ is fixed by equation (4.10). This implies that in fact the whole system is only in equilibrium when confined to the interval $[-\Lambda, \Lambda]$. The size of the system depends on $\sigma$ such that $\Lambda \rightarrow 0$ as $\sigma \rightarrow 0$. The fact that the system becomes restricted to a finite interval is a property which holds for any analytic choice of the external potential $V_{\text {ext }}(\phi)$ with a nontrivial $N \rightarrow \infty$ limit.

The saddle-point solution itself can now be determined immediately. Writing the partition function

$$
\begin{equation*}
Z_{N}(\lambda)=e^{-N^{2} H / \beta} \tag{4.11}
\end{equation*}
$$

it follows that

$$
\begin{align*}
\frac{H}{\beta}= & \int_{0}^{1} d x\left[m^{2} \phi(x)^{2}+\lambda \phi(x)^{4}\right] \\
& -\sigma \int_{0}^{1} \int_{0}^{1} d x d y \ln |\phi(x)-\phi(y)| \\
= & \int_{-A}^{A} d \phi \rho(\phi)\left[m^{2} \phi^{2}+\lambda \phi^{4}\right] \\
& -\sigma \int_{-\Lambda}^{\Lambda} \int_{-\Lambda}^{A} d \mu d \phi \rho(\phi) \rho(\mu) \ln |\phi-\mu| \tag{4.12}
\end{align*}
$$

We can use the saddle-point equation (4.8) to rewrite this as

$$
\begin{equation*}
\frac{H}{\beta}=\int_{0}^{A} d \phi \rho(\phi)\left[m^{2} \phi^{2}+\lambda \phi^{4}-2 \sigma \ln \phi\right] \tag{4.13}
\end{equation*}
$$

which, upon inserting $\rho(\phi)$ from Eq. (4.9) becomes

$$
\begin{align*}
\frac{H}{\beta}= & \frac{1}{\sigma}\left[\frac{m^{4}}{16} \Lambda^{4}+\frac{5 \lambda m^{2}}{32} \Lambda^{6}+\frac{9 \lambda^{2}}{128} \Lambda^{8}\right] \\
& +\frac{m^{2}}{2} \Lambda^{2}\left(\frac{1}{2}-\ln \left(\frac{\Lambda}{2}\right)\right)+\frac{3 \lambda}{4} \Lambda^{4}\left(\frac{1}{4}-\ln \left(\frac{\Lambda}{2}\right)\right) \tag{4.14}
\end{align*}
$$

and the full partition function [Eq. (4.11)] is then known. $\Lambda$ and the pair coupling $\sigma$ are of course related through the constraint (4.10).

## 5. SUMMARY

In this note we have shown that the zero-dimensional $\Phi^{4}$ Hermitian-matrix model, which previously was solved by a saddle-point technique in the large $N$ limit, in fact can be solved exactly for all $N$. We have given the explicit form of the vacuum-to-vacuum amplitude and shown how to construct all Green functions of the theory. To do this, a set of orthogonal polynomials, which provide a natural generalization of Hermite polynomials, was introduced. All relevant quantities can be expressed in terms of the normalization constants of these polynomials. We note that this method of solution is completely general for matrix models, and can be applied to other effective Lagrangian methods as well. We showed that the analog of this zero-dimensional matrix model in statistical mechanics is a $(1+1)$-dimensional system of $N$ classical particles with logarithmic-pair interactions and subjected to an external anharmonic-oscillator potential. The partition function for this system was computed in the "thermodynamic" limit $N \rightarrow \infty$.
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#### Abstract

The present series of papers deals with various realizations of the dynamical group $\mathscr{F} \mu_{c}(2 d, R)$ of microscopic collective states for an $A$ nucleon system in $d(=1,2$, or 3 ) dimensions, when these collective states are assumed to be invariant under the orthogonal group $\mathrm{O}(n)$ associated with the $n=A-1$ relative Jacobi vectors. In this paper, we further study the Barut-Girardello representation proposed in the first two papers of the present series to show that it may be reformulated in terms of some coherent states by generalizing to $\mathscr{S}_{\mu_{c}}(2 d, R)$ a class of $\operatorname{Sp}(2, R)$ coherent states introduced by Barut and Girardello. For such purpose, our starting point is another coherent state representation, namely the Perelomov one, previously considered by Kramer. We also propose a third, new class of coherent states leading to Holstein-Primakoff representation in a straightforward way. We review various properties of these three classes of coherent states, such as their reproducing kernel and measure explicit forms, their generating function properties, and the representations they lead to for both the collective states and their dynamical group.


PACS numbers: $02.20 .+\mathrm{b}, 21.60 . \mathrm{Fw}$

## 1. INTRODUCTION

In various recent works, ${ }^{1-3}$ the microscopic collective states of an $A$ nucleon system are discussed in terms of the orthogonal group $\mathrm{O}(n)$ associated with the $n=A-1$ relative Jacobi vectors of the system. These states are assumed to transform under a definite $\mathrm{O}(n)$ irreducible representation (IR) $\left(\lambda_{1} \lambda_{2} \lambda_{3}\right)$, which can be derived from shell model considerations. It is actually obtained by filling compactly with the $A$ nucleons all the single-particle states in an oscillator well up to a given level and by considering the most symmetrical IR $\left[\lambda_{1} \lambda_{2} \lambda_{3}\right]$ of $\mathrm{U}(3)$ in the last unfilled level.

Although complete sets of states are now available for the general case wherein $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ are not all equal, ${ }^{3,4}$ many works have been devoted up to now to the simpler case of the $\mathrm{O}(n)$ scalar IR for which $\lambda_{1}=\lambda_{2}=\lambda_{3}=0 .{ }^{1,5-8}$ Strictly speaking, the scalar case only applies to $s$-shell nuclei. Its consideration interest, however, goes much beyond this very restricted class of nuclei. With slight modifications (actually by replacing $n$ by $n+2 \lambda$ in all the formulas), the results for the scalar case can indeed be extended to the case where $\lambda_{1}=\lambda_{2}=\lambda_{3}=\lambda \neq 0$, corresponding to closed-shell nuclei. Moreover, the detailed study of the scalar case may provide us with some useful hints to deal with the more complicated case of open-shell nuclei, for which $\lambda_{1}, \lambda_{2}$, and $\lambda_{3}$ are not all equal.

The purpose of the present series of papers is to study various realizations of the dynamical group of microscopic collective states in the scalar case. The analysis is carried out in a $d$-dimensional space. The physical relevant case of course corresponds to $d=3$, but it is also useful to consider simplified models for which $d=1$ or 2 .

[^0]In the first paper ${ }^{7}$ (henceforth referred to as I), we did show that in $d$ dimensions the dynamical group of microscopic collective states is the restriction $\mathscr{S} h_{c}(2 d, R)$ to the collective subspace of a real symplectic group in $2 d$ dimensions $\mathscr{S} h(2 d, R)$. We then introduced two new realizations of $\mathscr{S} h_{c}(2 d, R)$, that we studied in detail only in the one-dimensional case. The first one corresponds to a representation of collective states in the $\mathrm{O}(n)$ invariant subspace of a Bargmann Hilbert space: this is the Barut-Girardello (BG) representation (improperly called Barut representation in Paper I), wherein the collective states are represented by analytic functions in $v=d(d+1) / 2$ complex variables $w_{i j}=w_{j i}$, $i, j=1, \ldots, d$. It was shown in Paper I that in one dimension, the BG representation can be formulated in terms of a class of coherent states (CS), introduced by Barut and Girardello ${ }^{9}$ for the $\mathrm{Sp}(2, R)$ group. The second realization of $\mathscr{S} h_{c}(2 d, R)$ proposed in I is the so-called generalized Holstein-Primakoff (HP) representation, ${ }^{10}$ wherein the $\mathscr{S}_{h_{c}}(2 d, R)$ generators are expressed in terms of $v$ boson creation operators and the corresponding annihilation operators.

Boson representations of $\mathscr{S} h_{c}(2 d, R)$ for $d>1$ were studied in the second paper of the present series (henceforth, referred to as II). ${ }^{8}$ We did show there that the BG representation is equivalent to a generalized Dyson representation ${ }^{11}$ of $\mathscr{S} h_{c}(2 d, R)$, and we explicitly obtained the HP representation in $d$ dimensions.

In the present paper, we would like to complete our analysis as outlined in I by generalizing the Barut-Girardello coherent states (BGCS) to $d$ dimensions where $d>1$, and by showing that they lead to BG representation in a straightforward way. For such purpose, it is convenient to use a different approach from that adopted in I for the onedimensional case. Our present starting point is the Perelomov coherent state (PCS) representation ${ }^{12}$ of $\mathscr{S}_{/_{c}}(2 d, R)$ as considered by Kramer, ${ }^{6}$ whose main properties are reviewed
in Sec. 2. In Sec. 3, the BGCS of $\mathscr{S} /_{c}(2 d, R)$ are defined, their representation in the PCS basis obtained, and some of their properties listed. In Sec. 4 , the overlap of two BGCS is calculated to derive explicit expressions of BGCS. A convenient procedure to determine the measure for BGCS is described and applied to the two-dimensional case in Sec. 5. In Sec. 6, a third class of CS leading to HP representation is introduced. Finally, Sec. 7 contains some concluding remarks.

## 2. PERELOMOV COHERENT STATE REPRESENTATION

In Paper I, it was shown that under the assumption that the collective states are scalar under $O(n)$, they belong to a single IR $\left\langle(n / 2)^{d}\right\rangle$ of an $\mathscr{S} /(2 d, R)$ group, whose generators are defined by

$$
\begin{align*}
& \mathscr{D}_{i j}^{\dagger}=\mathscr{D}_{j i}^{\dagger}=\sum_{s=1}^{n} \eta_{i s} \eta_{j s}, \quad 1 \leqslant i \leqslant j \leqslant d,  \tag{2.1a}\\
& \mathscr{D}_{i j}=\mathscr{D}_{j i}=\sum_{s=1}^{n} \xi_{i s} \xi_{j s}, \quad 1 \leqslant i \leqslant j \leqslant d, \tag{2.1b}
\end{align*}
$$

and

$$
\begin{equation*}
\mathscr{C}_{i j}=\mathscr{C}_{i j}+\frac{n}{2} \delta_{i j}, \quad \mathscr{C}_{i j}=\sum_{s=1}^{n} \eta_{i s} \xi_{j s}, \quad i, j=1, \ldots, d \tag{2.1c}
\end{equation*}
$$

Here $\eta_{i s}$ and $\xi_{i s}, i=1, \ldots, d, s=1, \ldots, n$, respectively, denote the boson creation and annihilation operators associated with the relative Jacobi coordinates $x_{i s}, i=1, \ldots, d, s=1, \ldots$, $n=A-1$. The dynamical group of collective states is then the restriction $\mathscr{S}_{h_{c}}(2 d, R)$ of $\mathscr{S} h(2 d, R)$ to this single IR.

According to Perelomov, ${ }^{12}$ generalized CS of $\mathscr{S} / /_{c}(2 d, R)$ based on the lowest weight state of the IR $\left.\langle n / 2)^{d}\right\rangle$, i.e., the boson vacuum state $|0\rangle$, can be defined by the following relation

$$
\begin{equation*}
|\mathbf{u}\rangle=\exp \left(\frac{1}{2} \operatorname{tr} \mathbf{u}^{*} \mathscr{D}^{+}\right)|0\rangle, \tag{2.2}
\end{equation*}
$$

where $\mathscr{D}^{\dagger}$ is the $d \times d$ matrix of the $\mathscr{D}_{i j}^{\dagger}$ generators introduced in Sec. 2 of Paper II, $\mathbf{u}$ is some $d \times d$ symmetrical complex matrix, and $u^{*} \mathscr{D}^{\dagger}$ denotes usual matrix multiplication. Since these states were already considered in Ref. 6, we shall merely list their main properties.

One leading property of PCS is that they form an overcomplete, nonorthogonal family of states. The overlap of two PCS, characterized by some parameters $\mathbf{u}$ and $\mathbf{u}^{\prime}$, respectively, is given by

$$
\begin{equation*}
\left\langle\mathbf{u}^{\prime} \mid \mathbf{u}\right\rangle=\left[\operatorname{det}\left(\mathbf{I}-\mathbf{u}^{\prime} \mathbf{u}^{*}\right)\right]^{-n / 2}, \tag{2.3}
\end{equation*}
$$

where I denotes the $d \times d$ unit matrix. The completeness of the set is expressed by the unity resolution relation within the representation space of $\left\langle(n / 2)^{d}\right\rangle$,

$$
\begin{equation*}
\int d \hat{\sigma}(\mathbf{u})|\mathbf{u}\rangle\langle\mathbf{u}|=I_{c} . \tag{2.4}
\end{equation*}
$$

Here the measure $d \hat{\sigma}(\mathrm{u})$ is given by

$$
\begin{equation*}
d \hat{\sigma}(\mathbf{u})=\hat{f}\left(\mathbf{u}, \mathbf{u}^{*}\right) d \mathbf{u} d \mathbf{u}^{*}, \tag{2.5}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{f}\left(\mathbf{u}, \mathbf{u}^{*}\right)=\hat{A}\left[\operatorname{det}\left(\mathbf{I}-\mathbf{u} \mathbf{u}^{*}\right)\right]^{n / 2-d-1}  \tag{2.6}\\
& d \mathbf{u} d \mathbf{u}^{*}=\prod_{i<j} d \operatorname{Re} u_{i j} d \operatorname{Im} u_{i j} \tag{2.7}
\end{align*}
$$

and the parameter space is the origin-centered unit ball. In Eq. (2.6), $\hat{\boldsymbol{A}}$ is a normalization constant, determined by the condition

$$
\begin{equation*}
\int d \hat{\sigma}(\mathbf{u})=1 \tag{2.8}
\end{equation*}
$$

Consequently to the unity resolution relation, we may use PCS as a (continuous) basis of the collective subspace.

In Eqs. (8.6) and (8.10) of Paper I, we defined, up to some normalization constant, discrete basis states of the collective subspace $\left|\phi_{N_{11} N_{12} \ldots N_{d d}}\right\rangle$, where $N_{i j}=0,1, \ldots$, for $1 \leqslant i \leqslant j \leqslant d$, hereafter quoted as $\langle\mathbf{N}\rangle$ for short, with $\mathbf{N}$ representing the whole set of quantum numbers $N_{11}, N_{12}, \ldots, N_{d d}$. It will prove convenient to choose their normalization in such a way that

$$
\begin{align*}
\left|\phi_{N_{11} N_{12} \ldots N_{d d}}\right\rangle & =|\mathbf{N}\rangle \\
& =\prod_{i<j}\left(N_{i j}!\right)^{-1 / 2}\left[\left(1+\delta_{i j}\right)^{-1 / 2} \mathscr{D}_{i j}^{\dagger}\right]^{N_{i j}}|0\rangle \tag{2.9}
\end{align*}
$$

In the following, we shall call them oscillator basis states. As is well known, they do not form an orthogonal set. With the normalization chosen in Eq. (2.9), they are neither normalized to unity.

The usefulness of PCS for practical purposes mainly stems from the fact that they are generating functions for the oscillator basis states. By expanding the exponential in Eq. (2.2), we indeed obtain

$$
\begin{equation*}
|\mathbf{u}\rangle=\sum_{\mathbf{N}} F_{\mathbf{N}}\left(\mathbf{u}^{*}| | \mathbf{N}\right\rangle \tag{2.10}
\end{equation*}
$$

where the summation over $N_{11}, N_{12}, \ldots, N_{d d}$ runs over all nonnegative integers, and

$$
\begin{equation*}
F_{\mathbf{N}}\left(\mathbf{u}^{*}\right)=\prod_{i<j}\left(N_{i j}!\right)^{-1 / 2}\left[\left(1+\delta_{i j}\right)^{-1 / 2} u_{i j}^{*}\right]^{N_{i j}} \tag{2.11}
\end{equation*}
$$

Since PCS form a basis of the collective subspace, they can be used to get a representation of the collective states and of their dynamical group, where any collective state $|\psi\rangle$ is represented by an analytic function

$$
\begin{equation*}
\hat{\bar{\psi}}(\mathbf{u})=\langle\mathbf{u} \mid \psi\rangle \tag{2.12}
\end{equation*}
$$

in the $v$ complex variables $u_{i j}=u_{j i}, 1 \leqslant i \leqslant j \leqslant d$. In particular, the oscillator basis states are represented by the functions

$$
\begin{equation*}
\hat{\bar{\phi}}_{\mathbf{N}}(\mathbf{u})=\langle\mathbf{u} \mid \mathbf{N}\rangle=\sum_{\mathbf{N}^{\prime}} F_{\mathbf{N}^{\prime}}(\mathbf{u}) M_{\mathbf{N}^{\prime}, \mathbf{N}}, \tag{2.13}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{\mathbf{N}^{\prime}, \mathbf{N}}=\left\langle\mathbf{N}^{\prime} \mid \mathbf{N}\right\rangle \tag{2.14}
\end{equation*}
$$

is an element of the oscillator basis overlap matrix $\mathbf{M}$. The presence of the latter in Eq. (2.13) makes Perelomov representation of collective states quite complicated. We shall not therefore derive an explicit expression for $\hat{\bar{\phi}}_{\mathrm{N}}(\mathbf{u})$.

The Perelomov representation of any operator $X$ is a differential operator $\hat{X}^{c}$ with respect to the $u_{i j}$ variables, defined by the following relation:

$$
\begin{equation*}
\langle\mathbf{u}| X|\psi\rangle=\widehat{X}^{c}\langle\mathbf{u} \mid \psi\rangle \tag{2.15}
\end{equation*}
$$

where $|\psi\rangle$ is any collective state. For instance, it is shown in Appendix A that the Perelomov representation of the $\mathscr{S} / /_{c}(2 d, R)$ generators is given by

$$
\begin{align*}
& \widehat{\mathscr{D}}^{c+}=\left[\hat{\mathscr{C}}^{c}+(n-d-1) \mathbf{I}\right] \mathbf{u}=\mathbf{u}\left[\hat{\mathscr{C}}^{c}+n \mathbf{I}\right],  \tag{2.16a}\\
& \mathscr{\mathscr { D }}^{c}=\Delta_{\mathbf{u}},  \tag{2.16b}\\
& \hat{\mathscr{C}}^{c}=\hat{\mathscr{C}}^{c}+\frac{n}{2} \mathbf{I}, \quad \hat{\mathscr{C}}^{c}=\mathbf{u} \Delta_{\mathbf{u}}, \tag{2.16c}
\end{align*}
$$

where we use the matrix notation introduced in Sec. 2 of Paper II, and $\Delta_{u_{i j}}$ is defined by

$$
\begin{equation*}
\Delta_{u_{i j}}=\left(1+\delta_{i j}\right) \frac{\partial}{\partial u_{i j}} \tag{2.17}
\end{equation*}
$$

It is important to note that the operators (2.16) are first-order differential operators and therefore provide us with a quite convenient realization of the $\mathscr{S}_{h_{c}}(2 d, R)$ generators.

## 3. BARUT-GIRARDELLO COHERENT STATE REPRESENTATION

An alternative definition of generalized coherent states, only valid for noncompact groups, was proposed by Barut and Girardello ${ }^{9}$ for $\mathrm{SO}(2,1)$ and its locally isomorphic groups $\operatorname{SU}(1,1), \mathrm{SL}(2, R)$, and $\operatorname{Sp}(2, R)$, and used in I in connection with the BG representation of collective states in one dimension. The present section purpose is to extend to $d$ dimensions the definition of such coherent states and to study some of their properties.

According to Ref. 9, and Eq. (6.6) in Paper I, the BG coherent states of $\mathscr{S}_{h_{c}}(2, R)$ are the eigenstates of the operator $\mathscr{D}_{11}=\mathscr{D}$ belonging to the collective subspace. To any complex number $w$, there corresponds (up to some normalization factor) one and only one BG coherent state $|w|$ whose eigenvalue is $w^{*}$,

$$
\begin{equation*}
\mathscr{D}|w|=w^{*}|w| \tag{3.1}
\end{equation*}
$$

It is therefore opportune to question whether in $d$ dimensions it is possible to find common eigenstates $|\mathbf{w}\rangle$ of the set of commuting operators $\mathscr{D}_{i j}, 1 \leqslant i \leqslant j \leqslant d$, corresponding to some complex eigenvalues $w_{i j}^{*}\left(=w_{j i}^{*}\right)$,

$$
\begin{equation*}
\left.\left.\mathscr{D}_{i j} \mid \mathbf{w}\right)=w_{i j}^{*} \mid \mathbf{w}\right) . \tag{3.2}
\end{equation*}
$$

Here w denotes, as usual, the symmetrical complex $d \times d$ matrix whose elements are $w_{i j}$.

To answer this question, let us calculate the scalar product of both sides of Eq. (3.2) with a PCS $|\mathbf{u}\rangle$,

$$
\begin{equation*}
\left.\langle\mathbf{u}| \mathscr{D}_{i j} \mid \mathbf{w}\right)=w_{i j}^{*}(\mathbf{u} \mid \mathbf{w}) . \tag{3.3}
\end{equation*}
$$

From Eqs. (2.15) and (2.16b), we obtain the following result:

$$
\begin{equation*}
\left.\left.\Delta_{u_{i j}}\langle\mathbf{u}| \mathbf{w}\right)=w_{i j}^{*}\langle\mathbf{u}| w\right) . \tag{3.4}
\end{equation*}
$$

When $i$ and $j$ run from 1 to $d$, Eq. (3.4) gives rise to a system of $v$ independent first-order partial differential equations for $\langle\mathbf{u}| \mathbf{w}$ ), whose solution is given by

$$
\begin{equation*}
\langle\mathbf{u}| \mathbf{w})=G\left(\mathbf{w}^{*}\right) \exp \left(\frac{1}{2} \operatorname{tr} \mathbf{u} \mathbf{w}^{*}\right), \tag{3.5}
\end{equation*}
$$

where $G\left(\mathbf{w}^{*}\right)$ is an arbitrary function of $\mathbf{w}^{*}$. Let us fix the normalization of $\mid w)$ in such a way that

$$
\begin{equation*}
\langle 0 \mid \mathbf{w}\rangle=1 \tag{3.6}
\end{equation*}
$$

Since the PCS $|0\rangle$, whose parameters are all equal to zero, reduces to the vacuum state $|0\rangle$, Eq. (3.6) imposes that

$$
\begin{equation*}
G\left(\mathbf{w}^{*}\right)=1, \tag{3.7}
\end{equation*}
$$

so that Eq. (3.5) becomes

$$
\begin{equation*}
\langle\mathbf{u}| \mathbf{w})=\exp \left(\frac{1}{2} \operatorname{tr} \mathbf{u} \mathbf{w}^{*}\right) . \tag{3.8}
\end{equation*}
$$

We have therefore proved that for any complex values of the set of parameters $w_{i j}=w_{j i}$, the system of equations (3.2) has [up to some normalization factor we choose in accordance with Eq. (3.6)] one and only one solution to be written as

$$
\begin{equation*}
\mid \mathbf{w})=\int d \hat{\sigma}(\mathbf{u}) \exp \left(\frac{1}{2} \operatorname{tr} \mathbf{u} \mathbf{w}^{*}\right)|\mathbf{u}\rangle \tag{3.9}
\end{equation*}
$$

in the PCS basis. The collection of states $\mid \mathbf{w})$ will be called the BGCS of $\mathscr{S} h_{c}(2 d, R)$. Note the slight change of our notations with respect to $I$ as a round bracket is now used instead of an angular one for the BGCS to distinguish them from the PCS corresponding to the same set of parameters.

Let us now review some properties of the BGCS in $d$ dimensions. In I, we established [cf. Eq. (8.19) in Paper I] that in the BG representation the oscillator basis states (2.9) are represented by the analytic functions

$$
\begin{equation*}
\bar{\phi}_{\mathbf{N}}(\mathbf{w})=\prod_{i<j}\left(N_{i j}!\right)^{-1 / 2}\left[\left(1+\delta_{i j}\right)^{-1 / 2} w_{i j}\right]^{N_{i j}} \tag{3.10}
\end{equation*}
$$

in the complex collective variables

$$
\begin{equation*}
w_{i j}=\sum_{s=1}^{n} z_{i s} z_{j s}, \tag{3.11}
\end{equation*}
$$

defined in terms of the Bargmann representation $z_{i s}$ of the boson creation operators $\eta_{i s}$. On the other hand, if we take the scalar product of the oscillator basis states (2.9) with BGCS and use the definition (3.2) of the latter, as well as the Hermiticity property $\left(\mathscr{D}_{i j}\right)^{\dagger}=\mathscr{D}_{i j}^{\dagger}$, we obtain for $(\mathbf{w} \mid \mathbf{N})$ the same expression as the right-hand side of Eq. (3.10). We therefore conclude that the BG representation of the oscillator basis states may be regarded as their scalar product with the BGCS,

$$
\begin{equation*}
\bar{\phi}_{\mathbf{N}}(\mathbf{w})=(\mathbf{w} \mid \mathbf{N}) . \tag{3.12}
\end{equation*}
$$

Hence, the BG representation of any collective state is given by

$$
\begin{equation*}
\bar{\psi}(w)=\langle w \mid \psi\rangle . \tag{3.13}
\end{equation*}
$$

We have simultaneously proved that the set of complex parameters w, used in Eq. (3.2), has a well-defined meaning in Bargmann space, as shown in Eq. (3.11). Note incidentally that the above considerations justify a posteriori the notation $(w|\psi\rangle$ somewhat loosely used in II to denote the BG representation $\bar{\psi}(w)$ of $|\psi\rangle$ [see, e.g., Eqs. (2.4) and (2.5) in Paper II].

By using the definition of $B G$ representation given in $I$, it is now trivial to show that the BGCS give rise to a unity resolution relation in the collective subspace and therefore form a continuous basis of the latter. Since the BG space $\mathscr{F}_{c}$ is the $\mathrm{O}(n)$ invariant subspace of Bargmann space $\mathscr{F}$, the scalar product of two oscillator basis states $|\mathbf{N}\rangle$ and $\left|\mathbf{N}^{\prime}\right\rangle$ can be calculated by taking the scalar product in Bargmann space of their BG representations $\bar{\phi}_{N}(w)$ and $\bar{\phi}_{N^{\prime}}(w)$,

$$
\begin{equation*}
\left\langle\mathbf{N}^{\prime} \mid \mathbf{N}\right\rangle=\int\left[\prod_{i=1}^{d} \prod_{s=1}^{n} d \mu\left(z_{i s}\right)\right]\left[\bar{\phi}_{\mathbf{N}^{\prime}}(\mathbf{w})\right]^{*} \bar{\phi}_{\mathbf{N}}(\mathbf{w}) \tag{3.14}
\end{equation*}
$$

Here $d \mu\left(z_{i s}\right)$ is the usual Bargmann measure ${ }^{13}$

$$
\begin{equation*}
d \mu\left(z_{i s}\right)=\pi^{-1} \exp \left(-z_{i s} z_{i s}^{*}\right) d \operatorname{Re} z_{i s} d \operatorname{Im} z_{i s} . \tag{3.15}
\end{equation*}
$$

By integrating over the $d n-v$ noncollective variables, which together with the $v$ collective variables $w_{i j}$ form a set equivalent to the $d n$ complex variables $z_{i s}$, we can, in principle, express $\left\langle\mathbf{N}^{\prime} \mid \mathbf{N}\right\rangle$ as an integral over the $w_{i j}$ variables only,

$$
\begin{equation*}
\left\langle\mathbf{N}^{\prime} \mid \mathbf{N}\right\rangle=\int d \sigma(\mathbf{w})\left[\bar{\phi}_{\mathbf{N}^{\prime}}(\mathbf{w})\right]^{*} \bar{\phi}_{\mathbf{N}}(\mathbf{w}), \tag{3.16}
\end{equation*}
$$

with some measure

$$
\begin{align*}
& d \sigma(\mathbf{w})=f\left(\mathbf{w}, \mathbf{w}^{*}\right) d \mathbf{w} d \mathbf{w}^{*}  \tag{3.17}\\
& d \mathbf{w} d \mathbf{w}^{*}=\prod_{i<j} d \operatorname{Re} w_{i j} d \operatorname{Im} w_{i j},
\end{align*}
$$

directly deriving from Bargmann one. Since Eq. (3.16) is valid for any $\mathbf{N}$ and $\mathbf{N}^{\prime}$, we obtain from Eq. (3.12) the sought for unity resolution relation

$$
\begin{equation*}
\left.\int d \sigma(\mathbf{w}) \mid \mathbf{w}\right)\left(\mathbf{w} \mid=I_{c}\right. \tag{3.18}
\end{equation*}
$$

where the integration is carried out over the whole complex plane for each variable $w_{i j}$. Eq. (3.18) implies that for any two collective states $|\phi\rangle$ and $|\psi\rangle$

$$
\begin{equation*}
\left.\langle\phi \mid \psi\rangle=\int d \sigma(\mathbf{w})\langle\phi| \mathbf{w}\right)\left(\mathbf{w}|\psi\rangle=\int d \sigma(\mathbf{w})[\bar{\phi}(\mathbf{w})] * \bar{\psi}(\mathbf{w}) .\right. \tag{3.19}
\end{equation*}
$$

As it was already noted in I for $d=1$, the above-mentioned procedure to determine the weight function $f\left(\mathbf{w}, \mathbf{w}^{*}\right)$ would be quite inconvenient in practice. In Sec. 5 , we shall present an alternative method and apply it to the two-dimensional case.

Since the $B G$ representation considered in I and II actually coincides with BGCS representation, we may apply to the latter all the results previously derived for the former.
Let us denote by $X^{c}$ the BGCS representation of an operator $X$, so that

$$
\begin{equation*}
(\mathbf{w}|X| \psi\rangle=X^{c}(\mathbf{w}|\psi\rangle \tag{3.20}
\end{equation*}
$$

for any collective state $|\psi\rangle$. From Eq. (2.11) in II, the representation of the $\mathscr{S}_{h_{c}}(2 d, R)$ generators is given by

$$
\begin{align*}
& \mathscr{D}^{c \dagger}=\mathbf{w},  \tag{3.21a}\\
& \mathscr{D}^{c}=\Delta_{w}\left[\mathscr{C}^{c}+(n-d-1) \mathbf{I}\right]=\left[\widetilde{\mathscr{C}}^{c}+n \mathbf{I}\right] \Delta_{\mathbf{w}},  \tag{3.21b}\\
& \mathscr{E}^{c}=\mathscr{C}^{c}+(n / 2) \mathbf{I}, \quad \mathscr{C}^{c}=\mathbf{w} \Delta_{w}, \tag{3.21c}
\end{align*}
$$

where $\Delta_{w_{i j}}$ is defined by

$$
\begin{equation*}
\Delta_{w_{i j}}=\left(1+\delta_{i j}\right) \frac{\partial}{\partial w_{i j}} \tag{3.22}
\end{equation*}
$$

When comparing Eq. (3.21) with the PCS representation given in Eq. (2.16), we note some striking similarities. In a way we may consider that one goes from the former to the latter by replacing $w$ and $\Delta_{w}$ by $\Delta_{u}$ and $u$, respectively, and by interchanging $\mathscr{D}^{\dagger}$ with $\mathscr{D}$. However, these similarities are misleading. As a matter of fact, there is one essential difference between both representations of $\mathscr{S} / h_{c}(2 d, R)$, which turns out to have far-reaching consequences for the determination of the measure: namely the $\mathscr{S} /_{c}(2 d, R)$ generators are represented in BGCS representation by secondorder differential operators instead of first-order ones in PCS representation.

An important leftover question is the determination of the BGCS explicit form in terms of the $\mathscr{D}_{i j}^{\dagger}$ generators, i.e., the analog of Eq. (2.2) for the PCS. Since this is a rather hard problem, we postpone its solution to the next section.

We conclude the present section by studying the properties of BGCS as generating functions. As noted in the previous section, the oscillator basis (2.9) is not orthogonal; hence we may consider its dual basis whose elements (for which we use a round bracket instead of an angular one) are defined by the following relation:

$$
\begin{equation*}
\mid \mathbf{N})=\sum_{\mathbf{N}^{\prime}}\left|\mathbf{N}^{\prime}\right\rangle\left(\mathbf{M}^{-1}\right)_{\mathbf{N}^{\prime}, \mathbf{N}}, \tag{3.23}
\end{equation*}
$$

in terms of the inverse $\mathbf{M}^{-1}$ of the oscillator basis overlap matrix M. At this point, it is worth noting that since

$$
\begin{equation*}
M_{\mathbf{N}^{\prime}, \mathbf{N}}=0 \quad \text { if } \sum_{i<j}\left(N_{i j}^{\prime}-N_{i j}\right) \neq 0, \tag{3.24}
\end{equation*}
$$

the infinite-dimensional matrix $\mathbf{M}$ is block diagonal, and the submatrices on the diagonal are finite-dimensional; its inverse $\mathbf{M}^{-1}$ is therefore well defined. The oscillator basis and its dual one form a biorthogonal system, i.e.,

$$
\begin{equation*}
\left\langle\mathbf{N}^{\prime} \mid \mathbf{N}\right\rangle=\delta_{\mathbf{N}^{\prime}, \mathbf{N}}, \tag{3.25}
\end{equation*}
$$

and give rise to the following unity resolution relation:

$$
\begin{equation*}
\left.\sum_{\mathbf{N}} \mid \mathbf{N}\right)\langle\mathbf{N}|=I_{c} . \tag{3.26}
\end{equation*}
$$

As a consequence, the BGCS can be written as

$$
\begin{equation*}
|\mathbf{w}\rangle=\sum_{\mathbf{N}}|\mathbf{N}\rangle\langle\mathbf{N}| \mathbf{w} \mid . \tag{3.27}
\end{equation*}
$$

By using Eqs. (3.10) and (3.12), the latter expression becomes

$$
\begin{equation*}
\left.\mid \mathbf{w})=\sum_{N} F_{\mathbf{N}}\left(\mathbf{w}^{*}\right) \mid \mathbf{N}\right), \tag{3.28}
\end{equation*}
$$

where $F_{N}\left(\mathbf{w}^{*}\right)$ is defined by an equation similar to Eq. (2.11). We therefore conclude that the BGCS are generating functions for the dual basis states, with the same expansion coefficients as those appearing in the expansion (2.10) of the PCS in terms of the oscillator basis states.

## 4. EXPLICIT FORM OF BARUT-GIRARDELLO COHERENT STATES

In the present section, we wish to determine the function $K$ in the $\mathscr{D}_{i j}^{\dagger}$ generators giving rise to a BGCS $|w\rangle$ when applied to the vacuum state. Since this function also depends upon the eigenvalues $w_{i j}^{*}$ of $\mathscr{D}_{i j}$ parametrizing the BGCS, we may write

$$
\begin{equation*}
|\mathbf{w}\rangle=K\left(\mathscr{D}^{\dagger}, \mathbf{w}^{*}\right)|0\rangle . \tag{4.1}
\end{equation*}
$$

To start with, we note that the overlap or reproducing kernel of two BGCS is given by the following relation:

$$
\begin{equation*}
\left(\mathbf{w}^{\prime} \mid \mathbf{w}\right)=\left(\mathbf{w}^{\prime}\left|K\left(\mathscr{D}^{\dagger}, \mathbf{w}^{*}\right)\right| 0\right\rangle=K\left(\mathscr{D}^{c+}, \mathbf{w}^{*}\right)\left(\mathbf{w}^{\prime}|0\rangle,\right. \tag{4.2}
\end{equation*}
$$

which becomes

$$
\begin{equation*}
\left(\mathbf{w}^{\prime} \mid \mathbf{w}\right)=K\left(\mathbf{w}^{\prime}, \mathbf{w}^{*}\right), \tag{4.3}
\end{equation*}
$$

when using Eqs. (3.6) and (3.21a). From Eqs. (4.1) and (4.3), it is then clear that the determination of the BGCS explicit form and the calculation of their overlap are equivalent problems. The latter is however easier to solve since it only
requires the determination of an ordinary function $K\left(\mathbf{w}^{\prime}, \mathbf{w}^{*}\right)$ instead of an operator function $K\left(\mathscr{D}^{\dagger}, \mathbf{w}^{*}\right)$ as it is the case for the former.

The function $K\left(\mathbf{w}^{\prime}, \mathbf{w}^{*}\right)$ construction is based upon the Hermiticity properties of the $\mathscr{S}_{h}(2 d, R)$ generators

$$
\begin{align*}
& \mathscr{C}_{i j}=\mathscr{C}_{j i}^{\dagger},  \tag{4.4a}\\
& \mathscr{D}_{i j}=\left(\mathscr{D}_{i j}^{\dagger}\right)^{\dagger}, \tag{4.4b}
\end{align*}
$$

which imply that

$$
\begin{equation*}
\left(\mathbf{w}^{\prime}\left|\mathscr{C}_{i j}\right| \mathbf{w}\right)=\left(\mathbf{w}\left|\mathscr{C}_{j i}\right| \mathbf{w}^{\prime}\right)^{*}, \tag{4.5a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathbf{w}^{\prime}\left|\mathscr{D}_{i j}\right| \mathbf{w}\right)=\left(\mathbf{w}\left|\mathscr{D}_{i j}^{\dagger}\right| \mathbf{w}^{\prime}\right)^{*} . \tag{4.5b}
\end{equation*}
$$

By using Eqs. (3.20) and (3.21), Eqs. (4.5a) and (4.5b), respectively, become
$\left(\mathbf{w}^{\prime} \Delta_{\mathbf{w}^{\prime}}\right)_{i j} K\left(\mathbf{w}^{\prime}, \mathbf{w}^{*}\right)=\left(\mathbf{w}^{*} \Delta_{\mathbf{w}^{*}}\right)_{j i} K\left(\mathbf{w}^{\prime}, \mathbf{w}^{*}\right)$,
$\left\{\Delta_{\mathbf{w}^{\prime}}\left[\mathbf{w}^{\prime} \Delta_{\mathbf{w}^{\prime}}+(n-d-1) \mathbf{I}\right]\right\}_{i j} K\left(\mathbf{w}^{\prime}, \mathbf{w}^{*}\right)=w_{i j}^{*} K\left(\mathbf{w}^{\prime}, \mathbf{w}^{*}\right)$,
and represent two systems of $d^{2}$ first-order and $d(d+1) / 2$ second-order partial differential equations to be satisfied by $K\left(\mathbf{w}^{\prime}, \mathbf{w}^{*}\right)$. We shall proceed to show that among the solutions of Eq. (4.6), there is one and only one function, analytic in both $\mathbf{w}^{\prime}$ and $\mathbf{w}^{*}$, and normalized in accordance with Eq. (3.6), i.e., satisfying the conditions

$$
\begin{equation*}
K\left(\mathbf{0}, \mathbf{w}^{*}\right)=K\left(\mathbf{w}^{\prime}, \mathbf{0}\right)=1 \tag{4.7}
\end{equation*}
$$

This unique function will therefore be the function $K\left(\mathbf{w}^{\prime}, \mathbf{w}^{*}\right)$ we are looking for.

Starting with Eq. (4.6a), we shall proceed to prove that its general solution is an arbitrary function in the $d$ independent invariants of the $d \times d$ matrix

$$
\begin{equation*}
\mathbf{W}=\mathbf{w}^{\prime} \mathbf{w}^{*} \tag{4.8}
\end{equation*}
$$

The demonstration of this property is sketched below, additional details being given in Appendix B. It is essentially based upon two changes of variables. Owing to the symmetry of $\mathbf{w}^{\prime}$ and $\mathbf{w}^{*}, K$ is a function in $d(d+1)$ independent variables that we can take as $w_{i j}^{\prime}$ and $w_{i j}^{*}, i \leqslant j$. We first replace the latter by the $d^{2}$ variables $W_{i j}, i, j=1, \ldots, d$, and the $d$ variables

$$
\begin{equation*}
X_{i}=w_{i i}^{\prime}+w_{i i}^{*}, \quad i=1, \ldots, d \tag{4.9}
\end{equation*}
$$

In the new variables, Eq. (4.6a) can be written as

$$
\begin{align*}
& {\left[\sum_{k}\left(W_{i k} \frac{\partial}{\partial W_{j k}}-W_{k j} \frac{\partial}{\partial W_{k i}}\right)\right.} \\
& \left.\quad+2 w_{i j}^{\prime} \frac{\partial}{\partial X_{j}}-2 w_{i j}^{*} \frac{\partial}{\partial X_{i}}\right] K(\mathbf{W}, \mathbf{X})=0 \tag{4.10}
\end{align*}
$$

where $w_{i j}^{\prime}$ and $w_{i j}^{*}$ are some functions of $W$ and $X$ which could in principle be obtained by inverting Eqs. (4.8) and (4.9).

By linearly combining the $d^{2}$ equations (4.10), it is possible to get $d$ very simple equations. Let us indeed multiply Eq. (4.10) by $\left(\mathbf{W}^{m}\right)_{j i}$, where $\mathbf{W}^{m}$ denotes the $m$ th power of the $\mathbf{W}$ matrix for some fixed $m$ value belonging to the set $0,1, \ldots, d-1$, and let us sum the result over $i$ and $j$. In this way, we obtain the following $d$ equations:

$$
\begin{gather*}
\sum_{i}\left[\left(\mathbf{W}^{m} \mathbf{w}^{\prime}\right)_{i i}-\left(\mathbf{w}^{*} \mathbf{W}^{m}\right)_{i i}\right] \frac{\partial}{\partial X_{i}} K(\mathbf{W}, \mathbf{X})=0 \\
m=0,1, \ldots, d-1 \tag{4.11}
\end{gather*}
$$

whose solution is given by

$$
\begin{equation*}
\frac{\partial}{\partial X_{i}} K(\mathbf{W}, \mathbf{X})=0, \quad i=1, \ldots, d \tag{4.12}
\end{equation*}
$$

Hence, $K$ only depends upon the $\mathbf{W}$ matrix. Eq. (4.10) now reduces to

$$
\begin{equation*}
\sum_{k}\left(W_{i k} \frac{\partial}{\partial W_{j k}}-W_{k j} \frac{\partial}{\partial W_{k i}}\right) K(\mathbf{W})=0 \tag{4.13}
\end{equation*}
$$

where we only have $d(d-1)$ independent equations when $i$ and $j$ run from 1 to $d$. Let us therefore, restrict ourselves to the $d(d-1)$ equations for which $i \neq j$.

We then replace the $d^{2}$ variables $W_{i j}$ by some new variables $T_{i j}$, defined by

$$
\begin{align*}
& T_{i i}=\operatorname{tr} \mathbf{W}^{i}  \tag{4.14a}\\
& T_{i j}=W_{i j}, \quad i \neq j . \tag{4.14b}
\end{align*}
$$

In the variables $T_{i j}$, Eq. (4.13) can be rewritten in the following form

$$
\begin{align*}
& {\left[\sum_{k \neq i j}\left(W_{i k} \frac{\partial}{\partial T_{j k}}-W_{k j} \frac{\partial}{\partial T_{k i}}\right)\right.} \\
& \left.\quad+\left(W_{i i}-W_{i j}\right) \frac{\partial}{\partial T_{j i}}\right] K(\mathbf{T})=0, \quad i \neq j \tag{4.15}
\end{align*}
$$

which can be shown to be equivalent to

$$
\begin{equation*}
\frac{\partial}{\partial T_{i j}} K(\mathbf{T})=0, \quad i \neq j . \tag{4.16}
\end{equation*}
$$

In conclusion, the general solution of Eq. (4.6a) is an arbitrary function in $T_{11}, \ldots, T_{d d}$, which are a set of $d$ independent invariants of the $\mathbf{W}$ matrix. We shall henceforth denote the latter by $t_{i}, i=1, \ldots, d$.

Let us now turn to the solution of Eq. (4.6b), which can be rewritten as

$$
\begin{align*}
& \left\{\mathbf{w}^{\prime} \Delta_{w^{\prime}}\left[\mathbf{w}^{\prime} \Delta_{w^{\prime}}+(n-d-1) \mathbf{I}\right]\right\}_{i j} K\left(t_{1}, \ldots, t_{d}\right) \\
& \quad=W_{i j} K\left(t_{1}, \ldots, t_{d}\right), \tag{4.17}
\end{align*}
$$

where $\mathbf{W}$ now appears on the right-hand side instead of $\mathbf{w}^{*}$. In the solution of Eq. (4.17), it is advantageous to choose for the invariants of $\mathbf{W}$ the traces of the compound matrices $W^{(l)}{ }^{14}$

$$
\begin{equation*}
t_{i}=\operatorname{tr} \mathbf{W}^{(i)}, \quad i=1, \ldots, d \tag{4.18}
\end{equation*}
$$

instead of the traces of the powers $\mathbf{W}^{i}$, as it was done in Eq. (4.14a). In the following, we shall use the fact that $t_{1}, \ldots, t_{d}$, as defined in Eq. (4.18), are the coefficients of the characteristic polynomial of $\mathbf{W}$,

$$
\begin{equation*}
\operatorname{det}(\mathbf{W}-\lambda \mathbf{I})=\sum_{k=0}^{d} t_{d-k}(-\lambda)^{k} \tag{4.19}
\end{equation*}
$$

where we set $t_{0}=1$. For $d=1,2$, and 3 , they are given by

$$
\begin{align*}
& t_{1}=\operatorname{tr} \mathbf{W}=W  \tag{4.20a}\\
& t_{1}=\operatorname{tr} \mathbf{W}, \quad t_{2}=\operatorname{det} \mathbf{W} \tag{4.20b}
\end{align*}
$$

and

$$
\begin{align*}
& t_{1}=\operatorname{tr} \mathbf{W}, \quad t_{2}=\operatorname{tr} \mathbf{W}^{(2)}=\frac{1}{2}\left[(\operatorname{tr} \mathbf{W})^{2}-\operatorname{tr} \mathbf{W}^{2}\right] \\
& t_{3}=\operatorname{det} \mathbf{W} \tag{4.20c}
\end{align*}
$$

respectively.
We are interested in those solutions $K\left(t_{1}, \ldots, t_{d}\right)$ of Eq. (4.17) which are analytic in all the variables $w_{i j}^{\prime}$ and $w_{i j}^{*}$. Since the matrix elements $W_{i j}$ are linear functions in each one of the $w_{i j}^{\prime \prime}$ 's and $w_{i j}^{* \prime} s$, and the same is true for the invariants $t_{i}$ with respect to each one of the $W_{i j}$ 's, it is clear that the functions $K\left(t_{1}, \ldots, t_{d}\right)$ must also be analytic in $t_{1}, \ldots, t_{d}$. Let us therefore expand $K$ in powers of the latter as follows:

$$
\begin{equation*}
K\left(t_{1}, \ldots, t_{d}\right)=\sum_{m_{1} m_{2} \ldots m_{d}} a_{m_{1} m_{2} \ldots m_{d}}\left[\prod_{i=1}^{d} t_{i}^{m_{i}}\right] . \tag{4.21}
\end{equation*}
$$

It remains to determine the constants $a_{m_{1} m_{2} \ldots m_{d}}$ so that Eqs. (4.7) and (4.17) are satisfied. The former simply imposes that

$$
\begin{equation*}
a_{00 \ldots 0}=1 \tag{4.22}
\end{equation*}
$$

Let us now introduce Eq. (4.21) into Eq. (4.17). To write the detailed expression of the latter, we have to know the action of the operators $\left(w^{\prime} \Delta_{\mathbf{w}^{\prime}}\right)_{i j}$ and $\left(\mathbf{w}^{\prime} \Delta_{\mathbf{w}^{\prime}} \mathbf{w}^{\prime} \Delta_{\mathbf{w}^{\prime}}\right)_{i j}$ upon the invariants $t_{i}$. Straightforward differentiations lead to the following relations:

$$
\begin{align*}
& \left(\mathbf{w}^{\prime} \Delta_{\mathbf{w}^{\prime}}\right)_{i j} \operatorname{tr} \mathbf{W}=2 W_{i j} \\
& \left(\mathbf{w}^{\prime} \Delta_{\mathbf{w}^{\prime}} i_{i j} \operatorname{tr} \mathbf{W}^{(2)}=2\left[W_{i j} \operatorname{tr} \mathbf{W}-\left(\mathbf{W}^{2}\right)_{i j}\right]\right.  \tag{4.23}\\
& \left(\mathbf{w}^{\prime} \Delta_{\mathbf{w}^{\prime}}\right)_{i j} \operatorname{det} \mathbf{W}=2 \delta_{i j} \operatorname{det} \mathbf{W}
\end{align*}
$$

and

$$
\begin{aligned}
& \left(\mathbf{w}^{\prime} \Delta_{w^{\prime}} \mathbf{w}^{\prime} \Delta_{w^{\prime}}\right)_{i j} \operatorname{tr} W=2(d+1) W_{i j} \\
& \left(\mathbf{w}^{\prime} \Delta_{w^{\prime}} \mathbf{w}^{\prime} \Delta_{w^{\prime}}\right)_{i j} \operatorname{tr} W^{(2)}=2 d\left[W_{i j} \operatorname{tr} \mathbf{W}-\left(\mathbf{W}^{2}\right)_{i j}\right] \\
& \left(\mathbf{w}^{\prime} \Delta_{w^{\prime}} \mathbf{w}^{\prime} \Delta_{w^{\prime}}\right)_{i j} \operatorname{det} \mathbf{W}=4 \delta_{i j} \operatorname{det} W
\end{aligned}
$$

In the one-dimensional case, Eq. (4.17) becomes

$$
\begin{equation*}
\sum_{m} 2 m(2 m+n-2) a_{m} t_{1}^{m}=\sum_{m} a_{m} t_{1}^{m+1} \tag{4.25}
\end{equation*}
$$

By equating equal powers of $t_{1}$ on both sides, we obtain a recursion relation for $a_{m}$, whose solution, normalized according to Eq. (4.22), is given by

$$
\begin{equation*}
a_{m}=\left[2^{2 m} m!(n / 2)_{m}\right]^{-1} \tag{4.26}
\end{equation*}
$$

where $(n / 2)_{m}=n / 2(n / 2+1) \ldots(n / 2+m-1)$ is Pochhammer's symbol. Hence the reproducing kernel is equal to the following expression:

$$
\begin{equation*}
K(W)=\sum_{m}\left[2^{2 m} m!(n / 2)_{m}\right]^{-1} W^{m}={ }_{0} F_{1}\left(\frac{n}{2} ; \frac{W}{4}\right) \tag{4.27}
\end{equation*}
$$

which coincides with Eq. (5.19b) in I.
In the two-dimensional case, Eq. (4.17) is transformed into the following relation:

$$
\begin{align*}
\sum_{m_{1} m_{2}} a_{m_{1} m_{2}} & {\left[2 m_{2}\left(2 m_{2}+n-3\right) \delta_{i j} t_{1}^{m_{1}}\right.} \\
& +2 m_{1}\left(4 m_{2}+n\right) W_{i j} t_{1}^{m_{1}-1} \\
& \left.+4 m_{1}\left(m_{1}-1\right)\left(\mathbf{W}^{2}\right)_{i j} t_{1}^{m_{1}-2}\right] t_{2}^{m_{2}} \\
= & W_{i j} \sum_{m_{1} m_{2}} a_{m_{1} m_{2}} t_{1}^{m_{1}} t_{2}^{m_{2}} \tag{4.28}
\end{align*}
$$

In this equation, $\mathbf{W}^{2}$ can be reexpressed in terms of $I$ and $\mathbf{W}$. Any matrix satisfying its characteristic equation, we indeed obtain from Eq. (4.19) that for $d=2$

$$
\begin{equation*}
\mathbf{W}^{2}=-\mathbf{I} t_{2}+\mathbf{W} t_{1} \tag{4.29}
\end{equation*}
$$

After this transformation, Eq. (4.28) becomes a relation between the independent matrices $I$ and $\mathbf{W}$. Their coefficients must therefore be set equal to zero. In this way, we obtain the two following recursion relations for $a_{m_{1} m_{2}}$ :
$m_{2}\left(2 m_{2}+n-3\right) a_{m_{1} m_{2}}=2\left(m_{1}+2\right)\left(m_{1}+1\right) a_{m_{1}+2, m_{2}-1}$,
$2 m_{1}\left(2 m_{1}+4 m_{2}+n-2\right) a_{m_{1} m_{2}}=a_{m_{1}-1, m_{2}}$.
The solution of Eq. (4.30b) is given by

$$
\begin{equation*}
a_{m_{1} m_{2}}=\left[2^{2 m_{1}} m_{1}!\left(n / 2+2 m_{2}\right)_{m_{1}}\right]^{-1} a_{0 m_{2}} \tag{4.31}
\end{equation*}
$$

where $a_{0 m_{2}}$ has to be determined from Eq. (4.30a). By setting $m_{1}=0$ in the latter, we obtain the following recursion relation for $a_{0 m_{2}}$ :

$$
\begin{align*}
& 2 m_{2}\left(2 m_{2}+n-3\right)\left(4 m_{2}+n-2\right)\left(4 m_{2}+n-4\right) a_{0 m_{2}} \\
& \quad=a_{0, m_{2}-1} \tag{4.32}
\end{align*}
$$

whose solution satisfying Eq. (4.22) is given by

$$
\begin{equation*}
a_{0 m_{2}}=\left[2^{4 m_{2}} m_{2}!([n-1] / 2)_{m_{2}}(n / 2)_{2 m_{2}}\right]^{-1} \tag{4.33}
\end{equation*}
$$

For the reproducing kernel, we finally obtain
$K(\operatorname{tr} \mathbf{W}$, det $\mathbf{W})$

$$
\begin{align*}
= & \sum_{m_{1} m_{2}}\left\{2^{2 m_{1}+4 m_{2}} m_{1}!m_{2}!\left(\frac{[n-1]}{2}\right)_{m_{2}}(n / 2)_{m_{1}+2 m_{2}}\right\}^{-1} \\
& \times(\operatorname{tr} \mathbf{W})^{m_{1}}(\operatorname{det} \mathbf{W})^{m_{2}}, \tag{4.34a}
\end{align*}
$$

or equivalently
$K(\operatorname{tr} \mathbf{W}$, det $\mathbf{W})$

$$
\begin{align*}
= & \sum_{m}\left\{m!\left(\frac{[n-1]}{2}\right)_{m}\left(\frac{n}{2}\right)_{2 m}\right\}^{-1} \\
& \times{ }_{0} F_{1}\left(\frac{n}{2}+2 m ; \frac{1}{4} \operatorname{tr} \mathbf{W}\right)\left(\frac{1}{16} \operatorname{det} \mathbf{W}\right)^{m} \tag{4.34b}
\end{align*}
$$

In the three-dimensional case, a similar procedure, detailed in Appendix C, leads to the following relation:
$K\left(\operatorname{tr} \mathbf{W}, \operatorname{tr} \mathbf{W}^{(2)}, \operatorname{det} \mathbf{W}\right)$

$$
\begin{align*}
= & \sum_{m_{1} m_{2} m_{3}}\left(m_{1}+2 m_{2}+3 m_{3}+n-3\right)_{m_{3}} \\
& \times\left(2^{2 m_{1}+4 m_{2}+6 m_{3}} m_{1}!m_{2}!m_{3}!\right. \\
& \times([n-2] / 2)_{m_{3}}([n-1] / 2)_{m_{2}+2 m_{3}} \\
& \left.\times(n / 2)_{m_{1}+2 m_{2}+3 m_{3}}\right\}^{-1}(\operatorname{tr} \mathbf{W})^{m_{1}} \\
& \times\left(\operatorname{tr} \mathbf{W}^{(22}\right)^{m_{2}}(\operatorname{det} \mathbf{W})^{m_{3}} \tag{4.35}
\end{align*}
$$

From the reproducing kernels (4.27), (4.34), and (4.35), it is now trivial to obtain the explicit expression of BGCS in one, two, and three dimensions. For such purpose, we only have to make the following replacement:

$$
\begin{equation*}
\mathbf{W}=\mathbf{w}^{\prime} \mathbf{w}^{*} \rightarrow \mathscr{D}^{\dagger} \mathbf{w}^{*} \tag{4.36}
\end{equation*}
$$

which implies the substitution

$$
\begin{equation*}
\mathbf{W}^{(i)} \rightarrow\left(\mathscr{D}^{\dagger} \mathbf{w}^{*}\right)^{(i)}=\left(\mathscr{D}^{\dagger}\right)^{(i)}\left(\mathbf{w}^{*}\right)^{(i)} \tag{4.37}
\end{equation*}
$$

where in the last step we used Binet-Cauchy theorem on the product of compound matrices. ${ }^{14}$

## 5. UNITY RESOLUTION FOR THE BARUT-GIRARDELLO COHERENT STATES

In Sec. 3, we proved the (over) completeness of BGCS by showing that they give rise in the collective subspace to a unity resolution relation, expressed in Eq. (3.18). In this section, we shall propose a procedure to determine the weight function $f\left(\mathbf{w}, \mathbf{w}^{*}\right)$. We shall prove that $f\left(\mathbf{w}, \mathbf{w}^{*}\right)$ is a solution of a system of partial differential equations, that we shall write in full generality for any $d$ value, and we shall then illustrate its solution by explicitly treating the two-dimensional case.

As it was done for the one-dimensional case in Sec. 4 of I, we start with the Hermiticity properties of the $\mathscr{S} / 2(2 d, R)$ generators, given in Eq. (4.4). By introducing the unity resolution relation (3.18) into Eq. (4.4), and by successively taking Eqs. (3.20) and (3.21) into account, Eqs. (4.4a) and (4.4b) are transformed into

$$
\begin{align*}
& \left.\int d \mathbf{w} d \mathbf{w}^{*} f\left(\mathbf{w}, \mathbf{w}^{*}\right) \mid \mathbf{w}\right) \mathscr{C}_{i j}^{c}(\mathbf{w} \mid \\
& =\int d \mathbf{w} d \mathbf{w}^{*} f\left(\mathbf{w}, \mathbf{w}^{*}\right)\left[\mathscr{C}_{j i}^{c}(\mathbf{w} \mid]^{\dagger}(\mathbf{w} \mid,\right.  \tag{5.1a}\\
& \left.\int d \mathbf{w} d \mathbf{w}^{*} f\left(\mathbf{w}, \mathbf{w}^{*}\right) \mid \mathbf{w}\right) \mathscr{D}_{i j}^{c}(\mathbf{w} \mid \\
& =\int d \mathbf{w} d \mathbf{w}^{*} f\left(\mathbf{w}, \mathbf{w}^{*}\right)\left[\mathscr{D}_{i j}^{c^{\dagger}}(\mathbf{w} \mid]^{\dagger}(\mathbf{w}),\right. \tag{5.1b}
\end{align*}
$$

or

$$
\begin{align*}
& \left.\int d \mathbf{w} d \mathbf{w}^{*} f\left(\mathbf{w}, \mathbf{w}^{*}\right) \mid \mathbf{w}\right)\left(\mathbf{w} \Delta_{\mathbf{w}}\right)_{i j}(\mathbf{w} \mid \\
& \left.\quad=\int d \mathbf{w} d \mathbf{w}^{*} f\left(\mathbf{w}, \mathbf{w}^{*}\right)\left(\mathbf{w}^{*} \Delta_{\mathbf{w}^{*}}\right)_{j i} \mid \mathbf{w}\right)(\mathbf{w} \mid  \tag{5.2a}\\
& \int \begin{array}{l}
\int \mathbf{w} \\
\\
\left.d \mathbf{w}^{*} f\left(\mathbf{w}, \mathbf{w}^{*}\right) \mid \mathbf{w}\right)\left\{\Delta_{\mathbf{w}}\left[\mathbf{w} \Delta_{\mathbf{w}}+(n-d-1) \mathbf{I}\right]\right\}_{i j}(\mathbf{w} \mid \\
\left.\quad=\int d \mathbf{w} d \mathbf{w}^{*} f\left(\mathbf{w}, \mathbf{w}^{*}\right) w_{i j}^{*} \mid \mathbf{w}\right)(\mathbf{w} \mid
\end{array}
\end{align*}
$$

We next transfer the differential operators from $\mid \mathbf{w}$ ) or ( $\mathbf{w} \mid$ to the weight function $f\left(\mathbf{w}, \mathbf{w}^{*}\right)$ by integrating by parts, once on both sides of Eq. (5.2a), and twice on the left-hand side of Eq. (5.2b). This can be done because $\mid \mathbf{w}$ ) and ( $\mathbf{w} \mid$ only depend upon $w_{i j}^{*}$ or $w_{i j}$, respectively, and the latter are independent variables. We obtain the following system of partial differential equations for $f\left(\mathbf{w}, \mathbf{w}^{*}\right)$ :

$$
\begin{equation*}
\left(\mathbf{w} \Delta_{\mathbf{w}}\right)_{i j} f\left(\mathbf{w}, \mathbf{w}^{*}\right)=\left(\mathbf{w}^{*} \Delta_{\mathbf{w}^{*}}\right)_{j i} f\left(\mathbf{w}, \mathbf{w}^{*}\right), \tag{5.3a}
\end{equation*}
$$

$$
\begin{equation*}
\left\{\Delta_{\mathbf{w}}\left[\mathbf{w} \Delta_{\mathbf{w}}-(n-d-1) \mathbf{I}\right]\right\}_{i j} f\left(\mathbf{w}, \mathbf{w}^{*}\right)=w_{i j}^{*} f\left(\mathbf{w}, \mathbf{w}^{*}\right) . \tag{5.3b}
\end{equation*}
$$

At this point, it is important to note the formal analogy existing between these equations and Eqs. (4.6a) and (4.6b) satisfied by the reproducing kernel $K\left(\mathbf{w}^{\prime}, \mathbf{w}^{*}\right)$ of BGCS if in the latter we set $\mathbf{w}^{\prime}=\mathbf{w}$. As a matter of fact, Eq. (5.3a) is identical with Eq. (4.6a), whereas Eqs. (5.3b) and (4.6b) only differ by a sign change inside the square brackets.

The results of Sec. 4 show that the general solution of Eq. (5.3a) is an arbitrary function in the invariants $t_{i}=\operatorname{tr} \mathbf{W}^{(i)}, i=1, \ldots, d$, of the matrix $\mathbf{W}=\mathbf{w w}^{*}$. We are then left to solve Eq. (5.3b), which can be rewritten as

$$
\begin{equation*}
\left\{\mathbf{w} \Delta_{\mathbf{w}}\left[\mathbf{w} \Delta_{\mathbf{w}}-(n-d-1) \mathbf{I}\right]\right\}_{i j} f\left(t_{1}, \ldots, t_{d}\right)=W_{i j} f\left(t_{1}, \ldots, t_{d}\right) \tag{5.4}
\end{equation*}
$$

It differs from the solution of Eq. (4.17) not only in the abovementioned sign change, but also in the additional restrictions on $f\left(t_{1}, \ldots, t_{d}\right)$ necessary to make it an acceptable weight function: $f$ must be real, positive (except at the boundaries where it may go to zero), and integrable. Moreover, by taking the expectation value of both sides of the unity resolution relation with respect to the vacuum state, we find from Eq. (3.6) that the weight function must also satisfy the normalization condition

$$
\begin{equation*}
\int d \mathbf{w} d \mathbf{w}^{*} f\left(t_{1}, \ldots, t_{d}\right)=1 \tag{5.5}
\end{equation*}
$$

In the one-dimensional case, $f$ is a function in the single real variable $t_{1}=W=|w|^{2}$, whose range is given by $0 \leqslant t_{1} \leqslant+\infty$. Since

$$
\begin{equation*}
w \Delta_{w} f\left(t_{1}\right)=2 t_{1} \frac{d}{d t_{1}} f\left(t_{1}\right) \tag{5.6}
\end{equation*}
$$

Eq. (5.4) becomes

$$
\begin{equation*}
\left[4 t_{1} \frac{d^{2}}{d t_{1}^{2}}-2(n-4) \frac{d}{d t_{1}}-1\right] f\left(t_{1}\right)=0 \tag{5.7}
\end{equation*}
$$

It was shown in I [cf. Eq. (4.17) in I] that the solution of this equation, which goes to zero when $t_{1} \rightarrow \infty$, is given by

$$
\begin{equation*}
f\left(t_{1}\right)=A t_{1}^{(n-2) / 4} K_{(n-2) / 2}\left(\sqrt{t_{1}}\right), \tag{5.8}
\end{equation*}
$$

where $K$ is a modified Bessel function, and $A$ is some normalization constant determined by Eq. (5.5).

Let us now turn to the two-dimensional case. The weight function is then a function in the two real variables

$$
\begin{equation*}
t_{1}=\operatorname{tr} \mathbf{W}=\sum_{i j}\left|w_{i j}\right|^{2}, \tag{5.9}
\end{equation*}
$$

and

$$
t_{2}=\operatorname{det} \mathbf{W}=|\operatorname{det} \mathbf{w}|^{2}
$$

Let us first determine the domain of this function. Since $\mathbf{W}$ is a Hermitian, positive definite matrix, its eigenvalues $\lambda_{1}, \lambda_{2}$ are real and lie in the range

$$
\begin{equation*}
0 \leqslant \lambda_{1}, \lambda_{2} \leqslant+\infty \tag{5.10}
\end{equation*}
$$

In terms of these two independent variables, $t_{1}$ and $t_{2}$ can be expressed as

$$
\begin{equation*}
t_{1}=\lambda_{1}+\lambda_{2}, \quad t_{2}=\lambda_{1} \lambda_{2} \tag{5.11}
\end{equation*}
$$

We now question what is the domain of variation of $t_{1}$ and $t_{2}$ when $\lambda_{1}$ and $\lambda_{2}$ are real and satisfy Eq. (5.10). To answer this, let us consider the characteristic equation

$$
\begin{equation*}
\lambda^{2}-t_{1} \lambda+t_{2}=0 \tag{5.12}
\end{equation*}
$$

whose solutions are $\lambda_{1}$ and $\lambda_{2}$. The reality condition for the latter can be written as

$$
\begin{equation*}
t_{1}^{2}-4 t_{2} \geqslant 0 \tag{5.13}
\end{equation*}
$$

When it is fulfilled, $\lambda_{1}$ and $\lambda_{2}$ are given by

$$
\begin{equation*}
\lambda_{1,2}=\frac{1}{2}\left[t_{1} \pm\left(t_{1}^{2}-4 t_{2}\right)^{1 / 2}\right] \tag{5.14}
\end{equation*}
$$

It is clear from Eqs. (5.11) and (5.14) that $t_{1}$ and $t_{2}$ are nonnegative whenever $\lambda_{1}$ and $\lambda_{2}$ are so, and vice versa. The domain of variation of $t_{1}$ and $t_{2}$ is therefore given by

$$
\begin{equation*}
0 \leqslant t_{1} \leqslant+\infty, \quad 0 \leqslant t_{2} \leqslant \frac{t_{1}^{2}}{4} . \tag{5.15}
\end{equation*}
$$

Let us now rewrite Eq. (5.4) for $d=2$ in terms of the variables $t_{1}$ and $t_{2}$. For such purpose, we start with the relation

$$
\begin{equation*}
\left(\mathbf{w} \Delta_{\mathbf{w}}\right)_{i j} f\left(t_{1}, t_{2}\right)=2\left(W_{i j} \frac{\partial}{\partial t_{1}}+\delta_{i j} t_{2} \frac{\partial}{\partial t_{2}}\right) f\left(t_{1}, t_{2}\right), \tag{5.16}
\end{equation*}
$$

which directly follows from Eq. (4.23). By repeated applications of Eq. (5.16) and by taking Eqs. (4.23) and (4.24) into account, it is straightforward to transform Eq. (5.4) into the following equation:

$$
\begin{align*}
& {\left[2 \delta_{i j}\left(2 t_{2}^{2} \frac{\partial^{2}}{\partial t_{2}^{2}}-(n-5) t_{2} \frac{\partial}{\partial t_{2}}\right)\right.} \\
& \quad+2 W_{i j}\left(4 t_{2} \frac{\partial^{2}}{\partial t_{1} \partial t_{2}}-(n-6) \frac{\partial}{\partial t_{1}}\right) \\
& \left.\quad+4\left(\mathbf{W}^{2}\right)_{i j} \frac{\partial^{2}}{\partial t_{1}^{2}}\right] f\left(t_{1}, t_{2}\right)=W_{i j} f\left(t_{1}, t_{2}\right), \tag{5.17}
\end{align*}
$$

where $\mathbf{W}^{2}$ can be reexpressed in terms of $\mathbf{I}$ and $\mathbf{W}$ through Eq. (4.29). Equation (5.17) is then converted into a relation between the independent matrices $I$ and $\mathbf{W}$. By equating their coefficients to zero, we obtain the following system of two partial differential equations for $f\left(t_{1}, t_{2}\right)$ :

$$
\begin{equation*}
\left[2 \frac{\partial^{2}}{\partial t_{1}^{2}}-2 t_{2} \frac{\partial^{2}}{\partial t_{2}^{2}}+(n-5) \frac{\partial}{\partial t_{2}}\right] f\left(t_{1}, t_{2}\right)=0 \tag{5.18a}
\end{equation*}
$$

$\left[4 t_{1} \frac{\partial^{2}}{\partial t_{1}^{2}}+8 t_{2} \frac{\partial^{2}}{\partial t_{1} \partial t_{2}}-2(n-6) \frac{\partial}{\partial t_{1}}-1\right] f\left(t_{1}, t_{2}\right)=0$.

Equation (5.18a) being separable with respect to $t_{1}$ and $t_{2}$ is easy to solve. It is shown in Appendix D that it has a solution integrable in the domain (5.15), given by

$$
\begin{align*}
f\left(t_{1}, t_{2}\right)= & \int_{0}^{\infty} d \lambda \chi(\lambda) \\
& \times \exp \left(-\frac{1}{2} \lambda t_{1}\right)\left(\lambda \sqrt{t_{2}}\right)^{(n-3) / 2} K_{(n-3) / 2}\left(\lambda \sqrt{t_{2}}\right), \tag{5.19}
\end{align*}
$$

where $\chi(\lambda)$ is a function in $\lambda$, only subject to the condition that the integral in Eq. (5.19) does exist. This function $\chi$ is now determined by imposing that $f\left(t_{1}, t_{2}\right)$ is also a solution of Eq. ( 5.18 b ). For such purpose, it is convenient to use the following relation:

$$
\begin{align*}
& {\left[4 t_{1} \frac{\partial^{2}}{\partial t_{1}^{2}}+8 t_{2} \frac{\partial^{2}}{\partial t_{1} \partial t_{2}}-2(n-6) \frac{\partial}{\partial t_{1}}-1\right] } \\
& \times \exp \left(-\frac{1}{2} \lambda t_{1}\right)\left(\lambda \sqrt{\left.t_{2}\right)^{(n-3) / 2} K_{(n-3) / 2}\left(\lambda \sqrt{t_{2}}\right)}\right. \\
&= {\left[-2 \lambda^{2} \frac{\partial}{\partial \lambda}+(n-6) \lambda-1\right] } \\
& \times \exp \left(-\frac{1}{2} \lambda t_{1}\right)\left(\lambda \sqrt{\left.t_{2}\right)^{(n-3) / 2} K_{(n-3) / 2}\left(\lambda \sqrt{t_{2}}\right)},\right. \tag{5.20}
\end{align*}
$$

proved in Appendix D. By integrating by parts and assuming that

$$
\begin{equation*}
\chi(0)=\chi(+\infty)=0, \tag{5.21}
\end{equation*}
$$

Eq. ( 5.18 b ) can be converted into a differential equation for $\chi(\lambda)$,

$$
\begin{equation*}
\left[2 \lambda^{2} \frac{d}{d \lambda}+(n-2) \lambda-1\right] \chi(\lambda)=0 \tag{5.22}
\end{equation*}
$$

Its solution is given by

$$
\begin{equation*}
\chi(\lambda)=A \lambda-\left(n-2 \mid / 2 \exp \left[-(2 \lambda)^{-1}\right]\right. \tag{5.23}
\end{equation*}
$$

where $A$ is a normalization constant, and it satisfies Eq. (5.21) as it should be. We have therefore proved that the system of partial differential equations (5.18) has a solution satisfying the appropriate asymptotic conditions and that this solution admits the following integral representation:

$$
\begin{align*}
f\left(t_{1}, t_{2}\right)= & A \int_{0}^{\infty} d \lambda \lambda-(n-2) / 2 \\
& \times \exp \left[-\frac{1}{2}\left(\lambda-1+\lambda t_{1}\right)\right]\left(\lambda \sqrt{\left.t_{2}\right)^{(n-3) / 2}}\right. \\
& \times K_{(n-3) / 2}\left(\lambda \sqrt{t_{2}}\right) \tag{5.24}
\end{align*}
$$

where $A$ is determined by Eq. (5.5).
It now remains to perform the integration in Eq. (5.24) to get an explicit expression for $f\left(t_{1}, t_{2}\right)$. This can be done by using the following expansion:

$$
\begin{align*}
K_{(n-3) / 2}\left(\lambda \sqrt{t_{2}}\right)= & \pi^{1 / 2}\left(2 \lambda \sqrt{t_{2}}\right)^{-1 / 2} \exp \left(-\lambda \sqrt{t_{2}}\right) \\
& \times \sum_{k=0}^{m} \Gamma\left[\frac{(n-2)}{2}+k\right] \\
& \times\left\{k!\Gamma\left[\frac{(n-2)}{2}-k\right]\right\}^{-1}\left(2 \lambda \sqrt{t_{2}}\right)^{-k}, \tag{5.25}
\end{align*}
$$

which is a consequence of Eqs. 8.451 .6 and 8.468 of Ref. 15. For even $n$ values, the right-hand side of Eq. (5.25) contains a finite sum, $m$ being given by

$$
\begin{equation*}
m=(n-4) / 2 \tag{5.26}
\end{equation*}
$$

whereas for odd $n$ values, it contains an asymptotic expansion valid for large values of the argument $\lambda \sqrt{t_{2}}$. When Eq. (5.25) is introduced into Eq. (5.24), the latter becomes

$$
\begin{align*}
f\left(t_{1}, t_{2}\right)= & A(2 \pi)^{1 / 2} t_{2}^{(n-4) / 4} \sum_{k=0}^{m} \Gamma\left[\frac{(n-2)}{2}+k\right] \\
& \times\left\{k!\Gamma\left[\frac{(n-2)}{2}-k\right]\right\}^{-1} \\
& \times\left[\left(t_{1}+2 \sqrt{t_{2}}\right)\left(4 t_{2}\right)^{-1}\right]^{k / 2} K_{k}\left(\left[t_{1}+2 \sqrt{t_{2}}\right]^{1 / 2}\right), \tag{5.27}
\end{align*}
$$

by successively applying Eq. 3.471.9 of Ref. 15,

$$
\begin{align*}
& \int_{0}^{\infty} x^{\nu-1} \exp \left(-\frac{\beta}{x}-\gamma x\right) d x=2\left(\frac{\beta}{\gamma}\right)^{\nu / 2} K_{\nu}(2 \sqrt{\beta \gamma}) \\
& \quad \operatorname{Re} \beta>0, \quad \operatorname{Re} \gamma>0 \tag{5.28}
\end{align*}
$$

with $v=-k, \beta=\frac{1}{2}$, and $\gamma=\frac{1}{2} t_{1}+\sqrt{t_{2}}$, and Eq. 8.486.16 of the same reference,

$$
\begin{equation*}
K_{-v}(z)=K_{v}(z) \tag{5.29}
\end{equation*}
$$

We have therefore obtained a representation of the weight function in the form of a finite sum for even $n$ values, and of an asymptotic expansion valid for large values of $t_{2}$ for odd $n$ values. In the latter case, it is also possible to get a representation valid for small values of $t_{2}$. From Eq. (5.24), we note for instance that for $t_{2}=0, f\left(t_{1}, t_{2}\right)$ reduces to

$$
\begin{align*}
f\left(t_{1}, 0\right)= & A 2^{(n-5) / 2} \Gamma\left[\frac{(n-3)}{2}\right] \int_{0}^{\infty} d \lambda \lambda-(n-2) / 2 \\
& \times \exp \left[-\frac{1}{2}\left(\lambda^{-1}+\lambda t_{1}\right)\right] \tag{5.30}
\end{align*}
$$

By using Eqs. (5.28) and (5.29) with $\nu=-(n-4) / 2, \beta=\frac{1}{2}$, and $\gamma=t_{1} / 2$, Eq. (5.30) is transformed into the following expansion:

$$
\begin{equation*}
f\left(t_{1}, 0\right)=A 2^{(n-3 \mid / 2} \Gamma[(n-3) / 2] t_{1}^{(n-4) / 4} K_{(n-4) / 2}\left(\sqrt{t_{1}}\right), \tag{5.31}
\end{equation*}
$$

valid for any $n$ value. The same procedure would enable us to obtain an approximate form of the weight function valid for small values of $t_{2}$ by keeping the first few terms in the expansion of $K_{(n-3) / 2}\left(\lambda \sqrt{t_{2}}\right)$ into powers of $\lambda \sqrt{t_{2}}$.

## 6. HOLSTEIN-PRIMAKOFF REPRESENTATION IN TERMS OF A THIRD CLASS OF COHERENT STATES

In the present section, we wish to introduce a third class of coherent states, which can be put into one-to-one correspondence with the standard coherent states, ${ }^{16}$ and lead to HP representation.

In Secs. 2 and 3, we considered two discrete, nonorthogonal basis, namely the oscillator basis and its dual. Instead of them, we could use as well an intermediate orthogonal basis, obtained from the oscillator basis by the standard orthonormalization procedure. Its elements (for which we utilize a curly bracket instead of an angular one) are defined by

$$
\begin{equation*}
\left.\mid \mathbf{N}\}=\sum_{\mathbf{N}^{\prime}}\left|\mathbf{N}^{\prime}\right\rangle\left(\mathbf{M}^{-1 / 2}\right)_{\mathbf{N}^{\prime}, \mathbf{N}}=\sum_{\mathbf{N}} \mid \mathbf{N}^{\prime}\right)\left(\mathbf{M}^{1 / 2}\right)_{\mathbf{N}^{\prime}, \mathbf{N}}, \tag{6.1}
\end{equation*}
$$

where $\mathbf{M}^{1 / 2}$ denotes the square root of the Hermitian, positive definite matrix $\mathbf{M}$, and $\mathbf{M}^{-1 / 2}$ the inverse of $\mathbf{M}^{1 / 2}$. The states $\{\mathbf{N}\}$ satisfy the two following relations:

$$
\begin{equation*}
\left\{\mathbf{N}^{\prime} \mid \mathbf{N}\right\}=\delta_{\mathbf{N}^{\prime}, \mathbf{N}}, \tag{6.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\sum_{\mathbf{N}} \mid \mathbf{N}\right\}\left\{\mathbf{N} \mid=I_{c} .\right. \tag{6.3}
\end{equation*}
$$

By analogy with Eqs. (2.10) and (3.28), let us now introduce the states $\mid \mathbf{v}\}$, depending upon some complex parameters $v_{i j}=v_{j i}, i, j=1, \ldots, d$, and defined by

$$
\begin{equation*}
\left.\mid \mathbf{v}\}=\sum_{\mathbf{N}} F_{\mathbf{N}}\left(\mathbf{v}^{*}\right) \mid \mathbf{N}\right\}, \tag{6.4}
\end{equation*}
$$

where $F_{\mathbf{N}}\left(\mathbf{v}^{*}\right)$ is given by Eq. (2.11) with $\mathbf{u}$ replaced by $\mathbf{v}$. As a direct consequence of Eqs. (6.2) and (2.11), the overlap of two such states, characterized by some parameters $v$ and $\mathbf{v}^{\prime}$, respectively, is given by

$$
\begin{align*}
\left\{\mathbf{v}^{\prime} \mid \mathbf{v}\right\} & =\sum_{\mathbf{N}} F_{\mathbf{N}}\left(\mathbf{v}^{\prime}\right) F_{\mathbf{N}}\left(\mathbf{v}^{*}\right) \\
& =\exp \left\{\sum_{i<j}\left[\left(1+\delta_{i j}\right)^{-1 / 2} v_{i j}^{\prime}\right]\left[\left(1+\delta_{i j}\right)^{-1 / 2} v_{i j}^{*}\right]\right\} . \tag{6.5}
\end{align*}
$$

It therefore reduces to the reproducing kernel of a Barg-mann-Hilbert space ${ }^{13}$ of analytic functions in the $v$ variables $\left(1+\delta_{i j}\right)^{-1 / 2} v_{i j}, 1 \leqslant i \leqslant j \leqslant d$. In matrix notation, Eq. (6.5) can be rewritten as

$$
\begin{equation*}
\left\{\mathbf{v}^{\prime} \mid \mathbf{v}\right\}=\exp \left(\frac{1}{2} \operatorname{tr} \mathbf{v}^{\prime} \mathbf{v}^{*}\right) . \tag{6.6}
\end{equation*}
$$

From Eq. (3.8), we also note that

$$
\begin{equation*}
\left\{\mathbf{v}^{\prime} \mid \mathbf{v}\right\}=\left\langle\mathbf{v}^{\prime}\right| \mathbf{v} \mid . \tag{6.7}
\end{equation*}
$$

It is now trivial to show that when each of the parameters $\left(1+\delta_{i j}\right)^{-1 / 2} v_{i j}, i \leqslant j$, runs over the whole complex plane, the set of states $\mid \mathbf{v}\}$ form a continuous basis of the collective space. For such purpose, we shall prove that they give rise to the following unity resolution relation:

$$
\begin{equation*}
\left.\int d \mu(\mathbf{v}) \mid \mathbf{v}\right\}\left\{\mathbf{v} \mid=I_{c}\right. \tag{6.8}
\end{equation*}
$$

where

$$
\begin{equation*}
d \mu(\mathbf{v})=\prod_{i<j} d \mu\left[\left(1+\delta_{i j}\right)^{-1 / 2} v_{i j}\right] \tag{6.9}
\end{equation*}
$$

and $d \mu\left[\left(1+\delta_{i j}\right)^{-1 / 2} v_{i j}\right]$ is the standard Bargmann measure defined in Eq. (3.15). By taking the matrix element of both sides of Eq. (6.8) between the bra $\left\{\mathbf{N}^{\prime} \mid\right.$ and the ket $\left.\mid \mathbf{N}\right\}$, we indeed obtain the relation

$$
\begin{equation*}
\int d \mu(\mathbf{v}) F_{\mathbf{N}^{\prime}}\left(\mathbf{v}^{*}\right) F_{\mathbf{N}}(\mathbf{v})=\delta_{\mathbf{N}^{\prime}, \mathbf{N}} \tag{6.10}
\end{equation*}
$$

Equation (6.10) is identically satisfied for any $\mathbf{N}$ and $\mathbf{N}^{\prime}$ since $F_{\mathrm{N}}(\mathbf{v})$ is just the Bargmann representation of the boson state

$$
\begin{equation*}
\left.\left.\prod_{i<j}\left(N_{i j}!\right)^{-1 / 2}\left(a_{i j}^{\dagger}\right)^{N_{i j}} \mid 0\right)=F_{\mathrm{N}}\left(\overline{\mathbf{a}}^{\dagger}\right) \mid 0\right), \tag{6.11}
\end{equation*}
$$

built from $v$ independent boson creation operators $a_{i j}^{\dagger}=a_{j i}^{\dagger}$, $i, j=1, \ldots, d$, or the associated non-normalized operators
$\bar{a}_{i j}^{\dagger}=\bar{a}_{j i}^{\dagger}=\left(1+\delta_{i j}\right)^{1 / 2} a_{i j}^{\dagger}, i, j=1, \ldots, d$, defined in Eq. (3.13) of II.

We conclude that the third class of CS $\mid \mathbf{v}\}$ introduced above defines an alternative representation of $\mathscr{S} /_{c}(2 d, R)$, that we shall distinguish from the remaining ones by an inverted caret. In such a representation, the oscillator basis states, for instance, are represented by

$$
\begin{equation*}
\check{\bar{\phi}}(\mathbf{v})=\left\{\mathbf{v}|\mathbf{N}\rangle=\sum_{\mathbf{N}^{\prime}} F_{\mathbf{N}^{\prime}}(\mathbf{v})\left(\mathbf{M}^{1 / 2}\right)_{\mathbf{N}^{\prime}, \mathbf{N}} .\right. \tag{6.12}
\end{equation*}
$$

We now wish to establish a link between this representation and HP one. For such purpose, we note that the orthonormal states $\{\mathbf{N}\}$ can be put into one-to-one correspondence with the boson states defined in Eq. (6.11). From Eqs. (6.4), (6.5), and (6.6), it is clear that in such a mapping, the CS $\mid \mathbf{v}\}$ are mapped onto the standard CS

$$
\begin{equation*}
\left.\left.\sum_{\mathbf{N}} F_{\mathbf{N}}\left(\mathbf{v}^{*}\right) F_{\mathbf{N}}\left(\overline{\mathbf{a}}^{\dagger}\right) \mid 0\right) \left.=\exp \left(\frac{1}{2} \operatorname{tr} \mathbf{v}^{*} \overline{\mathbf{a}}^{\dagger}\right) \right\rvert\, 0\right) \tag{6.13}
\end{equation*}
$$

in whose representation $\bar{a}_{i j}^{\dagger}$ and $\bar{a}_{i j}$ are, respectively, represented by $v_{i j}$ and $\Delta v_{i j}=\left(1+\delta_{i j}\right) \partial / \partial v_{i j}$. Hence, by replacing $v_{i j}$ and $\Delta v_{i j}$ by $\bar{a}_{i j}^{\dagger}$ and $\bar{a}_{i j}$ in $\check{\mathscr{D}}^{c \dagger}, \check{\mathscr{D}}^{\mathrm{c}}$, and $\check{\mathscr{B}}^{\mathrm{c}}$, we obtain a boson representation of $\mathscr{S} h_{c}(2 d, R)$, which is nothing else than HP representation, since the mapping between $\mid \mathbf{N}\}$ and the states defined in Eq. (6.11) preserves scalar products.

We shall not try to implement this procedure for getting the HP representation of $\mathscr{S} h_{c}(2 d, R)$ since the latter was already found in II. We shall instead take advantage of the results previously proved to directly write the representation of the $\mathscr{S} / h_{c}(2 d, R)$ generators in the basis $\left.\mid \mathbf{v}\right\}$ as follows:

$$
\begin{align*}
& \mathscr{\mathscr { D }}^{c \dagger}=\left[\check{\mathscr{C}}^{c}+(n-d-1) \mathbf{I}\right]^{1 / 2} \mathbf{v},  \tag{6.14a}\\
& \mathscr{\mathscr { D }}^{c}=\Delta_{\mathbf{v}}\left[\check{\mathscr{C}}^{c}+(n-d-1) \mathbf{I}\right]^{1 / 2},  \tag{6.14b}\\
& \check{\mathscr{C}}^{c}=\check{\mathscr{C}}^{c}+(n / 2) \mathbf{I}, \quad \check{\mathscr{C}}^{c}=\mathbf{v} \Delta_{\mathbf{v}} . \tag{6.14c}
\end{align*}
$$

As explained in II, the square root on the right-hand side of Eqs. (6.14a) and (6.14b) must be understood as a compact form for a finite expansion into powers of $\check{\mathscr{C}}^{c}$.

Before concluding this section, one more remark is in order. We can also establish a mapping between the oscillator basis states $\langle\mathbf{N}\rangle$ or the dual basis ones $\mid \mathbf{N})$ and the boson states defined in Eq. (6.11). The PCS or BGCS are then mapped onto the standard coherent states. Hence, by substituting $\bar{a}_{i j}^{\dagger}$ and $\bar{a}_{i j}$ for $u_{i j}$ and $\Delta u_{i j}$ in $\widehat{\mathscr{D}}^{c \dagger}, \widehat{\mathscr{D}}^{c}$, and $\widehat{\mathscr{E}}^{c}$, or for $w_{i j}$ and $\Delta w_{i j}$ in $\mathscr{D}^{c \dagger}, \mathscr{D}^{c}$, and $\mathscr{E}^{c}$, we obtain two additional boson representations of $\mathscr{S} h_{c}(2 d, R)$. Both of them are generalized Dyson representations ${ }^{11}$ since the Hermiticity properties of the generators are not preserved under the corresponding nonunitary mappings. This procedure was actually implemented in II for the BGCS representation.

## 7. CONCLUSION

In the present paper, we considered three different CS representations of the dynamical group $\mathscr{S} h_{c}(2 d, R)$ of microscopic collective states, when the latter are assumed to be scalar under $\mathrm{O}(n)$. They, respectively, correspond to the PCS already studied in Ref. 6, to a generalization of some CS proposed by Barut and Girardello for $\mathrm{Sp}(2, R)$, and to a third, new class of CS. The major merit of their joint study is that we now have at our disposal a unified treatment of both the BG and boson representations considered in I and II and of the work of Ref. 6.

Various questions may be raised regarding these three classes of CS. First we may ask what is their respective usefulness for practical purposes. This will of course depend upon the kind of application one has in mind. From the study carried out in the present paper, it is clear that each of the three classes shares one interesting property with the standard Glauber CS: PCS are obtained by acting with some group element upon a fixed vector in the vector space of an irreducible unitary representation, BGCS are eigenvectors of some lowering generators, and the third class CS lead to a unity resolution which makes use of Bargmann measure. Moreover, each one of them may also be considered as a generating function for some basis states: those of the oscillator basis, of its dual or of an intermediate orthogonal basis.

We may therefore answer the question in the following way. PCS may be useful in the calculation of some operator matrix elements between oscillator basis states, both owing to their generating function property and to the simple form assumed by some operators, such as the $\mathscr{S} h_{c}(2 d, R)$ generators, in PCS representation. Since the oscillator basis states have a simple form in the BGCS representation, the latter may be well suited to the construction of collective states satisfying some definite properties. An example of such a construction was actually given in II for the collective states classified according to the group chain $\left.\mathscr{S}{h_{c}}^{(2 d, R}\right) \supset \mathscr{U}_{c}(d)$. Finally, as it was mentioned in Sec. 6, the third class CS may provide a convenient starting point to derive the HP repre-
sentation.
Second, we may ask if the three classes of CS considered in the present paper, and applicable with slight modifications to closed-shell nuclei, have a counterpart for open-shell nuclei, whose collective states transform under an IR $\left(\lambda_{1} \lambda_{2} \lambda_{3}\right)$ of $\mathrm{O}(n)$ for which $\lambda_{1}, \lambda_{2}, \lambda_{3}$ are not all equal. In a forthcoming paper, we plan to show that such an extension does actually exist.

## APPENDIX A: PERELOMOV COHERENT STATE REPRESENTATION OF THE $\mathscr{S} /_{c}(2 d, R)$ GENERATORS

In this appendix, we wish to prove Eq. (2.16). Starting with the representation of $\mathscr{D}_{i j}$, we successively obtain

$$
\begin{aligned}
\widehat{\mathscr{D}}_{i j}^{c}\langle\mathbf{u} \mid \psi\rangle & =\langle 0| \exp \left(\frac{1}{2} \operatorname{tr} \mathbf{u} \mathscr{D}\right) \mathscr{D}_{i j}|\psi\rangle \\
& =\Delta_{u_{i j}}\langle 0| \exp \left(\frac{1}{2} \operatorname{tr} \mathbf{u} \mathscr{D}\right)|\psi\rangle=\Delta_{u_{i j}}\langle\mathbf{u} \mid \psi\rangle,(\mathrm{A} 1)
\end{aligned}
$$

showing that Eq. (2.16b) directly follows from the definition of PCS given in Eq. (2.2).

To prove Eqs. (2.16a) and (2.16c), we first note that for any operator $X$ the following identity is satisfied

$$
\begin{align*}
\hat{X}^{c}\langle\mathbf{u} \mid \psi\rangle= & \langle 0|\left[\exp \left(\frac{1}{2} \operatorname{tr} \mathbf{u} \mathscr{D}\right) X\right. \\
& \left.\times \exp \left(-\frac{1}{2} \operatorname{tr} \mathbf{u} \mathscr{D}\right)\right] \exp \left(\frac{1}{2} \operatorname{tr} \mathbf{u} \mathscr{D}\right)|\psi\rangle \tag{A2}
\end{align*}
$$

We then apply Baker-Campbell-Hausdorff formula

$$
\begin{align*}
& \exp (Y) \times \exp (-Y) \\
& \quad=X+\sum_{m=1}^{\infty}(m!)^{-1}[Y,[Y, \ldots,[Y, X] \ldots]]_{m} \tag{A3}
\end{align*}
$$

to the right-hand side of Eq. (A2) with $Y=\frac{1}{2} \operatorname{tr} u \mathscr{D}$.
For the representation of $\mathscr{C}_{i j}$, we get in this way the relation

$$
\begin{equation*}
\hat{\mathscr{C}}_{i j}^{c}\langle\mathbf{u} \mid \psi\rangle=\langle 0|\left[\mathscr{C}_{i j}+(\mathbf{u} \mathscr{D})_{i j}\right] \exp \left(\frac{1}{2} \operatorname{tr} \mathbf{u} \mathscr{D}\right)|\psi\rangle \tag{A4}
\end{equation*}
$$

which leads to Eq. $(2.16 \mathrm{c})$ by replacing $\mathscr{D}$ by its PCS representation, and by noting that $\mathscr{E}_{i j}$ reduces to $(n / 2) \delta_{i j}$ when acting upon the bra $\langle 0|$.

Similarly, for the representation of $\mathscr{D}_{i j}^{\dagger}$, we obtain

$$
\begin{align*}
\widehat{\mathscr{D}}_{i j}^{c \dagger}\langle\mathbf{u} \mid \psi\rangle= & \langle 0|\left[\mathscr{D}_{i j}^{\dagger}+(\mathscr{C} \mathbf{u})_{i j}+(\mathscr{C} \mathbf{u})_{j i}\right. \\
& \left.+(\mathbf{u} \mathscr{D} \mathbf{u})_{i j}\right] \exp \left(\frac{1}{2} \operatorname{tr} \mathbf{u} \mathscr{D}\right)|\psi\rangle \tag{A5}
\end{align*}
$$

When acting upon the bra $\langle 0|, \mathscr{D}_{i j}^{\dagger}$ gives zero, and $\mathscr{E}$ reduces to $(n / 2) \mathbf{I}$. The last term $(\mathbf{u} \mathscr{D} \mathbf{u})_{i j}$ between the brackets in Eq. (A5) can be replaced by

$$
\begin{align*}
\sum_{k l} u_{i k} u_{l j} \Delta_{u_{k l}} & =\sum_{k l} u_{i k} \Delta_{u_{k l}} u_{l j}-(d+1) u_{i j} \\
& =\left[\hat{\mathscr{C}}^{c} \mathbf{u}-(d+1) \mathbf{u}\right]_{i j}, \tag{A6}
\end{align*}
$$

thus completing the proof of Eq. (2.16a).

## APPENDIX B: SOLUTION OF EQUATION (4.6a)

The purpose of this appendix is to point out some details overlooked in the solution of Eq. (4.6a), as given in Sec. 4.

To start with, let us check that the variables $W_{i j}$ and $X_{i}$, respectively, defined in Eqs. (4.8) and (4.9), are functionally independent. For such purpose, we have to prove that their Jacobian with respect to the old variables $w_{i j}^{\prime}, w_{i j}^{*}, i \leqslant j$, is different from zero. Since the term of the Jacobian, whose degree in each of the variables $w_{11}^{*}, w_{22}^{*}, \ldots, w_{d d}^{*}, w_{11}^{\prime}$,
$w_{22}^{\prime}, \ldots, w_{d-1, d-1}^{\prime}$ is the highest one compatible with the degrees of the variables preceding it in the list, is equal to

$$
\begin{equation*}
\left[\prod_{i=1}^{d}\left(w_{i i}^{*}\right)^{d-i+1}\right]\left[\prod_{j=1}^{d-1}\left(w_{i j}^{\prime}\right)^{d-j}\right] \tag{B1}
\end{equation*}
$$

and is clearly different from zero, this also holds true for the Jacobian itself.

We next turn to the solution of Eq. (4.11). The latter can be considered as a system of $d$ linear equations in the $d$ unknowns $\partial K(\mathbf{W}, \mathbf{X}) / \partial X_{i}, i=1, \ldots, d$. In the determinant of its coefficients, the term of highest degree in the $w_{i j}^{\prime}$ variables is equal to $\operatorname{det}\left|\left(\mathbf{W}^{i-1} \mathbf{w}^{\prime}\right)_{j j}\right|$, where $i$ and $j$ are the row and column indices, respectively. This term is clearly different from zero since for the $w_{i j}^{\prime}$ and $w_{i j}^{*}$ particular values

$$
\begin{align*}
& w_{i j}^{\prime}=w^{\prime} \delta_{i j} \\
& w_{i j}^{*}=w_{i i}^{*} \delta_{i j}, \quad w_{11}^{*} \neq w_{22}^{*} \neq \cdots \neq w_{d d}^{*} \tag{B2}
\end{align*}
$$

it is straightforward to show that

$$
\begin{equation*}
\left|\operatorname{det}\left(\mathbf{W}^{i-1} \mathbf{w}^{\prime}\right)_{j j}\right|=\left(w^{\prime}\right)^{d(d+1) / 2} \prod_{i>j}\left(w_{i i}^{*}-w_{j j}^{*}\right) \neq 0 \tag{B3}
\end{equation*}
$$

Therefore the determinant of the system is different from zero; hence its solution is given by Eq. (4.12), as stated in Sec. 4.

We now consider the change of variables defined in Eq. (4.14), and prove that its Jacobian is different from zero. The latter can indeed be shown to be equal to the following expression:

$$
\begin{equation*}
\frac{\partial\left(T_{11}, \ldots, T_{d d}\right)}{\partial\left(W_{11}, \ldots, W_{d d}\right)}=\operatorname{det}\left|i\left(\mathbf{W}^{i-1}\right)_{j j}\right| \tag{B4}
\end{equation*}
$$

which reduces to

$$
\begin{equation*}
\frac{\partial\left(T_{11}, \ldots, T_{d d}\right)}{\partial\left(W_{11}, \ldots, W_{d d}\right)}=d!\prod_{i>j}\left(W_{i i}-W_{i j}\right) \neq 0 \tag{B5}
\end{equation*}
$$

when

$$
\begin{equation*}
W_{i j}=W_{i i} \delta_{i j}, \quad W_{11} \neq W_{22} \neq \cdots \neq W_{d d} \tag{B6}
\end{equation*}
$$

As a final point, we prove that the solution of Eq. (4.15) is given by Eq. (4.16). We note that the derivatives of $K(T)$ with respect to $T_{k k}, k=1, \ldots, d$, do not appear in Eq. (4.15). The latter therefore, represents a system of $d(d-1)$ linear equations in the $d(d-1)$ unknowns $\partial K(\mathbf{T}) / \partial T_{k l}, k \neq l$. In the determinant of its coefficients, the term of highest degree in $W_{11}, \ldots, W_{d d}$ is given by $\Pi_{i \neq j}\left(W_{i i}-W_{i j}\right)$, and is clearly different from zero. Hence this also holds true for the determinant itself, thus completing the proof of Eq. (4.16).

## APPENDIX C: REPRODUCING KERNEL OF BARUTGIRARDELLO COHERENT STATES IN THREE DIMENSIONS

The purpose of the present appendix is to prove the validity of Eq. (4.35) for the reproducing kernel $K\left(t_{1}, t_{2}, t_{3}\right)$.

By taking Eqs. (4.23) and (4.24) into account, Eq. (4.17) assumes the following form for $d=3$ :

$$
\begin{align*}
\sum_{m_{1} m_{2} m_{3}} & a_{m_{1} m_{2} m_{3}}\left\{\delta_{i j}\left[2 m_{3}\left(2 m_{3}+n-4\right) t_{1}^{m_{1}} t_{2}^{m_{2}}\right]\right. \\
& +W_{i j}\left[2 m_{1}\left(4 m_{3}+n\right) t_{1}^{m_{1}-1} t_{2}^{m_{2}}\right. \\
& \left.+2 m_{2}\left(4 m_{3}+n-1\right) t_{1}^{m_{1}+1} t_{2}^{m_{2}-1}\right] \\
& +\left(\mathbf{W}^{2}\right)_{i j}\left[4 m_{1}\left(m_{1}-1\right) t_{1}^{m_{1}-2} t_{2}^{m_{2}}\right. \\
& +2 m_{2}\left(4 m_{1}-4 m_{3}-n+1\right) t_{1}^{m_{1}} t_{2}^{m_{2}-1} \\
& +4 m_{2}\left(m_{2}-1\right) t_{1}^{\left.m_{1}+t_{2} t_{2}^{m_{2}-2}\right]} \\
& +\left(\mathbf{W}^{3}\right)_{i j}\left[-8 m_{1} m_{2} t_{1}^{m_{1}-1} t_{2}^{m_{2}-1}\right. \\
& \left.-8 m_{2}\left(m_{2}-1\right) t_{1}^{m_{1}+1} t_{2}^{m_{2}-2}\right] \\
& \left.+\left(\mathbf{W}^{4}\right)_{i j}\left[4 m_{2}\left(m_{2}-1\right) t_{1}^{m_{1}} t_{2}^{m_{2}-2}\right]\right\} t_{3}^{m_{3}} \\
= & W_{i j} \sum_{m_{1} m_{2} m_{3}} a_{m_{1} m_{2} m_{3}} t_{1}^{m_{1}} t_{2}^{m_{2}} t_{3}^{m_{3}} . \tag{C1}
\end{align*}
$$

In this equation, $\mathbf{W}^{3}$ and $\mathbf{W}^{4}$ can be reexpressed in terms of $\mathbf{I}$, $\mathbf{W}$, and $\mathbf{W}^{2}$. From Eq. (4.19) and the fact that any matrix satisfies its characteristic equation, we indeed obtain the relation

$$
\begin{equation*}
\mathbf{W}^{3}=\mathbf{I} t_{3}-\mathbf{W} t_{2}+\mathbf{W}^{2} t_{1} \tag{C2}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
\mathbf{W}^{4}=\mathbf{I} t_{1} t_{3}+\mathbf{W}\left(t_{3}-t_{1} t_{2}\right)+\mathbf{W}^{2}\left(t_{1}^{2}-t_{2}\right) \tag{C3}
\end{equation*}
$$

When we introduce Eqs. (C2) and (C3) into Eq. (C1), we get a relation between the independent matrices $I, W$, and $\mathbf{W}^{2}$. By equating their coefficients to zero, we obtain the following set of three recursion relations for $a_{m_{1} m_{2} m_{3}}$ :

$$
\begin{align*}
& m_{3}\left(2 m_{3}+n-4\right) a_{m_{1} m_{2} m_{3}} \\
& \quad-4\left(m_{1}+1\right)\left(m_{2}+1\right) a_{m_{1}+1, m_{2}+1, m_{3}-1} \\
& \quad-2\left(m_{2}+1\right)\left(m_{2}+2\right) a_{m_{1}-1, m_{2}+2, m_{3}-1}=0  \tag{C4a}\\
& 2\left(m_{1}+1\right)\left(4 m_{2}+4 m_{3}+n\right) a_{m_{1}+1, m_{2}, m_{3}} \\
& \quad+2\left(m_{2}+1\right)\left(2 m_{2}+4 m_{3}+n-1\right) a_{m_{1}-1, m_{2}+1, m_{3}} \\
& \quad+4\left(m_{2}+1\right)\left(m_{2}+2\right) a_{m_{1}, m_{2}+2, m_{3}-1}=a_{m_{1} m_{2} m_{3}}  \tag{C4~b}\\
& \\
& 2\left(m_{1}+1\right)\left(m_{1}+2\right) a_{m_{1}+2, m_{2}, m_{3}}  \tag{C4c}\\
& \quad-\left(m_{2}+1\right)\left(2 m_{2}+4 m_{3}+n-1\right) a_{m_{1}, m_{2}+1, m_{3}}=0 .
\end{align*}
$$

From Eq. (C4c), we can express $a_{m_{1} m_{2} m_{3}}$ in terms of $a_{m_{1}+2 m_{2}, 0, m_{3}}$ as follows:

$$
\begin{align*}
a_{m_{1} m_{2} m_{3}}= & \left(m_{1}+2 m_{2}\right)!([n-1] / 2)_{2 m_{3}} \\
& \times\left\{m_{1}!m_{2}!([n-1] / 2)_{m_{2}+2 m_{3}}\right\}^{-1} a_{m_{1}+2 m_{2}, 0, m_{3}} \tag{C5}
\end{align*}
$$

When we introduce Eq. (C5) into Eq. (C4a), the latter is transformed into

$$
\begin{gather*}
m_{3}\left(2 m_{3}+n-4\right)\left(4 m_{3}+n-3\right)\left(4 m_{3}+n-5\right) a_{m_{1}+2 m_{2}, 0, m_{3}} \\
=8\left(m_{1}+2 m_{2}+1\right)\left(m_{1}+2 m_{2}+2\right)\left(m_{1}+2 m_{2}+3\right) \\
\times\left(m_{1}+2 m_{2}+4 m_{3}+n-3\right) a_{m_{1}+2 m_{2}+3,0, m_{3}-1}, \tag{C6}
\end{gather*}
$$

and its solution is given by

$$
\begin{align*}
& a_{m_{1}+2 m_{2}, 0, m_{3}} \\
&=\left(m_{1}+2 m_{2}+3 m_{3}\right)!\left(m_{1}+2 m_{2}+3 m_{3}+n-3\right)_{m_{3}} \\
& \times\left\{\left(m_{1}+2 m_{2}\right)!m_{3}!([n-2] / 2)_{m_{3}}\right. \\
&\left.\times([n-1] / 2)_{2 m_{3}}\right\}^{-1} a_{m_{1}+2 m_{2}+3 m_{3}, 0,0} . \tag{C7}
\end{align*}
$$

We next combine Eq. (C5) with Eq. (C7) to obtain the following result:

$$
\begin{align*}
& a_{m_{1} m_{2} m_{3}} \\
&=\left(m_{1}+2 m_{2}+3 m_{3}\right)!\left(m_{1}+2 m_{2}+3 m_{3}+n-3\right)_{m_{3}} \\
& \times\left(m_{1}!m_{2}!m_{3}!([n-2] / 2)_{m_{3}}\right. \\
&\left.\times([n-1] / 2)_{m_{2}+2 m_{3}}\right\}^{-1} a_{m_{1}+2 m_{2}+3 m_{3}, 0,0}, \tag{C8}
\end{align*}
$$

and we introduce the latter into Eq. (C4b). We then get the following equation:

$$
\begin{gather*}
2\left(m_{1}+2 m_{2}+3 m_{3}+1\right)\left(2 m_{1}+4 m_{2}+6 m_{3}+n\right) \\
\quad \times a_{m_{1}+2 m_{2}+3 m_{3}+1,0,0}=a_{m_{1}+2 m_{2}+3 m_{3}, 0,0}, \tag{C9}
\end{gather*}
$$

whose solution is given by

$$
\begin{align*}
& a_{m_{1}+2 m_{2}}+3 m_{3}, 0,0 \\
&=\left\{2^{2 m_{1}+4 m_{2}+6 m_{3}\left(m_{1}+2 m_{2}+3 m_{3}\right)!}\right. \\
&\left.\times(n / 2)_{m_{1}+2 m_{2}+3 m_{3}}\right\}^{-1} a_{000} \tag{C10}
\end{align*}
$$

To obtain the sought for result, Eq. (4.35), it only remains to combine Eq. (C8) with Eq. (Cl0) and to take Eq. (4.22) into account.

## APPENDIX D: PROOF OF EQUATIONS (5.19) and (5.20)

In the first part of this appendix, we shall show that the function defined in Eq. (5.19) is a solution of Eq. (5.18a), integrable in the domain (5.15).

Let us look for a solution of Eq. (5.18a) in the product form

$$
\begin{equation*}
f\left(t_{1}, t_{2}\right)=g\left(t_{1}\right) h\left(t_{2}\right) \tag{D1}
\end{equation*}
$$

The equation splits into the two following ordinary differential equations:

$$
\begin{equation*}
\left(2 \frac{d^{2}}{d t_{1}^{2}}-\Lambda\right) g\left(t_{1}\right)=0 \tag{D2a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[2 t_{2} \frac{d^{2}}{d t_{2}^{2}}-(n-5) \frac{d}{d t_{2}}-\Lambda\right] h\left(t_{2}\right)=0 \tag{D2b}
\end{equation*}
$$

where $\Lambda$ is the separation constant.
In order that $f\left(t_{1}, t_{2}\right)$ be integrable in the domain (5.15), $g\left(t_{1}\right)$ must go to zero when $t_{1} \rightarrow \infty$. Equation (D2a) has a solution satisfying this condition,

$$
\begin{equation*}
g\left(t_{1}\right)=\exp \left[-(\Lambda / 2)^{1 / 2} t_{1}\right] \tag{D3}
\end{equation*}
$$

for any positive value of $\Lambda$. From now on, we shall therefore restrict ourselves to such values.

By setting

$$
\begin{equation*}
x=\lambda \sqrt{t_{2}} \text { and } h(x)=x^{\alpha} H(x), \tag{D4}
\end{equation*}
$$

where $\lambda$ and $\alpha$ are two yet undetermined positive constants, Eq. (D2b) is transformed into

$$
\begin{align*}
& \left\{x^{2} \frac{d^{2}}{d x^{2}}+(2 \alpha-n+4) x \frac{d}{d x}\right. \\
& \left.\quad+\left[\alpha(\alpha-n+3)-\frac{2 \Lambda}{\lambda^{2}} x^{2}\right]\right\} H(x)=0 \tag{D5}
\end{align*}
$$

For $\alpha=(n-3) / 2$, and $\lambda=(2 \Lambda)^{1 / 2}$, Eq. (D5) reduces to the differential equation
$\left\{x^{2} \frac{d^{2}}{d x^{2}}+x \frac{d}{d x}-\left[x^{2}+\left(\frac{n-3}{2}\right)^{2}\right]\right\} H(x)=0$,
whose solutions are the modified Bessel functions
$I_{ \pm(n-3) / 2}(x)$ and $K_{(n-3) / 2}(x)$. In order that $f\left(t_{1}, t_{2}\right)$ goes to zero when $t_{1}$ and $t_{2}$ both tend to infinity, it is necessary to choose $K_{(n-3) / 2}(x)$ for $H(x)$ since $I_{ \pm(n-3) / 2}(x)$ would lead to a divergence when $t_{2}=t_{1}^{2} / 4 \rightarrow \infty$. Hence

$$
\begin{equation*}
h\left(t_{2}\right)=\left(\lambda \sqrt{t_{2}}\right)^{(n-3 / 2} K_{(n-3) / 2}\left(\lambda \sqrt{t_{2}}\right) . \tag{D7}
\end{equation*}
$$

We have therefore found particular solutions of Eq. (5.18a),
$g_{\lambda}\left(t_{1}\right) h_{\lambda}\left(t_{2}\right)=\exp \left(-\frac{1}{2} \lambda t_{1}\right)\left(\lambda \sqrt{t_{2}}\right)^{(n-3) / 2} K_{(n-3) / 2}\left(\lambda \sqrt{t_{2}}\right)$,
having appropriate asymptotic properties and depending upon the separation constant $\lambda$, where $0<\lambda<+\infty$. By linearly combining them with arbitrary coefficients $\chi(\lambda)$, only subject to the condition that the resulting integral exists, we obtain the function defined in Eq. (5.19), which is therefore a well-behaved solution of Eq. (5.18a).

In the second part of this appendix, we shall prove Eq. (5.20). For such purpose, our starting point is the following equation:

$$
\begin{align*}
& {\left[4 t_{1} \frac{\partial^{2}}{\partial t_{1}^{2}}+8 t_{2} \frac{\partial^{2}}{\partial t_{1} \partial t_{2}}-2(n-6) \frac{\partial}{\partial t_{1}}-1\right] } \\
& \times \exp \left(-\frac{1}{2} \lambda t_{1}\right) x^{(n-3) / 2} K_{(n-3) / 2}(x) \\
&=\left\{-\lambda\left[2 t_{1} \frac{\partial}{\partial t_{1}}+4 t_{2} \frac{\partial}{\partial t_{2}}-(n-6)\right]-1\right\} \\
& \times \exp \left(-\frac{1}{2} \lambda t_{1}\right) x^{(n-3) / 2} K_{(n-3) / 2}(x) \tag{D9}
\end{align*}
$$

where $x$ is defined in Eq. (D4). It is now straightforward to see that

$$
\begin{align*}
t_{1} \frac{\partial}{\partial t_{1}} \exp \left(-\frac{1}{2} \lambda t_{1}\right) & =-\frac{1}{2} \lambda t_{1} \exp \left(-\frac{1}{2} \lambda t_{1}\right) \\
& =\lambda \frac{\partial}{\partial \lambda} \exp \left(-\frac{1}{2} \lambda t_{1}\right), \tag{D10}
\end{align*}
$$

and

$$
\begin{align*}
2 t_{2} \frac{\partial}{\partial t_{2}} x^{(n-3) / 2} K_{(n-3) / 2}(x) & =x \frac{\partial}{\partial x} x^{(n-3) / 2} K_{(n-3) / 2}(x) \\
& =\lambda \frac{\partial}{\partial \lambda} x^{(n-3) / 2} K_{(n-3) / 2}(x) . \tag{D11}
\end{align*}
$$

Hence

$$
\begin{gather*}
\left(t_{1} \frac{\partial}{\partial t_{1}}+2 t_{2} \frac{\partial}{\partial t_{2}}\right) \exp \left(-\frac{1}{2} \lambda t_{1}\right) x^{(n-3) / 2} K_{(n-3) / 2}(x) \\
=\lambda \frac{\partial}{\partial \lambda} \exp \left(-\frac{1}{2} \lambda t_{1}\right) x^{(n-3) / 2} K_{(n-3) / 2}(x) \tag{D12}
\end{gather*}
$$

By introducing Eq. (D12) into the right-hand side of Eq. (D9), the latter is transformed into Eq. (5.20), whose proof is thus completed.
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#### Abstract

Young supertableaux of the graded unitary groups $\mathrm{SU}(n \mid 1)$ are classified and interpreted in terms of representations of the group. A distinction between typical and atypical representations arises naturally, and we propose a new type of generalized atypical supertableaux for non-fullyreducible representations.


PACS numbers: $02.20 .+\mathrm{b}$

## 1. INTRODUCTION

Young supertableaux have been introduced by Balantekin and Bars ${ }^{1,2}$ for a graphical description of tensorial representations of Lie superalgebras as a generalization of ordinary Young tableaux for ordinary Lie algebras. The simplest case appears to be that of superunitary groups $\mathrm{SU}(n \mid m)$ defined as the set of complex linear transformations of the special graded linear group SPL $(n \mid m)$ leaving invariant an even regular sesquilinear form $G$, ${ }^{3}$

$$
\begin{aligned}
& \mathrm{SU}(n \mid m)=\left\{M \in \operatorname{SPL}(n \mid m) \mid M^{+} G M=G\right\} \\
& \operatorname{su}(n \mid m)=\left\{X \in \operatorname{spl}(n \mid m) \mid X^{+} G+G X=0\right\}
\end{aligned}
$$

The relation between supertableaux and representations of basic simple supergroups has been initiated by Bars ${ }^{4}$ and Morel and Ruegg. ${ }^{5}$ For special superunitary groups $\mathrm{SU}(n \mid m)$ the legal purely covariant and legal purely contravariant supertableaux describe one irreducible representation of $\mathrm{SU}(n \mid m)$, typical or atypical, but the correspondence is not one-to-one and the concept of equivalence between supertableaux of these types has to be introduced. Unfortunately, there exist irreducible representations of $\mathrm{SU}(n \mid m)$ and also not fully reducible representations which cannot be visualized in that way, and mixed supertableaux containing both covariant and contravariant boxes must be introduced. Their discussion is considerably more complicated than for covariant and contravariant supertableaux, and the aim of this paper is a classification and an interpretation of the mixed supertableaux of $\operatorname{SU}(n \mid 1)$. The general case for $\mathrm{SU}(n \mid m)$ will be considered in a subsequent publication.

The fundamental representation of $\operatorname{SU}(n \mid m)$ acts in a $\operatorname{graded}(n+m)$-dimensional space $V=V_{0} \oplus V_{1}$ where $V_{0}$ is bosonic and $V_{1}$ fermionic. We have two possible graduations of $V$ and, by tensor product, two classes of representations of $\mathbf{S U}(n \mid m)$

$$
\begin{array}{ll}
\operatorname{dim} V_{0}=n, & \operatorname{dim} V_{1}=m, \\
\operatorname{dim} V_{0}=m, & \operatorname{dim} V_{1}=n, \\
\text { Class II I },
\end{array}
$$

Because of the isomorphism of the two supergroups $\operatorname{SU}(n \mid m)$ and $\operatorname{SU}(m \mid n)$ it is obvious that class $\mathrm{I}(\mathrm{II})$ representation of $\operatorname{SU}(n \mid m)$ are also class II (I) representations of $\operatorname{SU}(m \mid n)$.

[^2]Equivalently a class II supertableau is simply obtained from a class I supertableau by the transposition operation exchanging the roles of rows and columns. In the rest of this paper we shall limit ourselves to class I representations of $\operatorname{SU}(n \mid 1)$. For a measure of the number of covariant and contravariant boxes of the rows and columns of a supertableau of $\operatorname{SU}(n \mid m)$ we use the notations of Ref. 6:
$\left|\begin{array}{l}b_{j} \\ \bar{b}_{j}\end{array}\right|$ counts the $\left|\begin{array}{l}\text { covariant } \\ \text { contravariant }\end{array}\right|$ boxes of the row $j$,
$\left|\begin{array}{l}c_{k} \\ \bar{c}_{k}\end{array}\right|$ counts the $\left|\begin{array}{l}\text { covariant } \\ \text { contravariant }\end{array}\right|$ boxes of the column $k$, with the usual constraints

$$
\begin{array}{ll}
b_{1} \geqslant b_{2} \geqslant \cdots \geqslant b_{j} \geqslant \cdots \geqslant 0, & \bar{b}_{1} \geqslant \bar{b}_{2} \geqslant \cdots \geqslant \bar{b}_{j} \geqslant \cdots \geqslant 0, \\
c_{1} \geqslant c_{2} \geqslant \cdots \geqslant c_{k} \geqslant \cdots \geqslant 0, & \bar{c}_{1} \geqslant \bar{c}_{2} \geqslant \cdots \geqslant \bar{c}_{k} \geqslant \cdots \geqslant 0 .
\end{array}
$$

A class I supertableau of $\mathrm{SU}(n \mid m)$ is legal if and only if the numbers of covariant and contravariant boxes of its rows satisfy one of the inequalities

$$
\begin{equation*}
b_{n+1-j}+\bar{b}_{j+1} \leqslant m, \quad j=0,1, \ldots, n, \tag{1}
\end{equation*}
$$

or, equivalently if the numbers of covariant and contravariant boxes of its columns satisfy one of the inequalities

$$
\begin{equation*}
c_{k+1}+\bar{c}_{m+1-k} \leqslant n, \quad k=0,1, \ldots, m . \tag{2}
\end{equation*}
$$

These two sets of constraints are clearly equivalent, and for a legal class I supertableau of $\operatorname{SU}(n \mid m)$ at least one of the inequalities (1) and one of the inequalities (2) is fulfilled.

For purely contravariant and purely covariant supertableaux the conditions given in Ref. 6
(i) $b_{n+1} \leqslant m ; c_{m+1} \leqslant n$ in the purely covariant case, (ii) $\bar{b}_{n+1} \leqslant m ; \bar{c}_{m+1} \leqslant n \quad$ in the purely contravariant case are obviously contained in Eqs. (1) or (2).

The proof of the inequalities (1) can be obtained by using two complementary techniques:
(i) the reduction of a legal supertableau with respect to the subgroup $\mathrm{SU}(n) \otimes \mathrm{SU}(m) \otimes \mathrm{U}(1)$ associated with the bosonic part of the superalgebra must exist; such a criterion has been partly discussed in Ref. 6;
(ii) the computation of the dimension of the supertableau with a determinant, as proposed in Ref. 1 must give, for a legal typical supertableau, a positive result.

We shall not give more details in this paper and we postpone the general proof to a subsequent publication.

## 2. KAC-DYNKIN PARAMETERS OF SU( $n \mid 1$ )

(1) The graded Lie algebra of the superunitary group $\mathrm{SU}(n \mid 1)$ has a Bose sector which is the Lie algebra of the direct product $\mathrm{SU}(n) \otimes \mathrm{U}(1)$. We have $n$ Cartan operators $H_{1}, H_{2}, \ldots, H_{n}$ the $(n-1)$ first ones belonging to $\mathrm{SU}(n)$ and the $\mathrm{U}(1)$ generator $Q$ is defined by

$$
Q=\frac{1}{n} \sum_{1}^{n} j H_{j} .
$$

The Kac-Dynkin parameters $\left\{a_{1}, a_{2}, \ldots, a_{n-1} ; a_{n}\right\}$ define an irreducible representation of $\operatorname{SU}(n \mid 1) .{ }^{6-8}$ They are the eigenvalues of the Cartan generators for the highest weight of the representation chosen by Kac as corresponding to the lowest eigenvalue of $Q$.

The ( $n-1$ ) first Kac-Dynkin parameters $\left(a_{1}, a_{2}, \ldots, a_{n-1}\right)$ describe an irreducible representation of $\mathrm{SU}(n)$, precisely that associated with the lowest eigenvalue of $Q$. As a consequence, they are nonnegative integers. The last parameter $a_{n}$ may be any real number. In the supertableau approach it is an algebraic integer. In what follows we restrict ourselves for $a_{n}$ to algebraic integer values, advocating a remark on this point made in Ref. 6 , even if the question does not seem to us entirely clear.
(2) We have two types of irreducible representations of $\mathrm{SU}(n \mid 1)$, the typical representations and the atypical representations. ${ }^{6-9}$ Fixing $a_{1}, a_{2}, \ldots, a_{n-1}$ and defining

$$
\begin{equation*}
A_{j}=\sum_{n-j}^{n-1}\left(1+a_{s}\right), \quad j=1,2, \ldots, n-1, \tag{3}
\end{equation*}
$$

we have the following result. An irreducible representation of $\operatorname{SU}(n \mid 1)$ is atypical if and only if $a_{n}$ takes one of the $n$ values

$$
a_{n}=0,-A_{1},-A_{2}, \ldots,-A_{n-1}
$$

In particular all the representations with $a_{n}>0$ and $a_{n}<-\mathrm{A}_{n-1}$ are typical. For typical representations of $\mathrm{SU}(n \mid 1)$ the dimension is even-with an equal number of bosonic and fermionic weights-and it turns out to be independent of $a_{n}$ and given by ${ }^{6-9}$

$$
\operatorname{dim}\left\{a_{1}, a_{2}, \ldots, a_{n-1} ; a_{n}\right\}=2^{n} \operatorname{dim}\left(a_{1}, a_{2}, \ldots, a_{n-1}\right)
$$

where the last factor is the dimension of the $\mathrm{SU}(n)$ representation given by the well-known formula
$\operatorname{dim}\left(a_{1}, a_{2}, \ldots, a_{n-1}\right)=\prod_{1<i \leqslant j \leqslant n-1}\left[1+\frac{\Sigma_{i}^{j} a_{s}}{j-i+1}\right]$.
For atypical representations the dimension is always lower.
(3) Finally, let us give as an illustration, three important examples:
(i) the fundamental representation $\{1,0, \ldots, 0 ; 0\}$ has the dimension $n+1$; it is atypical and associated with the supertableau with one covariant box.
(ii) the fundamental representation $\{0, \ldots, 0 ;-1\}$ is the contragradient of the previous one with the same dimension $n+1$; it is atypical and associated with the supertableau with one contravariant box
(iii) the adjoint representation $\{1,0, \ldots, 0 ;-1\}$ has the dimension $(n+1)^{2}-1$ and is self-contragradient; it is atypi-
cal when $n \geqslant 3$ and associated with the supertableau with one covariant box and one contravariant box. For $\mathrm{SU}(2 \mid 1)$ the adjoint representation is typical, and it has the dimension 8.

## 3. LEGAL SUPERTABLEAUX OF $\operatorname{SU}(n / 1)$

(1) In $\mathrm{SU}(n \mid 1)$ the two sets of constraints (1) and (2) are written as

$$
\begin{align*}
& b_{n+1-j}+\bar{b}_{j+1} \leqslant 1, \quad j=0,1,2, \ldots, n,  \tag{4}\\
& c_{k+1}+\bar{c}_{2-k} \leqslant n, \quad k=0,1 . \tag{5}
\end{align*}
$$

We then can distinguish between two categories of supertableaux, depending on the value of the sum of covariant and contravariant boxes of the first columns $c_{1}+\bar{c}_{1}$ :
$(\alpha)$ When $c_{1}+\bar{c}_{1}<n$, the two inequalities (5) are simultaneously satisfied and we can describe these supertableaux with $c_{1}$ parameters of type $b_{j}$ and $\bar{c}_{1}$ parameters of type $\bar{b}_{j}$ fixing entirely the number of boxes of each row. ( $\beta$ ) When $c_{1}+\bar{c}_{1} \geqslant n$, we solve Eqs. (4) and (5), and we easily find $2(n+1)$ solutions characterizing $2(n+1)$ types of supertableaux. In this case only $n+1$ free parameters determine the supertableau, the other ones being fixed.
(2) The construction and the discussion of the various types of legal supertableaux will be made by the following method. With a legal supertableau of $\operatorname{SU}(n \mid 1)$ we associate a point $P$ in a $(n+1)$-dimensional space. The coordinates of $P$ are chosen in such a way that they produce the same KacDynkin parameters for the supertableau as those given by the $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ analysis of the supertableau. ${ }^{6}$ We then introduce $n+1$ coordinates

$$
x_{1} \geqslant x_{2} \geqslant \cdots \geqslant x_{n} \quad \text { and } \quad y_{1} .
$$

The Kac-Dynkin parameters are then computed with the formulae

$$
\begin{aligned}
& a_{j}=x_{j}-x_{j+1} \geqslant 0, \quad j=1,2, \ldots, n-1, \\
& a_{n}=x_{n}-y_{1} .
\end{aligned}
$$

Inverting these relations, we are able to express the parameters $b_{l}$ and $\bar{b}_{l}$ as linear combinations of the Kac-Dynkin parameters $a_{j}$ and of $y_{1}$. This last quantity has a range of variation defined by the positivity constraints on the parameters $b_{l}, \bar{b}_{l}, c_{1}, \bar{c}_{1}$, and it is interpreted as describing the equivalence between supertableaux of different topology but having the same Kac-Dynkin parameters.

## 4. ATYPICAL SUPERTABLEAUX $c_{1}+\bar{c}_{1}<n$

(1) Let us call $N=c_{1}$ the number of rows with covariant boxes and $\bar{N}=\bar{c}_{1}$ the number of rows with contravariant boxes, and let us study the case where $N+\bar{N} \leq n$. The corresponding supertableaux are defined by $N+\bar{N}$ positive integers $b_{j}, \bar{b}_{j}$, with the constraints

$$
\begin{aligned}
& b_{1} \geqslant b_{2} \geqslant \cdots \geqslant b_{N} \geqslant 1, \\
& \bar{b}_{1} \geqslant \bar{b}_{2} \geqslant \cdots \geqslant \bar{b}_{\bar{N}} \geqslant 1,
\end{aligned}
$$

and they are represented in Fig. 1.
The Kac-Dynkin parameters of this supertableau are defined by the eigenvalues of the Cartan subalgebra generators for the highest weight of the representation. Such an analysis is made in Appendix A, and it is equivalent to the


FIG. 1. Atypical supertableau $c_{1}+\bar{c}_{1}<n$.
following choice of coordinates for the point $P$ of the $(n+1)$ dimensional space, associated with the supertableau

$$
\begin{array}{ll}
x_{s}=b_{s}, & s=1,2, \ldots, N, \\
x_{s}=0, & s=N+1, \ldots, n-\bar{N}, \\
x_{s}=1-\bar{b}_{n+1-s}, & s=n-\bar{N}+1, \ldots, n, \tag{6}
\end{array}
$$

and

$$
y_{1}=\bar{c}_{1}=\bar{N} .
$$

We then compute the Kac-Dynkin parameters with the usual formulae, and we get
$a_{s}=b_{s}-b_{s+1}, \quad s=1,2, \ldots, N-1$,
$a_{n}=b_{n}$,
$a_{s}=0$,

$$
\begin{equation*}
s=N+1, \ldots, n-\bar{N}-1 \tag{7}
\end{equation*}
$$

$a_{n-\bar{N}}=\bar{b}_{\bar{N}}-1$,
$a_{s}=\bar{b}_{n-s}-\bar{b}_{n-s+1}, \quad s=n-\bar{N}+1, \ldots, n-1$,
and

$$
a_{n}=1-\bar{b}_{1}-\bar{N}
$$

The formulae (7) can be uniquely inverted, and we immediately obtain the length of the covariant and contravariant rows in terms of the $(n-1) \mathrm{Kac}-$ Dynkin parameters of the $\mathrm{SU}(n)$ part

$$
\begin{array}{ll}
b_{j}=\sum_{j}^{N} a_{s}, & j=1,2, \ldots, N \\
\bar{b}_{j}=1+\sum_{j}^{\bar{N}} a_{n-s}, & j=1,2, \ldots, \bar{N} \tag{8}
\end{array}
$$

The last Kac-Dynkin parameter $a_{n}$ turns out to be a linear combination of the same $a_{j}$ 's given by

$$
a_{n}=-\bar{N}-\sum_{i}^{\bar{N}} a_{n-s}=-A_{\bar{N}}
$$

It follows that $a_{n}$ takes the atypical value $-\mathbf{A}_{\bar{N}}$ previously defined in Eq. (2).

The supertableaux with $c_{1}+\bar{c}_{1}<n$ describe the atypical irreducible representations of $\mathrm{SU}(n \mid 1)$ and the correspondence between the supertableaux and the representation is one to one without equivalence. As an example, the $N$ row covariant supertableaux with $N<n$ correspond to the atypical representations $a_{n}=0$.
(2) The $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ decomposition of the atypical irreducible representations is easily made by using the supertableaux. The component of the lowest eigenvalue of $Q$ represented in Fig. 2 contains the highest weight, and by definition of the Kac-Dynkin parameters we simply have

$$
\begin{equation*}
q_{\min }=\frac{1}{n} \sum_{i}^{n} j a_{j} . \tag{9}
\end{equation*}
$$

The other levels in $q$ are obtained by transferring covariant and contravariant boxes. For one box the spacing is


FIG. 2. $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ component of Fig. 1 containing the highest weight.
( $1-1 / n$ ) and the total number of possible levels is
$N+\bar{N}+1$. It follows that the maximal value of $q$ is given by

$$
q_{\max }=q_{\min }+(N+\bar{N})(1-1 / n)
$$

When all possible $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ components are present, simple combinatorics gives the total number of these components to be $2^{N+\bar{N}}$.

## 5. TYPICAL SUPERTABLEAUX $c_{1}+\bar{c}_{\mathbf{1}} \geqslant n$

(1) We now consider the case where $c_{1}+\bar{c}_{1} \geqslant n$, and we introduce the constraints (4) and (5). We classify the supertableaux $c_{1}+\bar{c}_{1} \geqslant n$ with one constraint (4) and one constraint (5)

$$
I_{k}^{j} \Rightarrow\left\{\begin{array}{l}
b_{n+1-j}+\bar{b}_{j+1} \leqslant 1  \tag{10}\\
c_{k+1}+\bar{c}_{2-k} \leqslant n .
\end{array}\right.
$$

The parameter $j$ can take $n+1$ values $j=0,1, \ldots, n$ and the parameter $k$ takes two values only for $m=1, k=0,1$. The total number of types of supertableaux $c_{1}+\bar{c}_{1} \geqslant n$ is then $2(n+1)$.

The $I_{k}^{j}$ type supertableaux are first defined by a set of $n$ positive integers describing the nontrivial rows

$$
\begin{align*}
& b_{1} \geqslant b_{2} \geqslant \cdots \geqslant b_{n-j} \geqslant 1, \\
& \bar{b}_{1} \geqslant \bar{b}_{2} \geqslant \cdots \geqslant \bar{b}_{j} \geqslant 1 . \tag{12}
\end{align*}
$$

The inequality (10) means that one of the two quantities $b_{n-j+1}$ or $\bar{b}_{j+1}$ must vanish, the other one being bounded by one. The choice between these two possibilities is made by the inequality (11), and we get

$$
\begin{aligned}
& \bar{b}_{j+1}=0, \quad \bar{c}_{1}=j, \quad c_{1} \geqslant n-j \text { for } I_{1}^{j} \\
& b_{n-j+1}=0, \quad c_{1}=n-j, \quad \bar{c}_{1} \geqslant j \text { for } I_{0}^{j} .
\end{aligned}
$$

(2) Let us first discuss the $n$ parameters $b$ and $\bar{b}$. The $x$ coordinates of the associated point $P$ of the ( $n+1$ )-dimensional space $S$ are given, as previously, in Eq. (6)

$$
\begin{align*}
& x_{s}=b_{s}, \quad s=1,2, \ldots, n-j \\
& x_{s}=1-\bar{b}_{n+1-s}, \quad s=n-j+1, \ldots, n \tag{13}
\end{align*}
$$

and we compute the $(n-1)$ Kac-Dynkin parameters of the $\mathrm{SU}(n)$ part

$$
\begin{align*}
& a_{s}=b_{s}-b_{s+1}, \quad s=1,2, \ldots, n-j-1,  \tag{14}\\
& a_{n-j}=b_{n-j}+\bar{b}_{j}-1,  \tag{15}\\
& a_{s}=\bar{b}_{n-s}-\bar{b}_{n-s+1}, \quad s=n-j+1, \ldots, n-1 . \tag{16}
\end{align*}
$$

(3) Let us first study the case $j=0$. Equations (14) only are present, and they are inverted as follows:

$$
\begin{equation*}
b_{l}=\sum_{l}^{n-1} a_{s}+b_{n}, \quad l=1,2, \ldots, n-1 . \tag{17}
\end{equation*}
$$

The positivity constraints on the $b_{l}$ parameters imply a trivial ordering of the $x_{l}$ coordinates

$$
x_{1} \geqslant x_{2} \geqslant \cdots \geqslant x_{n} \geqslant 1
$$


the set of supertableaux of type $I^{0}$ is divided in two subsets $I_{1}^{0} \quad \bar{c}_{1}=0, \quad c_{1} \geqslant n, \quad$ purely covariant supertableaux, $I_{0}^{0} \quad c_{1}=n, \quad \bar{c}_{1} \geqslant 1, \quad$ mixed supertableaux.

The purely covariant supertableaux $I_{1}^{0}$ are represented in Fig. 3. The $y_{1}$ coordinate of the associated point $P$ is chosen so that $a_{n}$ agrees with the value obtained using the $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ reduction (see Appendix B). With

$$
y_{1}=n-c_{1}
$$

we compute the last Kac-Dynkin parameter $a_{n}$

$$
\begin{equation*}
a_{n}=x_{n}-y_{1}=b_{n}+c_{1}-n \tag{18}
\end{equation*}
$$

The positivity constraints $\mathrm{b}_{n} \geqslant 1$ and $c_{1} \geqslant n$ give a double inequality for $y_{1}$

$$
\begin{equation*}
1-a_{n} \leqslant y_{1} \leqslant 0 . \tag{19}
\end{equation*}
$$

The compatibility of these inequalities restricts $a_{n}$ to positive values only

$$
a_{n} \geqslant 1
$$

As a consequence, purely covariant supertableaux of type $I_{1}^{0}$ are associated to typical irreducible representations of $\mathrm{SU}(n \mid 1)$ with $a_{n}>0$. Giving now a typical irreducible representation of $\mathrm{SU}(n \mid 1)$ by its Kac-Dynkin parameters with $a_{n}>0$, the purely covariant supertableaux associated with this representation are constructed as follows:

$$
\begin{align*}
& b_{l}=\sum_{l}^{n-1} a_{s}+a_{n}+y_{1}  \tag{20}\\
& c_{1}=n-y_{1}
\end{align*}
$$

with the parameter $y_{1}$ varying in the range (19). We then obtain $a_{n}$ equivalent typical covariant supertableaux $I_{1}^{0}$.

The mixed supertableaux of type $I_{0}^{0}$ are represented in Fig. 5. The $y_{1}$ coordinate is chosen as previously (see Appen$\operatorname{dix} B)$ and with

$$
y_{1}=\bar{c}_{1}
$$

we determine the last Kac-Dynkin parameter $a_{n}$

$$
\begin{equation*}
a_{n}=x_{n}-y_{1}=b_{n}-\bar{c}_{1} . \tag{21}
\end{equation*}
$$

The positivity constraint $\bar{c}_{1} \geqslant 1$ implies trivially

$$
y_{1} \geqslant 1
$$



FIG. 4. $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ component of Fig. 3 containing the highest weight.


FIG. 5. Mixed supertableau of type $I_{1}^{0}$.
and we have no restriction on $a_{n}$ in this case. When $a_{n}$ has a typical value, we obtain an infinite set of mixed supertableaux of type $I_{0}^{0}$ associated with a typical irreducible representation of $\operatorname{SU}(n \mid 1)$. These supertableaux are parametrized with the coordinate $y_{1} \geqslant 1$

$$
\begin{align*}
& b_{l}=\sum_{l}^{n-1} a_{s}+a_{n}+y_{1}  \tag{22}\\
& \bar{c}_{1}=y_{1}
\end{align*}
$$

The case where $a_{n}$ has an atypical value will be discussed in Sec. 7.
(4) We are now interested in the case $j=n$ which is the contragradient ${ }^{10}$ of the previous one. Only Eqs. (16) are present, and they are inverted as follows:

$$
\begin{equation*}
\bar{b}_{l}=-\sum_{n+1-1}^{n-1} a_{s}+\bar{b}_{1}, \quad l=2,3, \ldots . n . \tag{23}
\end{equation*}
$$

The positivity constraints on the $\bar{b}_{l}$ parameters imply a trivial ordering of the $x_{l}$ coordinates

$$
0 \geqslant x_{1} \geqslant x_{2} \geqslant \cdots \geqslant x_{n} .
$$

The set of supertableaux of type $I^{n}$ is divided into two subsets:
$I_{1}^{n}, \quad \bar{c}_{1}=n, \quad c_{1} \geqslant 1, \quad$ mixed supertableaux,
$I_{0}^{n}, \quad \bar{c}_{1} \geqslant n, \quad c_{1}=0, \quad$ purely contravariant supertableaux.
The purely contravariant supertableaux $I_{0}^{n}$ are represented in Fig. 7. The $y_{1}$ coordinate is chosen on the $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ basis as previously (see Appendix B), and we have

$$
y_{1}=\bar{c}_{1} .
$$

The last Kac-Dynkin parameter $a_{n}$ has the value

$$
\begin{equation*}
a_{n}=x_{n}-y_{1}=1-\bar{b}_{1}-\bar{c}_{1} . \tag{24}
\end{equation*}
$$

The positivity constraints $\overline{\mathrm{b}}_{n} \geqslant 1, \bar{c}_{1} \geqslant n$ give a double inequality for $\boldsymbol{y}_{1}$

$$
\begin{equation*}
n \leqslant y_{1} \leqslant-a_{n}-\sum_{1}^{n-1} a_{s} \tag{25}
\end{equation*}
$$

The compatibility of these inequalities restricts $a_{n}$ to typical values

$$
\begin{equation*}
a_{n} \leqslant-n-\sum_{i}^{n-1} a_{s}=-1-A_{n-1} \tag{26}
\end{equation*}
$$

As a consequence, purely contravariant supertableaux $I_{0}^{n}$ are associated to typical irreducible representations of $\mathrm{SU}(n \mid 1)$ with $a_{n}<-A_{n-1}$.


FIG. 6. $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ component of Fig. 5 containing the highest weight.


Giving now a typical irreducible representation of $\mathrm{SU}(n \mid 1)$ by its Kac-Dynkin parameters with $a_{n}<-A_{n-1}$, the purely contravariant supertableaux associated with this representation are constructed as follows:

$$
\begin{align*}
& \bar{b}_{l}=-\sum_{n+1-1}^{n-1} a_{s}+1-a_{n}-y_{1}  \tag{27}\\
& \bar{c}_{1}=y_{1}
\end{align*}
$$

with the parameter $y_{1}$ varying in the range (25). We then obtain $-a_{n}-A_{n-1}$ equivalent typical contravariant supertableaux $I_{0}^{n}$.

The mixed supertableaux of type $I_{1-}^{n}$ are represented in Fig. 9. The $y_{1}$ coordinate is chosen as previously (see Appendix B), and with

$$
y_{1}=n-c_{1}
$$

we determine the Kac-Dynkin parameter $a_{n}$

$$
\begin{equation*}
a_{n}=x_{n}-y_{1}=1-n-\bar{b}_{1}+c_{1} . \tag{28}
\end{equation*}
$$

The positivity constraint $c_{1} \geqslant 1$ implies trivially

$$
y_{1} \leqslant n-1,
$$

and we have no restriction on $a_{n}$. When $a_{n}$ has a typical value, we obtain an infinite set of mixed supertableaux of type $I_{1}^{n}$ associated to a typical irreducible representation of $\mathrm{SU}(n \mid 1)$. These supertableaux are parametrized with the coordinate $y_{1}$

$$
\begin{align*}
& \bar{b}_{l}=-\sum_{n+1-t}^{n-1} a_{s}+1-a_{n}-y_{1},  \tag{29}\\
& c_{1}=n-y_{1}
\end{align*}
$$

with now $y_{1} \leqslant n-1$.
(5) For the intermediate situations $0<j<n$ the relation $(15)$ is present and when combined with the positivity constraints $b_{n-j} \geqslant 1$ and $\vec{b}_{j} \geqslant 1$, it gives

$$
a_{n-j} \geqslant 1 .
$$

This inequality is a necessary and sufficient condition for the existence of mixed supertableaux of type $I_{k}^{j}$ for $0<j<n$.

Assuming now this condition to be fulfilled, we invert the relations (14), (15), and (16) using $\bar{b}_{1}$ as a parameter,


FIG. 8. $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ component of Fig. 7 containing the highest weight.


FIG. 9. Mixed supertableau of type $l_{0}^{n}$.

$$
\begin{align*}
& b_{l}=\sum_{l}^{n-1} a_{s}+1-\bar{b}_{1}, \quad l=1,2, \ldots, n-j, \\
& \bar{b}_{l}=-\sum_{n+1-l}^{n-1} a_{s}+\bar{b}_{1}, \quad l=1,2, \ldots j \tag{30}
\end{align*}
$$

The positivity constraints (12) imply bounds for the $x$ coordinates of the point $P$. In particular for $x_{n}=1-\bar{b}_{1}$ we get

$$
\begin{equation*}
1-\sum_{n-j}^{n-1} a_{s} \leqslant x_{n} \leqslant-\sum_{n-j+1}^{n-1} a_{s}, \tag{31}
\end{equation*}
$$

and for the ordering of the $x$ coordinates

$$
\sum_{1}^{n-1} a_{s} \geqslant x_{1} \geqslant x_{2} \geqslant \cdots \geqslant x_{n-j}>0 \geqslant x_{n-j+1} \geqslant \cdots \geqslant x_{n} \geqslant 1-\sum_{n-j}^{n-1} a_{s} .
$$

The set of mixed supertableaux of type $I^{j}$ is divided in two subsets
$I_{1}^{j}, \quad \bar{c}_{1}=j, \quad c_{1} \geqslant n-j, \quad$ mixed supertableaux,
$I_{0}^{j}, \quad c_{1}=n-j, \quad \bar{c}_{1} \geqslant j, \quad$ mixed supertableaux.
The mixed supertableaux of type $I_{0}^{j}$ are represented in Fig. 11. The $y_{1}$ coordinate of the point $P$ is given by (see Appendix B)

$$
y_{1}=\bar{c}_{1},
$$

and the Kac-Dynkin parameter $a_{n}$ has the value

$$
\begin{equation*}
a_{n}=x_{n}-y_{1}=1-\bar{b}_{1}-\bar{c}_{1} . \tag{32}
\end{equation*}
$$

The positivity constraints $\bar{b}_{j} \geqslant 1, \bar{c}_{1} \geqslant j$ give a double inequality for $y_{1}$,

$$
\begin{equation*}
j \leqslant y_{1} \leqslant-\sum_{n+1-j}^{n-1} a_{s}-a_{n} \tag{33}
\end{equation*}
$$

The compatibility of these inequalities gives an upper bound for the values of $a_{n}$ associated with supertableaux of type $I_{0}^{j}$

$$
\begin{equation*}
a_{n} \leqslant-j-\sum_{n-j+1}^{n-1} a_{s}=-1-A_{j-1} \tag{34}
\end{equation*}
$$

On the other hand, the third positivity constraint $b_{n-j} \geqslant 1$ implies a second lower limit for $y_{1}$

$$
\begin{equation*}
1-\sum_{n-j}^{n-1} a_{s}-a_{n} \leqslant y_{1} \tag{35}
\end{equation*}
$$

Giving now an irreducible typical representation of $\operatorname{SU}(n \mid 1)$ by its Kac-Dynkin parameters with $a_{n-j} \geqslant 1$ and $a_{n}$ typical satisfying the inequality (34), we associate with this represen-


FIG. 10. $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ component of Fig. 9 containing the highest weight.


FIG. 11. Mixed supertableau of type $I_{0}^{j}$.
tation mixed supertableaux of type $I_{0}^{j}$ described by
$b_{l}=\sum_{l}^{n-1} a_{s}+a_{n}+y_{1}, \quad l=1,2, \ldots, n-j$,
$\bar{b}_{l}=-\sum_{n-l+1}^{n-1} a_{s}+1-a_{n}-y_{1}, \quad l=1,2, \ldots, j$,
$\bar{c}_{1}=y_{1}$,
with $y_{1}$ varying in the range intersection of the ranges (33) and (35). The number of equivalent supertableaux of type $I_{0}^{j}$ describing the same typical irreducible representation of $\operatorname{SU}(n \mid 1)$ depends on $a_{n}$. The result is
(i) $1-A_{j} \leqslant a_{n} \leqslant-1-A_{j-1}$,
$1-A_{j-1}-a_{n}$ supertableaux,
(ii) $a_{n}<-A_{j}$,
$a_{n-j}$ supertableaux.
The mixed supertableaux of type $I_{1}^{j}$ are represented in Fig. 13. The $y_{1}$ coordinate of the point $P$ is given by (see Appendix B)

$$
y_{1}=n-c_{1},
$$

and the Kac-Dynkin parameter $a_{n}$ has the value

$$
\begin{equation*}
a_{n}=x_{n}-y_{1}=1-n-\bar{b}_{1}+c_{1} . \tag{37}
\end{equation*}
$$

The positivity constraints $b_{n-j} \geqslant 1, c_{1} \geqslant n-j$ give a double inequality for $y_{1}$

$$
\begin{equation*}
1-\sum_{n-j}^{n-1} a_{s}-a_{n} \leqslant y_{1} \leqslant j \tag{38}
\end{equation*}
$$

The compatibility of these inequalities implies a lower bound for the values of $a_{n}$ associated with supertableaux of type $I_{1}^{j}$

$$
\begin{equation*}
a_{n} \geqslant 1-j-\sum_{n-j}^{n-1} a_{s}=1-A_{j} \tag{39}
\end{equation*}
$$

On the other hand, the third positivity constraint $\bar{b}_{j} \geqslant 1$ implies a second upper limit for $y_{1}$

$$
\begin{equation*}
y_{1} \leqslant-\sum_{n-j+1}^{n-1} a_{s}-a_{n} \tag{40}
\end{equation*}
$$

Giving now an irreducible representation of $\operatorname{SU}(n \mid 1)$ by its Kac-Dynkin parameters with $a_{n-j} \geqslant 1$ and $a_{n}$ typical satis-


FIG. 12. $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ component of Fig. 11 containing the highest weight.


FIG. 13. Mixed supertableau of type $I_{1}^{j}$.
fying the inequality (39), we associate with this representation mixed supertableaux of type $I_{1}^{j}$ described by

$$
\begin{aligned}
b_{l}=\sum_{l}^{n-1} a_{s}+a_{n}+y_{1}, & l=1,2, \ldots, n-j \\
\bar{b}_{l} & =-\sum_{n-l+1}^{n-1} a_{s}+1-a_{n}-y_{1}, \quad l=1,2, \ldots, j \\
c_{1} & =n-y_{1}
\end{aligned}
$$

with $y_{1}$ varying in the range intersection of the ranges (38) and (40). The number of equivalent supertableaux describing the same typical irreducible representation depends on $a_{n}$. The result is
(i) $1-A_{j} \leqslant a_{n} \leqslant-1-A_{j-1}$,
$-1+A_{j}+a_{n} \quad$ supertableaux,
(ii) $a_{n}>-A_{j-1}$,
$a_{n-j}$ supertableaux.
Finally, the intersection of the two sets $I_{0}^{j}$ and $I_{1}^{j}$ corresponds to mixed supertableaux with only ( $n-j$ ) covariant rows and $j$ contravariant rows. They have the shape drawn in Fig. 1 with now $N=n-j$ and $\bar{N}=j$. The length of the covariant and contravariant rows is given by Eqs. (36) and (41) with $y_{1}=j$
$b_{l}=\sum_{l}^{n-1} a_{s}+a_{n}+j, \quad l=1,2, \ldots, n-j$,
$\bar{b}_{l}=-\sum_{n-l+1}^{n-1} a_{s}+1-a_{n}-j, \quad l=1,2, \ldots, j$,
and we have $c_{1}=n-j$ and $\bar{c}_{1}=j$ fixed. In this case where $c_{1}+\bar{c}_{1}=n$ we have no equivalence.

The subset of mixed supertableaux $I_{1}^{j} \cap I_{0}^{j}$ describes the typical irreducible representations of $\mathrm{SU}(n \mid 1)$ with $a_{n}$ in the range intersection of the ranges (34) and (39)
$1-A_{j} \leqslant a_{n} \leqslant-1-A_{j-1}$.
This finite subset has the dimension $a_{n-j}$.
For $j=0$ and $j=n$ the analogs of this subset of typical


FIG. 14. $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ component of Fig. 13 containing the highest weight.
supertableaux are, respectively, the $n$ covariant row supertableaux of $I_{1}^{0}$ and the $n$ contravariant row supertableaux of $I_{0}^{n}$.

In conclusion the full set of supertableaux $c_{1}+\bar{c}_{1}=n$ gives a unique description of all typical representations of $\operatorname{SU}(n \mid 1)$.
(6) For the typical supertableaux $c_{1}+\bar{c}_{1} \geqslant n$ the relations of contragradience are simply expressed. It is straightforward to check that, for all supertableaux $I_{k}^{j}$, the exchanges $b_{j} \Leftrightarrow \bar{b}_{j}, c_{1} \Leftrightarrow \bar{c}_{1}$ imply the following relations between the coordinates of two contragradient points $P$ and $P^{\text {CT }}$ in the ( $n+1$ )-dimensional space $S$

$$
\begin{aligned}
& x_{j}^{\mathrm{CT}}=1-x_{n+1-j}, \quad j=1,2, \ldots, n, \\
& y_{1}^{\mathrm{CT}}=n-y_{1} .
\end{aligned}
$$

As a consequence, we obtain the relations between the KacDynkin parameters of two typical irreducible representations of $\mathrm{SU}(n \mid 1)$

$$
\begin{aligned}
& a_{j}^{\mathrm{CT}}=a_{n-j}, \quad j=1,2, \ldots, n-1, \\
& a_{n}^{\mathrm{CT}}=1-n-\sum_{1}^{n-1} a_{s}-a_{n} .
\end{aligned}
$$

(7) The $\mathrm{SU}(N) \otimes \mathrm{U}(1)$ decomposition of the typical irreducible representations considered in this section is easily made using the supertableaux. The components with the lowest eigenvalue of the $\mathrm{U}(1)$ operator $Q$ are represented for each type of typical supertableaux in Figs. 4, 6, 8, 10, 12, and 14. We simply have

$$
\begin{equation*}
q_{\min }=\frac{1}{n} \sum_{1}^{n} j a_{j} \tag{42}
\end{equation*}
$$

and the other levels in $q$ are obtained by transferring the covariant boxes from the $\mathrm{SU}(n)$ part to the $\mathrm{U}(1)$ part, and the contravariant boxes from the $\mathrm{U}(1)$ part to the $\mathrm{SU}(n)$ part, in all the ways compatible with the symmetries of the boxes. The spacing for one box is $(1-1 / n)$ and the number of possible levels is $n+1$. The maximal value of $q$ is then given

$$
q_{\max }=q_{\min }+n(1-1 / n)=q_{\min }+n-1
$$

The level $q_{j}=q_{\text {min }}+j(1-1 / n)$ contains, at most, $C_{n}^{j}$ components $\mathrm{SU}(n)$ and the total number of these components is simply

$$
\sum_{j=0}^{j=n} C_{n}^{j}=2^{n} .
$$

When some of the Kac-Dynkin parameters $a_{1}, a_{2}, \ldots, a_{n-1}$ of a typical representation vanish the number of $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ representations is, by accident, less than $2^{n}$ but the number of levels in $q$ stays at $n+1$.

## 6. TENSOR PRODUCTS INVOLVING THE FUNDAMENTAL REPRESENTATIONS

(1) A straightforward way to construct representations of $\mathrm{SU}(n \mid 1)$ is to perform the tensor product of a particular representation by one of the two fundamental representations. The reduction of the tensor product of these two representations is simply obtained by considering the tensor product within $\mathrm{SU}(n)$ of their $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ components and by rearranging the result into representations of $\operatorname{SU}(n \mid 1)$.

We now consider the tensor product of an irreducible representation of $\operatorname{SU}(n)$ given by its $n-1$ Dynkin parameters $\left(a_{1}, a_{2}, \ldots, a_{n-1}\right)$ by one of the two fundamental representations of $\operatorname{SU}(n),(1,0, \ldots, 0)$, or $(0 \ldots, 0,1)$. The result is

$$
\begin{align*}
& \left(a_{1}, a_{2}, \ldots, a_{n-1}\right) \otimes(1,0, \ldots, 0) \\
& \quad=\left(a_{1}+1, a_{2}, \ldots, a_{n-1}\right) \oplus\left(a_{1}, \ldots, a_{n-2}, a_{n-1}-1\right) \\
& \quad i=n-2 \\
& \quad \stackrel{\oplus}{i=1}\left(a_{1}, \ldots, a_{i}-1, a_{i+1}+1, \ldots, a_{n-1}\right),  \tag{43}\\
& \left(a_{1}, a_{2}, \ldots, a_{n-1}\right) \otimes(0, \ldots, 0,1) \\
& \quad=\left(a_{1}-1, a_{2}, \ldots, a_{n-1}\right) \oplus\left(a_{1}, \ldots, a_{n-2}, a_{n-1}+1\right) \\
& \quad i=n-2 \\
& \quad \underset{i=1}{\oplus}\left(a_{1}, \ldots, a_{i}+1, a_{i+1}-1, \ldots, a_{n-1}\right) . \tag{44}
\end{align*}
$$

For the first two terms of the sums (43) and (44) only one Dynkin parameter $a_{1}$ or $a_{n-1}$ is modified; for the $n-2$ other terms two Dynkin parameters are modified as indicated. When all the $a_{j}$ 's are nonzero, the sums (43) and (44) have $n$ terms. When some $a_{j}$ 's are vanishing, the corresponding terms involving $a_{j}-1$ are not present in the sums.
(2) As an immediate consequence, we get the following formulae for the tensor product of an irreducible representation of $\mathrm{SU}(n \mid 1)$ given by its $n$ Kac-Dynkin parameters $\left\{a_{1}, a_{2}, \ldots, a_{n-1} ; a_{n}\right\}$ by one of the two fundamental representations $\{1,0, \ldots, 0 ; 0\}$ or $\{0, \ldots, 0 ;-1\}$ :

$$
\begin{align*}
& \left\{a_{1}, a_{2}, \ldots, a_{n-1} ; a_{n}\right\} \otimes\{1,0, \ldots, 0 ; 0\} \\
& \quad=\left\{a_{1}+1, a_{2}, \ldots ; a_{n}\right\} \oplus\left\{a_{1}, \ldots, a_{n-1} ; a_{n}+1\right\} \\
& \quad \underset{i=n-1}{\oplus}\left\{a_{1}, \ldots, a_{i}-1, a_{i+1}+1, \ldots ; a_{n}\right\}, \\
& \left\{a_{1}, a_{2}, \ldots, a_{n-1} ; a_{n}\right\} \otimes\{0,0, \ldots, 0 ;-1\}  \tag{45}\\
& \quad=\left\{a_{1}-1, a_{2}, \ldots, a_{n}\right\} \oplus\left\{a_{1}, \ldots, a_{n-1} ; a_{n}-1\right\} \\
& \quad i=n-1 \\
& \quad \underset{i=1}{\oplus}\left\{a_{1}, \ldots, a_{i}+1, a_{i+1}-1, \ldots ; a_{n}\right\} . \tag{46}
\end{align*}
$$

When all the $a_{j}$ 's, $j=1,2, \ldots, n-1$, are nonzero, the sums (45) and (46) have $n+1$ terms. When some of these $a_{j}$ 's are vanishing, the corresponding terms involving $a_{j}-1$ disappear from the sum. Of course, this last remark does not apply to $a_{n}$, which can be any algebraic integer, and the minimal number of terms of the sums (45) and (46) is two.

Equations (45) and (46) have a translation in the language of supertableaux. A detailed discussion will be given later, but it is straighforward to check that there are, at most, $n+1$ independent ways to add (suppress) a covariant (contravariant) box to a legal supertableaux of $\mathrm{SU}(n \mid 1)$ to obtain a new legal supertableau.
(3) Let us first consider the case where the original representation is an atypical irreducible representation as studied in Sec. 4. From Eqs. (7) and (9) we get the KacDynkin parameters of such a representation

$$
\begin{aligned}
& a_{N} \geqslant 1, \quad a_{s}=0, \quad \text { for } s=N+1, \ldots, n-\bar{N}-1, \\
& a_{n}=-A_{\bar{N}},
\end{aligned}
$$

with $N+\bar{N}<n$, and we have seen that such a representation
is uniquely associated with a supertableau with $N$ covariant rows and $\bar{N}$ contravariant rows.

For $N+\bar{N}<n-1$ we obtain, at most, $N+\bar{N}+1$ terms in Eqs. (45) and (46), each term being associated with an atypical irreducible representation. The construction of these representations is trivial in the supertableau approach.

When $N+\bar{N}=n-1$ we obtain, at most, $N+\bar{N}=n-1$ terms associated with an atypical irreducible representation, and in all cases one term associated with a typical irreducible representation. In the language of supertableaux this term has $c_{1}+\bar{c}_{1}=n$, and this subset of typical supertableaux has been studied in Sec. 5 .
(4) We now suppose that the original representation is a typical irreducible representation as studied in Sec. 5. The maximal number of terms in Eqs. (45) and (46) is $n+1$, and it corresponds to the maximal number of independent ways we have to add (suppress) a covariant (contravariant) or a contravariant (covariant) box to a legal typical supertableau, the result being again a legal supertableau.

In Eq. (45) either all terms are typical or two and only two terms become atypical, the other ones remaining typical. This last situation occurs when the original $a_{n}$ parameter takes one of the values $-A_{k}-1$ assumed to be typical. It is then straightforward to check that the second term and one of the other ones are atypical. For Eq. (46) the situation is entirely analogous and the degeneracy arises when the original $a_{n}$ takes one of the values $-A_{k}+1$ assumed to be typical. This property will be referred, in what follows, as the mechanism of pair production of atypical representations and atypical supertableaux.

## 7. ATYPICAL MIXED SUPERTABLEAUX $c_{1}+\bar{c}_{\mathbf{1}}>n$

(1) We consider the mixed supertableaux studied in Sec. 5 for which the Kac-Dynkin parameter $a_{n}$ takes one of the $n$ possible atypical values $-A_{k}$ with $k=0,1, \ldots, n-1$. As a consequence, the two parameters $c_{1}$ and $\bar{c}_{1}$ are now determined when the length of the rows $b_{j}, \bar{b}_{j}$ is known.

For the mixed supertableaux of type $I_{0}^{j}$ with $j=0,1, \ldots, n-1$, we have $c_{1}=n-j$, and from Eqs. (21) and (32) we get

$$
\bar{c}_{1}=j+b_{n-j}+A_{k}-A_{j} .
$$

Because of the positivity constraint, $c_{1}+\bar{c}_{1}>n$, we immediately see that $k$ takes only $(n-j)$ values,
$k=j, j+1, \ldots, n-1$.
For the mixed supertableaux of type $I_{1}^{j}$ with
$j=1,2, \ldots, n$, we have $\bar{c}_{1}=j$, and from Eqs. (28) and (37) we have

$$
c_{1}=n-j+\bar{b}_{j}+A_{j-1}-A_{k} .
$$




FIG. 16. Generalized atypical supertableaux of $\mathrm{SU}(2 \mid 1)$ for $[1 ; 0]$.

Again the positivity constraint $c_{1}+\bar{c}_{1}>n$ restricts $k$ to $j$ values $k=0,1, \ldots, j-1$.
(2) We now come back to Eqs. (45) and (46) in the degenerate case. Two terms, $\mathscr{T}_{1}$ and $\mathscr{T}_{2}$, become simultaneously atypical, and it is straightforward to study their $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ content and to deduce, from that content, their dimension. This $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ analysis exhibits, for $\mathscr{T}_{1}$ and for $\mathscr{T}_{2}$, two atypical components and one of these components is the same for $\mathscr{T}_{1}$ and $\mathscr{T}_{2}$ :

$$
\mathscr{T}_{1}=\mathscr{A}_{1}+\mathscr{A}_{2}, \quad \mathscr{T}_{2}=\mathscr{A}_{2}+\mathscr{A}_{3}
$$

This result is identical to that found by Marcu ${ }^{11}$ in the $\mathrm{SU}(2 \mid 1)$ case, and his conclusion was that the four atypical components are the basis of a non-fully-reducible representation of $\operatorname{SU}(2 \mid 1)$ with the structure


We conjecture that the same result holds also for $\mathrm{SU}(n \mid 1)$.
(3) In the language of supertableaux the appearance of two atypical terms in Eqs. (45) and (46) correspond to the appearance of two atypical supertableaux $T_{1}$ and $T_{2}$. We have no consistent way to relate individually $T_{1}$ or $T_{2}$ to the terms $\mathscr{T}_{1}$ or $\mathscr{T}_{2}$ or, equivalently, to find a definite $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ content of $T_{1}$ and $T_{2}$ separately.

However, it is formally possible to compute the dimension of $T_{1}$ and $T_{2}$ by using the determinant technique, ${ }^{1}$ and we make the following observations:
(i) the results $\operatorname{dim} T_{1}$ and $\operatorname{dim} T_{2}$ are not always positive definite for a legal atypical mixed supertableau $c_{1}+\bar{c}_{1}>n$;
(ii) the sum $\operatorname{dim} T_{1}+\operatorname{dim} T_{2}$ is positive definite;
(iii) the simple relation holds
$\operatorname{dim} T_{1}+\operatorname{dim} T_{2}=\operatorname{dim} \mathscr{T}_{1}+\operatorname{dim} \mathscr{T}_{2}$.
These features are clearly in favor of a non-fully-reducible representation with four atypical components, and we introduce the notation $\llbracket a_{2} \rrbracket$ for such a representation. In fact, they express the impossibility in this tensor representation to separate the components $T_{1}$ and $T_{2}$ of the full tensor, one of them being associated with a trace.

An atypical supertableau is only a part of a non-fully-


FIG. 17. Generalized atypical supertableaux of $\operatorname{SU}(2 \mid 1)$ for $[0 ; 0]$.


FIG. 18. Generalized atypical supertableaux of $\operatorname{SU}(2 \mid 1)$ for $[0 ;-1]$


FIG. 19. Generalized atypical supertableaux of $\operatorname{SU}(2 \mid 1)$ for $[1 ;-2]$
reducible representation of $\operatorname{SU}(n \mid 1)$, and only the consideration of pairs of neighboring atypical supertableaux in the space $S$ makes sense. We then introduce new generalized atypical mixed supertableaux incorporating the two atypical components whose sum is associated with a non-fully-reducible representation of $S U(n \mid 1)$. In a generalized mixed supertableau, double bars will indicate which ordinary atypical
supertableaux are contained in the generalized one.
(4) Let us be a little more precise for the $\mathrm{SU}(2 \mid 1)$ case for which the non-full-reducibility has been proved. We only have two Kac-Dynkin parameters, $a_{1} \geqslant 0$ and $a_{2}$, and the atypical values of $a_{2}$ are 0 and $-\left(1+a_{1}\right)$. We then have non-fully-reducible representations $\llbracket a_{1} ; 0 \rrbracket$ and $\left.\llbracket a_{1} ;-1-a_{1}\right]$. The four atypical components of these representations are






We have illustrated in Figs. 15-19 the five particular cases of generalized atypical supertableaux [2;0],
[ $1 ; 0],[0 ; 0],[0 ;-1]$, and $[1 ;-2]$, giving the full set of equivalent generalized supertableaux.
(5) For the general case of $\operatorname{SU}(n \mid 1)$ thing are analogous but more complicated. The non-fully-reducible representa-
tion is defined by its four atypical components


FIG. 20. Generalized atypical supertableau of $\operatorname{SU}(n \mid 1)$ for $[0, \ldots, 0 ; 0]$.

FIG. 21. Generalized atypical supertableau of $\operatorname{SU}(n \mid 1)$ for $[1,0, \ldots, 0 ;-1]$.


FIG. 22. Generalized atypical supertableau of $\operatorname{SU}(n \mid 1)$ for $[0, \ldots, 0,1 ; 0]$.

Giving now an atypical component $\mathscr{A}_{2}$ by its Kac-Dynkin parameters $\mathscr{A}_{2}=\left\{a_{1}, a_{2}, \ldots, a_{n-1} ;-A_{k}\right\}$ with $k=0,1, \ldots, n-1$, we determine its two partners $\mathscr{A}_{1}$ and $\mathscr{A}_{3}$. The general result is the following:
$\mathscr{A}_{1}=\left\{a_{1}, \ldots, a_{n-1-k}+1, a_{n-k}-1, \ldots, a_{n-1} ;-A_{k}+1\right\}$,
$\mathscr{A}_{3}=\left\{a_{1}, \ldots, a_{n-1-k}-1, a_{n-k}+1, \ldots, a_{n-1} ;-A_{k}-1\right\}$.
When $a_{n-k}=0$, the term $\mathscr{A}_{1}$ has to be modified as follows: define $0 \leqslant r \leqslant k$ by $a_{n-k}=a_{n-k+1}=\cdots=a_{n-r-1}=0$, $a_{n-r} \geqslant 1$. Then the new term $\mathscr{A}_{1}$ has $a_{n-r} \Rightarrow a_{n-r}-1$, and the last parameter is now $-A_{r}+1$.

When $a_{n-1-k}=0$, the term $\mathscr{A}_{3}$ has to be modified.
Defining now $k \leqslant s \leqslant n-1$ by
$a_{n-1-k}=a_{n-2-k}=\cdots=a_{n-s}=0, a_{n-1-s} \geqslant 1$. Then the new term $\mathscr{A}_{3}$ has $a_{n-1-\mathrm{s}} \Rightarrow a_{n-1-\mathrm{s}}-1$, and the last parameter becomes $-A_{s}-1$.

These results hold for any value of $k=0,1, \ldots, n-1$. Let us give now a few simple examples:
(i) $\mathscr{A}_{2}=\{0, \ldots, 0 ; 0\}$ : we obtain

$$
\mathscr{A}_{1}=\{0, \ldots, 0 ; 1-n\} \quad \text { and } \quad \mathscr{A}_{3}=\{0, \ldots, 0,1 ; 0\}
$$

$\mathscr{A}_{1}$ and $\mathscr{A}_{3}$ are contragradient atypical representations and $\mathscr{A}_{2}$ is a self-contragradient one. It follows that $[0, \ldots, 0 ; 0]$ is also self-contragradient and its dimension is $2^{n+1}$.
(ii) $\mathscr{A}_{2}=\{1,0, \ldots, 0 ;-1\}$ : we obtain

$$
\mathscr{A}_{1}=\{0, \ldots, 0,1 ; 1-n\} \quad \text { and } \quad \mathscr{A}_{3}=\{1,0, \ldots, 0,1,0 ; 0\}
$$

Again $\mathscr{A}_{1}$ and $\mathscr{A}_{3}$ are contragradient atypical representations, and $\mathscr{A}_{2}$ is a self-contragradient one. It follows that $[1,0, \ldots, 0 ;-1]$ is also self-contragradient and its dimension is $n 2^{n+1}$.
(iii) $\mathscr{A}_{2}=\{0, \ldots, 0,1 ; 0\}$ : we obtain

$$
\mathscr{A}_{1}=\{0, \ldots, 0,2 ; 0\} \quad \text { and } \quad \mathscr{A}_{3}=\{0, \ldots, 0 ; 0\} .
$$

The dimension of $[0, \ldots, 0,1 ; 0]$ is $(n+1) 2^{n}$.
(iv) $\mathscr{A}_{2}=\{1,0, \ldots, 0,1 ; 0\}$ : we obtain

$$
\mathscr{A}_{1}=\{1,0, \ldots, 0,2 ; 0\} \quad \text { and } \quad \mathscr{A}_{3}=\{1,0, \ldots, 0 ; 0\}
$$

The dimension of $[1,0, \ldots, 0,1 ; 0]$ is $\left(n^{2}+n-1\right) 2^{n}$. We have illustrated these results in Figs. 20-23 by representing one


FIG. 23. Generalized atypical supertableau of $\mathrm{SU}(n \mid 1)$ for $[1,0, \ldots, 0,1 ; 0]$.
generalized atypical supertableau of $\mathrm{SU}(n \mid 1)$ for each example considered.

## 8. CONCLUDING REMARKS

We have constructed the supertableaux of class I of $\mathrm{SU}(n \mid 1)$, and they can be classified as follows:
(i) $c_{1}+\bar{c}_{1}<n$ : we have the atypical covariant, contravariant, and mixed supertableaux uniquely associated with an atypical irreducible representation of $\operatorname{SU}(n \mid 1)$;
(ii) $c_{1}+\bar{c}_{1}=n$ : we have typical covariant, contravariant and mixed supertableaux uniquely associated with a typical irreducible representation of $\operatorname{SU}(n \mid 1)$;
(iii) $c_{1}+\bar{c}_{1}>n$ : we have two possibilites:
$(\alpha)$ The covariant, contravariant and mixed typical supertableaux are associated with typical irreducible representations of $\operatorname{SU}(n \mid 1)$, and we have equivalences.
$(\beta)$ The mixed atypical supertableaux are bounded by pairs into generalized mixed supertableaux associated to non-fully-reducible representations of $\mathrm{SU}(n \mid 1)$ with
four atypical components. Again we have equivalences. The reduction of a tensor product of representations of $\mathrm{SU}(n \mid 1)$ considered here can be obtained by using the supertableaux, and the ordinary rules of Young tableaux can be applied provided we take care of the case of mixed atypical supertableaux appearing in pairs and reinterpreted as forming generalized mixed atypical supertableaux.

The problem of equivalence of supertableaux has been discussed, and it appears only in the case $c_{1}+\bar{c}_{1}>n$. It happens that only the atypical irreducible representations are described by one supertableau. All the typical representations and the non-fully-reducible representations with four atypical components are described by an infinity of equivalent supertableaux. Incidentally, we have not found supertableaux corresponding to non-fully-reducible representations of $\mathrm{SU}(n \mid 1)$ containing only two or three atypical components or representations where the Cartan operator $Q$ is not diagonalized. ${ }^{11}$

The extension of these considerations to the superunitary groups $\mathrm{SU}(n \mid m)$ is in progress, but the classification of supertableaux is entirely analogous to that found here starting from the constraints of legality (1) and (2).
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## APPENDIX A: $\operatorname{SU}(n) \otimes \mathrm{U}(1)$ DECOMPOSITION OF ATYPICAL SUPERTABLEAUX

We consider an atypical supertableau with $N$ rows of $b_{j}$ covariant boxes and $\bar{N}$ rows of contravariant boxes, $N+\bar{N}<n$, as represented in Fig. 1. The highest weight of this representation belongs to the $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ component having the lowest eigenvalue of the $\mathrm{U}(1)$ generator $Q$. Such a component is obtained, from the original diagram, by transferring the first contravariant column of $\bar{N}$ boxes to the $\mathrm{U}(1)$ part as a row of $\bar{N}$ contravariant boxes. The result is shown in

Fig. 2. It is straightforward to determine the $(n-1) \mathrm{Kac}-$ Dynkin parameters $a_{1}, a_{2}, \ldots, a_{n-1}$ on the $\mathrm{SU}(n)$ part of this component, and we immediately get the relation (7) of the text. The computation of the lowest eigenvalue of $Q$ is straightforward:

$$
q_{\min }=\frac{1}{n}\left\{\sum_{i}^{N} b_{j}-\sum_{1}^{\bar{N}}\left(\bar{b}_{j}-1\right)\right\}-\bar{N} .
$$

Using now the Eqs. (8), we compute the two sums

$$
\begin{aligned}
& \sum_{1}^{N} b_{s}=\sum_{1}^{N} s a_{s} \\
& \sum_{i}^{\bar{N}} \bar{b}_{s}=\sum_{1}^{\bar{N}} s a_{n-s}=n \sum_{1}^{\bar{N}} a_{n-s}-\sum_{1}^{\bar{N}}(n-s) a_{n-s}
\end{aligned}
$$

and we get

$$
q_{\min }=\frac{1}{n} \sum_{i}^{n-1} s a_{s}-\bar{N}-\sum_{i}^{\bar{N}} a_{n-s}=\frac{1}{n} \sum_{i}^{n} s a_{s} .
$$

The value obtained for $a_{n}$ is atypical

$$
a_{n}=-\bar{N}-\sum_{1}^{\bar{N}} a_{n-j}=-A_{\bar{N}}
$$

## APPENDIX B: $\operatorname{SU}(n) \otimes U(1)$ DECOMPOSITION OF TYPICAL SUPERTABLEAUX

(1) For supertableaux of type $I^{0}$ of the $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ component containing the highest weight is shown in Figs. 4 and 6 (see also Ref. 6). We now compute for this component the eigenvalue of the $\mathrm{U}(1)$ operator $Q$. The result is simply

$$
\begin{equation*}
q_{\min }=\frac{1}{n} \sum_{1}^{n} b_{j}+\Delta \tag{B1}
\end{equation*}
$$

with

$$
\begin{aligned}
& \Delta=c_{1}-n \quad \text { for covariant supertableaux } I_{1}^{0} \\
& \Delta=-\bar{c}_{1} \quad \text { for mixed supertableaux } I_{0}^{0}
\end{aligned}
$$

The set of parameters $a_{1}, a_{2}, \ldots, a_{n-1}$ is then trivially obtained as in the text, and, using Eq. (17), we get

$$
\begin{equation*}
\sum_{i}^{n} b_{j}=\sum_{i}^{n-1} s a_{s}+n b_{n} \tag{B2}
\end{equation*}
$$

The Kac-Dynkin parameter $a_{n}$ is given by

$$
a_{n}=q_{\min }-\frac{1}{n} \sum_{1}^{n-1} s a_{s}
$$

Using Eqs. (B1) and (B2), we get

$$
a_{n}=b_{n}+\Delta
$$

The coordinate $y_{1}$ is given by $\Delta$.
(2) For supertableaux of type $I^{n}$ the $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ component containing the highest weight is shown in Figs. 8 and 10 [see also Ref. 6]. We now compute for this component the eigenvalue of $Q$. The result is

$$
\begin{equation*}
q_{\min }=-\frac{1}{n} \sum_{i}^{n}\left(\bar{b}_{j}-1\right)+\Delta \tag{B3}
\end{equation*}
$$

with
$\Delta=-\bar{c}_{1}$ for contravariant supertableaux $I_{0}^{n}$,
$\Delta=c_{1}-n \quad$ for mixed supertableaux $I_{1}^{n}$.

The set of parameters $a_{1}, a_{2}, \ldots, a_{n-1}$ is obtained as in the text, and, using Eq. (23), we get

$$
\begin{equation*}
\sum_{1}^{n}\left(\bar{b}_{j}-1\right)=n\left(\bar{b}_{1}-1\right)-\sum_{i}^{n-1} s a_{s} . \tag{B4}
\end{equation*}
$$

For the Kac-Dynkin parameter $a_{n}$, we obtain from Eqs. (B3) and ( B 4 ) the value

$$
a_{n}=1-\bar{b}_{1}+\Delta,
$$

leading again to

$$
y_{1}=-\Delta
$$

(3) Now for mixed supertableaux of type $I^{j}$ with $0<j<n$ the $\mathrm{SU}(n) \otimes \mathrm{U}(1)$ component containing the highest weight is shown in Figs. 12 and 14. We compute for this component the eigenvalue of $Q$

$$
\begin{equation*}
q_{\min }=\frac{1}{n}\left[\sum_{i}^{n-j} b_{s}-\sum_{i}^{j}\left(\bar{b}_{s}-1\right)\right]+\Delta, \tag{B5}
\end{equation*}
$$

with $\Delta$ given by

$$
\Delta=-\bar{c}_{1} \quad \text { for mixed supertableaux } I_{0}^{j}
$$

$\Delta=c_{1}-(n-j)-j=c_{1}-n$ for mixed supertableaux $I_{1}^{j}$.
Again we immediately obtain the set of parameters $a_{1}, a_{2}, \ldots, a_{n-1}$ as in the text. We now use the Eqs. (30) to compute the sums
$\sum_{1}^{n-j} a_{s}=\sum_{1}^{n-j} s a_{s}+(n-j) \sum_{n-j+1}^{n-1} a_{s}+(n-j)\left(1-\bar{b}_{1}\right)$,
$\sum_{1}^{j}\left(\bar{b}_{s}-1\right)=-j\left(1-\bar{b}_{1}\right)+(n-j) \sum_{n-j+1}^{n-1} a_{s}-\sum_{n-j+1}^{n-1} s a_{s}$.
Combining both results,

$$
\begin{equation*}
\sum_{1}^{n-j} b_{s}-\sum_{1}^{j}\left(\bar{b}_{s}-1\right)=\sum_{1}^{n-1} s a_{s}+n\left(1-\bar{b}_{1}\right) . \tag{B6}
\end{equation*}
$$

Using Eqs. (B5) and (B6), we get

$$
a_{n}=\left(1-\bar{b}_{1}\right)+\Delta,
$$

corresponding again to

$$
y_{1}=-\Delta .
$$
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#### Abstract

This paper discusses some mathematical difficulties in handling sharp momentum eigenvectors for a massless helicity representation of the Poincaré group, related to the non-nuclearity of the space of differentiable vectors, and to the existence of singularities in the Lorentz group generators. A simple characterization of the nuclear space of differentiable vectors of the extension of the representation to a representation of the conformal group is given in terms of functions on the space $\mathbb{R}^{4}-\{0\}$. Using a fibration of this space over the forward light cone (in momentum space), the singularity in the generators is shown to be related to the fact that the standard presentation of the helicity representations should be reformulated in terms of nontrivial sections over the light cone. The problem is partly identical with the one encountered in the study of an electron in a magnetic monopole field, the generator singularity taking the place of the Dirac string.


PACS numbers: $02.20 .+\mathrm{b}, 02.40 .+\mathrm{m}, 11.30 .-\mathrm{j}$

## I. INTRODUCTION

This paper is concerned with the helicity representations, i.e., the mass zero, "discrete spin" representations of (the covering of) the Poincaré group, and with their generalized sharp momentum state vectors.

Most physicists, of course, use sharp momentum states of photons and other massless particles without hesitation. A recent example is given by the paper of Weinberg and Witten, ${ }^{1}$ where possible restrictions on the possibility of constructing quantum field theories with massless fields are discussed. We shall be concerned with two (seemingly unrelated) difficulties in the mathematical description of such sharp momentum states.

The standard way ${ }^{2,3}$ to introduce generalized states in a group representation is via a "Gelfand triplet"
$\mathscr{D} \subset \mathscr{H} \subset \mathscr{D}^{\prime}$. Here $\mathscr{H}$ is the Hilbert space of our representation, and $\mathscr{D}$ is a dense invariant domain of definition for all the infinitesimal generators, equipped with a topology making it a nuclear topological space. The infinitesimal generators should be essentially self-adjoint on $\mathscr{D}$ and continuous as operators in $\mathscr{D} ; \mathscr{D}^{\prime}$, the topological dual of $\mathscr{D}$, is then a possible space of generalized state vectors. In particular it contains complete sets of generalized eigenvectors for all the generators.

The first difficulty with the helicity representations concerns the choice of the nuclear space $\mathscr{D}$. For many representations the natural choice is the maximal common invariant domain of the infinitesimal generators, i.e., the space of differentiable vectors of the representation, with a certain natural topology. For the helicity representations, however, this space of differentiable vectors is not nuclear. ${ }^{3}$ Since a helicity representation can be uniquely extended to a representation of (the covering of) the conformal group $\mathrm{SO}(4,2),{ }^{4-6}$ we choose the nuclear space of differentiable vectors of this extended representation as our $\mathscr{D}$. The fact that the helicity representations can be extended to a larger semisimple group seems to be closely related to the non-nuclearity of the space of differentiable vectors.

The second difficulty is related to the singularity which
appears for nonzero helicity in the expressions for the infinitesimal generators. ${ }^{7-9}$ It turns out to be natural to consider our representation space as a Hilbert space of sections in a certain complex line bundle over the forward light cone in momentum space, rather than as a space of functions on the cone. As $L^{2}$-spaces these are equivalent, but the differentiable vectors are most naturally expressed as sections.

These line bundles are mathematically the same as the ones used in the description of "magnetic monopoles without strings. ${ }^{10,11, "}$ The state of a charged particle in the field of a magnetic monopole is described by a "wave section" rather than a wave function.

The line bundles involved can all be described using a certain projection $\dot{\mathbb{R}}^{4} \rightarrow \dot{\mathbb{R}}^{3}\left(\dot{\mathbb{R}}^{k}=\mathbb{R}^{k}-\{0\}\right)$, which restricted to the unit sphere is the Hopf map $S^{3} \rightarrow S^{2}$. The fiber over each point of $\dot{\mathbb{R}}^{3}$ is a circle. Our analysis is simplified by describing the sections of the representation space as functions on $\mathbb{R}^{4}$ with a certain equivariance condition along the fibers (see Ref. 5).

The nuclear space of differentiable vectors of the conformal group then turns out to be the set of equivariant functions in $\mathscr{S}\left(\mathbb{R}^{4}\right)$, the space of rapidly decreasing test functions. The generalized states can then be identified with equivariant elements of $\mathscr{S}^{\prime}\left(\mathbb{R}^{4}\right)$, the space of tempered distributions.

Here two remarks are in place.
First, even for helicity zero, where the state vectors can be considered as ordinary functions of $\mathbf{p} \in \dot{\mathbb{R}}^{3}$ (the forward light cone in $p$-space), not all the differentiable vectors will correspond to functions which are differentiable at $\mathbf{p}=0$. This is because our projection $\dot{\mathbb{R}}^{4} \rightarrow \dot{\mathbb{R}}^{3}$ is quadratic.

Second, since the differentiable vectors are not necessarily zero at the origin, we will have generalized state vectors with support at the origin describing non-wave-like states of the "field."

The structure of the set of sharp momentum states is then also clear. A $\delta$-function in a point of $\dot{\mathbb{R}}^{4}$ describes a state with the corresponding momentum, and $\delta$-functions in different points on the same fiber over $\dot{R}^{3}$ correspond to the
same state, up to a phase. This means that the p-dependence of the momentum states should not be considered as a function, but rather as a section in a certain bundle.

More explicitly, if we try to fix the phase at each $p$ and let $|\mathbf{p}\rangle$ denote the corresponding generalized state vector of momentum $\mathbf{p}$, we shall find that the mapping $\dot{\mathbb{R}}^{3} \ni \mathbf{p} \rightarrow|\mathbf{p}\rangle \in \mathscr{D}^{\prime}$ cannot be continuous for nonzero helicity. This is not at all surprising, it generalizes the fact that we cannot choose a continuously varying plane of polarization for photons in all points of the sphere (there is no continuous field of nonzero tangent vectors on a sphere).

This article is organized as follows. In Sec. II we deduce the form of the helicity representations using the method of induced representations. There the projection $\dot{\mathbb{R}}^{4} \rightarrow \dot{\mathbb{R}}^{3}$ will also be described. In Sec. III we give the local (infinitesimal) form of the representations, exhibit the extension to the conformal group, and show how our form of the representations corresponds to that of Refs. 7-9. The action of the infinitesimal generators on functions expanded in "monopole harmonics" is also given and the analogy with magnetic monopoles is presented. In Sec. IV we deal with the concepts of differentiable vectors and nuclearity, and find the spaces of differentiable vectors of our representations of the conformal group. Generalized eigenstates of the momentum operators are presented in Sec. V and a brief discussion of the relation between states of zero momentum and space-time independent fields is given. The results are summarized and discussed in Sec. VI.

## II. THE REPRESENTATIONS

We shall study the $(0, \lambda)$, i.e., zero mass, finite helicity $\lambda$, representations of the double covering group $\overline{\mathscr{P}}$ of the proper Poincaré group, where

$$
\begin{equation*}
\overline{\mathscr{P}}=\mathbb{R}^{4} \times \mathrm{SL}(2, \mathrm{C})=\left\{(a, A) ; a \in \mathbb{R}^{4}, A \in \mathrm{SL}(2, \mathbb{C})\right\} \tag{2.1}
\end{equation*}
$$

The covering homomorphism $A \rightarrow \Lambda(A)$ of $\operatorname{SL}(2, \mathrm{C})$ onto the proper Lorentz group $\mathscr{L}_{+}^{+}$is defined as usual by

$$
\begin{equation*}
H(\Lambda(A) p)=A H(p) A^{+} \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
H(p)=p^{0} \sigma_{0}+\mathbf{p} \cdot \boldsymbol{\sigma} \tag{2.3}
\end{equation*}
$$

is a parametrization of Minkowski $p$-space $\left\{p=\left(p^{0}, \mathbf{p}\right)\right\}$ by $2 \times 2$ Hermitian matrices, $\sigma_{0}$ is the $2 \times 2$ unit matrix, and $\sigma$ the Pauli matrices. The scalar product in Minkowski space is $a p=a^{0} p^{0}-\mathbf{a} \cdot \mathbf{p}$.

The theory of induced representations is presented in many books and articles. We mention only one rather recent reference, ${ }^{12}$ which also gives a treatment of induced representations of Lie groups in terms of sections of fiber bundles, appropriate for our purpose. For the special case of induced representations of the Poincaré group, which is also treated in many places, we can mention, apart from the original article by Wigner, ${ }^{13}$ the articles by Guillot and Petit, ${ }^{8}$ which treat explicitly the form of the representations in terms of functions on the group $\operatorname{SL}(2, \mathbb{C})$.

In the induced representation framework the zero mass representations correspond to a stability point in $p$-space situated on the light cone, say $\dot{p}=(1,0,0,1)$. This gives

$$
H(\dot{p})=\left(\begin{array}{ll}
2 & 0 \\
0 & 0
\end{array}\right)
$$

and the corresponding stability group-the little group $L$ in this case-is

$$
\bar{E}(2)=\left\{\left(\begin{array}{cc}
e^{i \phi} & z  \tag{2.4}\\
0 & e^{-i \phi}
\end{array}\right) ; \quad 0 \leqslant \phi<2 \pi, \quad z \in \mathbb{C}\right\} .
$$

Given an inducing representation $U_{V}(L)$ of the little group $L$ in a vector space $V$, the corresponding representation of $\overline{\mathscr{P}}$ can be realized on the space of equivariant functions from $\operatorname{SL}(2, \mathrm{C})$ to $V$ by the formula

$$
\begin{equation*}
[U((a, A)) F](B)=\exp [i a \cdot A(B) \stackrel{p}{p}] F\left(A^{-1} B\right) \tag{2.5}
\end{equation*}
$$

Equivariance means that for $B \in \mathrm{SL}(2, \mathbb{C}), C \in L$,

$$
\begin{equation*}
F(B C)=U_{V}\left(C^{-1}\right) F(B) \tag{2.6}
\end{equation*}
$$

It should be noted that this form of the induced representation is uniquely fixed by the choice of stability point $\stackrel{\circ}{p}$ and inducing representation $U_{V}(L)$ of the little group corresponding to $\dot{p}$.

Equation (2.6) means that the function $F$ is determined by giving its value for one element of each of the left cosets of $\operatorname{SL}(2, \mathbb{C})$ with respect to the subgroup $L$, or expressed in fiber bundle terminology, $F$ is a section of the fiber bundle $\operatorname{SL}(2, \mathrm{C})$ $\times_{L} V$ associated to the principal bundle [SL(2,C), SL $(2, \mathrm{C}) /$ $L, L]$. The base space of both bundles, the homogeneous space $X=\mathrm{SL}(2, \mathbb{C}) / L$, can be identified with the orbit $\{\Lambda(A \mid \dot{p} ; A \in \mathrm{SL}(2, \mathrm{C})\}$ of $\mathrm{SL}(2, \mathbb{C})$ in Minkowski space through the point $\stackrel{\circ}{\mathrm{p}}$.

In the case of a massive representation this orbit is the mass hyperboloid $\left\{p ; p^{2}=m^{2}, p^{0}>0\right\}$ and is the same asmore precisely, is diffeomorphic to-three-space $\mathbb{R}^{3}$. Since this space is contractible, every fiber bundle with $\mathbb{R}^{3}$ as a base is trivial, i.e., of the form $\mathbb{R}^{3} \times \mathscr{F}$, where $\mathscr{F}$ is the fiber. This corresponds to the possibility of choosing the set of $A$ 's parametrizing the orbit $\{A(A) \dot{p}\}$ in a smooth way. In other words, there exists a global smooth section in the principal fiber bundle [SL(2,C), SL(2,C)/L,L] (not the same $L$ and $\dot{p}$ as before!). Let us call the parametrizing function $A(p)$; here $p$ varies over the orbit, and we have $\Lambda(A(p)) \circ=p$. This global cross section defines an isomorphism relating a function $f: X=\mathrm{SL}(2, \mathrm{C}) / L \rightarrow V$ to an equivariant function $F: \mathrm{SL}(2, \mathrm{C}) \rightarrow V$ through the relation $f(p)=F(A(p))$. The representation (2.5) on equivariant functions, when transferred to functions on the homogeneous space, then takes the familiar form

$$
\begin{align*}
& {[U((a, A)) f](p)} \\
& \quad=e^{i a p} U_{V}\left[A(p)^{-1} A A\left(\Lambda(A)^{-1} p\right)\right] f\left(\Lambda(A)^{-1} p\right) \tag{2.7}
\end{align*}
$$

The representation space of the corresponding unitary representation is the space $L^{2}\left(\mathbb{R}^{3}, d \mathbf{p} / p^{0}, V\right)$ of square integrable $V$-valued functions on the mass hyperboloid, equipped with the invariant measure. The explicit form of the representation depends, besides on $\stackrel{\circ}{p}$ and $U_{V}(L)$, on the choice of cross section $A(p)$. Different choices give unitary equivalent forms of the representation as do different choices of $\dot{p}$ on the mass hyperboloid, provided the associated representations $U_{V}(L)$ and $U_{V}\left(L^{\prime}\right)$ of the conjugated little groups $L$ and $L^{\prime}$ are equivalent in an obvious way.

The set of differentiable vectors turns out to be the set of $C^{\infty}$, rapidly decreasing $V$-valued functions on the mass hyperboloid. Since $V$ is finite dimensional, this set of functions can easily be given a topology making it a nuclear space, and the generalized eigenvectors of the group generators are then contained in the set of tempered $V$-valued distributions on the mass hyperboloid.

We now return to the mass zero representations. In this case the homogeneous space $\operatorname{SL}(2, \mathrm{C}) / / \bar{E}(2)$ is diffeomorphic to the pointed cone $\left\{p ; p^{2}=0, p^{0}>0\right\}$, or, equivalently, to three-space with the origin removed, $\dot{\mathbb{R}}^{3}$. The principal bundle is nontrivial in this case, which means that it is not possible to choose a (smooth or even continuous) cross section $A(p)$ covering the whole base space. There must be discontinuities along a curve. In one standard choice this singularity curve is taken to be the line $\{p=(\kappa, 0,0,-\kappa), \kappa>0\}$ through the "south pole"; on this line (the formula corresponding to) (2.7) does not make sense. As far as the definition of the unitary representation is concerned, this lowerdimensional singularity does not matter, but when one is interested in the proper definition of the infinitesimal generators and the differentiable vectors it is necessary to face the fact that (for $\lambda \neq 0$ ) one really has to do, not with ordinary $V$ valued functions, but with nontrivial sections in the associated vector bundle $\mathrm{SL}(2, \mathrm{C}) \times{ }_{L} V$, which sections have to be defined on (at least) two coordinate patches over $\dot{\mathbb{R}}^{3}$. In the study of the infinitesimal generators a domain of these operators is sometimes given as the set of rapidly vanishing $C^{\infty}$ functions on $\mathbb{R}^{3}$ which vanish also in a small cylinder containing the negative $z$ axis, along which the generators are singular. Although this gives a subset of differentiable vectors invariant under the action of the generators, this subset is neither dense in representation space nor invariant under finite group transformations, and is not very useful in defining generalized eigenvectors of the generators.

Since for the helicity representations the inducing representation of the little group $\bar{E}(2)$ is one-dimensional-i.e., $V$ is one-dimensional-the space of the induced representation is a space of sections of a complex line bundle over the base space $\dot{\mathbb{R}}^{3}$. Since $\dot{\mathbb{R}}^{3}$ can be written $S^{2} \times \mathbb{R}_{+}$, where $\mathbb{R}_{+}$is the open positive half-axis, the nontrivial part of the bundle is a complex line bundle over $S^{2}$. These are well-known, and enter, e.g., in the geometric quantization of a system consisting of a particle moving on a sphere. The corresponding problem on $\dot{\mathbb{R}}^{3}$ instead of $S^{2}$ appears-apart from in the case studied here-when one treats the quantum mechanics of a charged particle, e.g., an electron, in the field of a point magnetic monopole situated at the origin. ${ }^{10,11}$ The singularity of the generators alluded to above and exhibited in Sec. III is the exact equivalent of the "Dirac string" containing the singularity of the vector potential representing the magnetic field of the monopole. The different possible complex line bundles are indexed by the integers; these integers appear as the monopole charges or as the possible values of $2 \lambda$ in our case.

In the study of the differentiable vectors of a $(0, \lambda)$ representation it is convenient to use a form of the representation intermediate between (2.5) and (2.7), namely a form realized on a set of equivariant functions on $\dot{\mathbb{R}}^{4}$. This form is related
to the so-called KAN factorization (or global Iwasawa decomposition, see, e.g., Ref. 12 or 14 ) of the group $\operatorname{SL}(2, \mathbb{C})$, which shows that this group is, as a manifold, diffeomorphic to the product $S^{3} \times \mathbb{R}_{+} \times \mathbb{R}^{2}$, where the last factor is actually the translation part of the little group $\bar{E}(2)$, given by $z$ in (2.4). This part is represented trivially in the inducing representation in the helicity case (but not in the "continuous spin" representations).

The KAN factorization expresses an element of $\operatorname{SL}(2, \mathbb{C})$ uniquely in the form

$$
\begin{align*}
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) & =\left(\begin{array}{ll}
\beta & -\bar{\gamma} \\
\gamma & \beta
\end{array}\right)\left(\begin{array}{ll}
\mu & 0 \\
0 & 1 / \mu
\end{array}\right)\left(\begin{array}{ll}
1 & z \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{ll}
a & b^{\prime} \\
c & d^{\prime}
\end{array}\right)\left(\begin{array}{ll}
1 & z \\
0 & 1
\end{array}\right), \tag{2.8}
\end{align*}
$$

where

$$
\begin{align*}
& \mu=\sqrt{|a|^{2}+|c|^{2}}, \quad \beta=a / \mu, \quad \gamma=c / \mu \\
& z=(\bar{a} b+\bar{c} d) / \mu^{2} \tag{2.9}
\end{align*}
$$

Here $\mu \in \mathbb{R}_{+}, \mathrm{z} \in \mathrm{C}$, and $\beta$ and $\gamma$ fulfill $|\beta|^{2}+|\gamma|^{2}=1$.
Since the first factor on the first rhs of $(2.8)$ is an element of $\mathrm{SU}(2) \approx S^{3}$, the relation shows the diffeomorphism
$\mathrm{SL}(2, \mathrm{C}) \approx S^{3} \times \mathbb{R}_{+} \times \mathbb{R}^{2} \approx \dot{\mathbb{R}}^{4} \times \mathbb{R}^{2}$. The last equality in (2.8) shows that the $\dot{\mathbb{R}}^{4}$ part of $\operatorname{SL}(2, \mathbb{C})$ is parametrized by the first column $(a, c)$ of the $\operatorname{SL}(2, \mathbb{C})$ matrix.

For the representation $(0, \lambda)$-where $2 \lambda$ is an integerthe inducing $\bar{E}(2)$ representation is

$$
U_{V}\left[\left(\begin{array}{cc}
e^{i \alpha / 2} & z  \tag{2.10}\\
0 & e^{-i \alpha / 2}
\end{array}\right)\right]=e^{i \lambda \alpha}
$$

From (2.6) we conclude that if

$$
C=\left(\begin{array}{ll}
1 & z \\
0 & 1
\end{array}\right)
$$

then

$$
\begin{equation*}
F(B C)=F(B) \tag{2.11}
\end{equation*}
$$

i.e., $F$ is constant on every fiber $\mathbb{R}^{2}$ over $\dot{\mathbb{R}}^{4}$.

Changing notation and defining $\dot{\mathbb{R}}^{4}=\dot{\mathbb{C}}^{2}$ as the space of complex nonzero two-spinors $u=\left(u_{1}, u_{2}\right)[=(a, c)]$, we define equivariant functions on $\dot{\mathbb{C}}^{2}$ from (2.6) by

$$
\begin{equation*}
g\left(e^{i \alpha / 2} u\right)=e^{-i \lambda \alpha} g(u) . \tag{2.12}
\end{equation*}
$$

The invariant volume element on $\operatorname{SL}(2, C)$ underlying the (unitary) representation (2.5) corresponds to the Euclidean volume element on $\dot{\mathbb{R}}^{4}$, and (2.5) takes the form

$$
\begin{equation*}
[U((a, A)) g](u)=e^{i a \cdot p(u)} g\left(A^{-1} u\right) \tag{2.13}
\end{equation*}
$$

Here $p(u)$ is defined by $H(p(u))=2 u u^{+}$, or in component form,

$$
\begin{align*}
p(u)= & \left(\left|u_{1}\right|^{2}+\left|u_{2}\right|^{2}, u_{1} \bar{u}_{2}+\bar{u}_{1} u_{2}\right. \\
& \left.i\left(u_{1} \bar{u}_{2}-\bar{u}_{1} u_{2}\right),\left|u_{1}\right|^{2}-\left|u_{2}\right|^{2}\right) . \tag{2.14}
\end{align*}
$$

Equation (2.14) gives an explicit expression for the pro-
jection map from $u \in \dot{\mathbf{R}}^{4}$ to the point $\mathbf{p} \in \dot{\mathbf{R}}^{3}$; all points on the circle $\left\{e^{i \alpha / 2} u ; 0 \leqslant \alpha<4 \pi\right\}$ project on the same $\mathbf{p}$. The radius $|\mathbf{p}|$ corresponds to $\left|\mathbf{u}_{1}\right|^{2}+\left|\mathbf{u}_{2}\right|^{2}$.

The essential part of the fibration of $\dot{\mathbb{R}}^{4} \approx S^{3} \times \mathbb{R}_{+}$over $\dot{\mathbf{R}}^{3} \approx S^{2} \times \mathbb{R}_{+}$is the so-called Hopf fibration $\left(S^{3}, S^{2}, S^{1}\right)$, or, in group language, the principal fiber bundle $[\mathrm{SU}(2), \mathrm{SU}(2) /$ $\mathrm{U}(1), \mathrm{U}(1)]$ of $\mathrm{SU}(2)$ over the homogeneous space of left cosets of $S U(2)$ with respect to a $U(1)$ subgroup. The projection map $S^{3} \rightarrow S^{2}$-the Hopf map-of this fibration can be realized by combining the map $S^{3} \rightarrow \mathbb{C}$ given by $\left(u_{1}, u_{2}\right) \rightarrow u_{2} / u_{1}$ with a stereographic map from the complex plane $\mathbb{C}$ to the unit sphere $S^{2}$.

## III. INFINITESIMAL GENERATORS AND EXTENSIONS OF THE REPRESENTATIONS

## A. The infinitesimal generators on equivariant functions

To find explicit expressions for the infinitesimal generators of the representations presented in Sec. II we introduce real Euclidean coordinates $\left(\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right)$ and "spherical" coordinates $(\eta, \theta, \phi, \psi)$ on $\dot{\mathbb{C}}^{2}=\dot{\mathbb{R}}^{4}$ as follows:

$$
\begin{align*}
& u_{1}=\eta_{4}-i \eta_{3}=\eta \cos \frac{1}{2} \theta e^{-i \phi \phi+\psi /) / 2}, \\
& u_{2}=\eta_{2}-i \eta_{1}=\eta \sin \frac{1}{2} \theta e^{i \phi-\psi / / 2},  \tag{3.1}\\
& \eta \in \mathbb{R}_{+}, \quad \theta \in[0, \pi], \quad \phi \in[0,2 \pi), \quad \psi \in[0,4 \pi) .
\end{align*}
$$

Then $\eta^{2}=\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}+\eta_{4}^{2}$ and $\mathbf{p}(u)$, the image of $u$ under the projection $\dot{\mathbf{C}}^{2} \rightarrow \dot{\mathbf{R}}^{3}$ defined in (2.14) has spherical coordinates $\left(\eta^{2}, \theta, \phi\right)$.

A normalized $u$ (i.e., $\eta=1$ ) corresponds to an element of SU(2) [choose $z=0, \mu=1$ in (2.8)], and $(\phi, \theta, \psi)$ are then the Euler angles defined to give the following element of SU(2):

$$
\begin{equation*}
e^{-i(1 / 2) \phi \sigma_{z}} e^{-i(1 / 2) \theta \sigma_{n}} e^{-i(1 / 2) \psi \sigma_{2}} . \tag{3.2}
\end{equation*}
$$

The Euclidean volume element is

$$
\begin{equation*}
d^{4} \eta=d \eta_{1} d \eta_{2} d \eta_{3} d \eta_{4}=\frac{1}{16} d \psi \frac{d^{3} \mathbf{p}}{p}, \tag{3.3}
\end{equation*}
$$

where $\mathbf{p}=\mathbf{p}(u), p=|\mathbf{p}|$. (N.B. This $p$ is different from the four-vector $p$ used in Sec. II!)

The condition (2.12) for equivariance in the $(0, \lambda)$ representation becomes

$$
\begin{equation*}
g(\eta, \theta, \phi, \psi-\alpha)=e^{-i \lambda \alpha} g(\eta, \theta, \phi, \psi) \tag{3.4}
\end{equation*}
$$

i.e., our representation space is the closed subspace of $L^{2}\left(\mathbb{R}^{4}\right)$ consisting of functions for which this condition is fulfilled almost everywhere.

If we define the infinitesimal generators $P, \mathbf{J}, \mathbf{N}$ of the representation (2.13) by

$$
\begin{align*}
& U((a, I))=e^{i \cdot a \cdot P}=e^{i\left(a^{a} P^{0}-\mathbf{Q P P}\right)}, \quad a \in \mathbb{R}^{4}, \\
& \left.\begin{array}{l}
U\left(\left(0, e^{-i(1 / 2) \cdot \sigma \cdot \sigma}\right)\right)=e^{-i(a \cdot J}, \\
U\left(\left(0, e^{(1 / 2)(\beta \cdot \sigma}\right)\right)=e^{-i(i \cdot N},
\end{array}\right\} \quad \alpha, \beta \in \mathbb{R}^{3}, \tag{3.5}
\end{align*}
$$

we find, with the notation $\partial_{i}=\partial / \partial \eta_{i}$,

$$
\begin{aligned}
& P^{0}=p^{0}=\eta^{2} \\
& \mathbf{P}= \mathbf{p}=\left(2\left(\eta_{1} \eta_{3}+\eta_{2} \eta_{4}\right), 2\left(-\eta_{1} \eta_{4}+\eta_{2} \eta_{3}\right)\right. \\
&\left.\quad-\eta_{1}^{2}-\eta_{2}^{2}+\eta_{3}^{2}+\eta_{4}^{2}\right)
\end{aligned}
$$

$$
\begin{gather*}
\mathbf{J}=(i / 2)\left(-\eta_{4} \partial_{1}+\eta_{3} \partial_{2}-\eta_{2} \partial_{3}+\eta_{1} \partial_{4},\right. \\
-\eta_{3} \partial_{1}-\eta_{4} \partial_{2}+\eta_{1} \partial_{3}+\eta_{2} \partial_{4} \\
\left.\eta_{2} \partial_{1}-\eta_{1} \partial_{2}-\eta_{4} \partial_{3}+\eta_{3} \partial_{4}\right)  \tag{3.6}\\
\mathbf{N}=(i / 2)\left(-\eta_{3} \partial_{1}-\eta_{4} \partial_{2}-\eta_{1} \partial_{3}-\eta_{2} \partial_{4},\right. \\
\eta_{4} \partial_{1}-\eta_{3} \partial_{2}-\eta_{2} \partial_{3}+\eta_{1} \partial_{4} \\
\left.\eta_{1} \partial_{1}+\eta_{2} \partial_{2}-\eta_{3} \partial_{3}-\eta_{4} \partial_{4}\right)
\end{gather*}
$$

## B. Extensions of the representations

The extensions of these representations to the conformal algebra so $(4,2)^{4.5}$ then have the following form for the generators $D$ and $K$ :

$$
\begin{align*}
& D= \frac{i}{2} \eta_{i} \partial_{i}+i=\frac{i}{2} \eta \frac{\partial}{\partial \eta}+i, \\
& K_{0}=-\frac{1}{4} \partial_{i} \partial_{i}=-\frac{1}{4} \partial^{2},  \tag{3.7}\\
& \mathbf{K}=\frac{1}{4}\left(2\left(\partial_{1} \partial_{3}+\partial_{2} \partial_{4}\right), 2\left(-\partial_{1} \partial_{4}+\partial_{2} \partial_{3}\right),\right. \\
&\left.\quad-\partial_{1}^{2}-\partial_{2}^{2}+\partial_{3}^{2}+\partial_{4}^{2}\right) .
\end{align*}
$$

They have been chosen to satisfy the following commutation relations, ${ }^{9}$ with

$$
\begin{align*}
& M^{j k}=J_{i} \epsilon_{i j k}, \quad M^{0 i}=N_{i}, \quad M^{\mu \nu}=-M^{\nu \mu},  \tag{3.8}\\
& K^{\mu}=\left(K^{0}, \mathbf{K},\right) \quad P^{\mu}=\left(P^{0}, \mathbf{P}\right) ;
\end{align*}
$$

$\left[M^{\mu \nu}, M^{\lambda \sigma}\right]=i\left(g^{\nu \lambda} M^{\mu \sigma}-g^{\nu \sigma} M^{\mu \lambda}-g^{\mu \lambda} M^{\nu \sigma}+g^{\mu \sigma} M^{\nu \lambda}\right)$,
$\left[M^{\mu \nu}, P^{\lambda}\right]=i\left(g^{\nu \lambda} P^{\mu}-g^{\mu \lambda} P^{\eta}\right), \quad\left[P^{\mu}, P^{\nu}\right]=0$,
$\left[M^{\mu \nu}, K^{\lambda}\right]=i\left(g^{\nu \lambda} K^{\mu}-g^{\mu \lambda} K^{\eta}\right), \quad\left[K^{\mu}, K^{\nu}\right]=0$,
$\left[K^{\mu}, P^{\nu}\right]=2 i\left(g^{\mu \nu} D-M^{\mu \nu}\right), \quad\left[M^{\mu \nu}, D\right]=0$,
$\left[D, P^{\mu}\right]=i P^{\mu}, \quad\left[D, K^{\mu}\right]=-i K^{\mu}$.
To see that this extension of the $(0, \lambda)$ representation is not only on the level of algebras, but can be integrated to a representation of the covering group of the conformal group SO(4,2), we study a certain representation of the symplectic algebra $\operatorname{sp}(8, \mathbb{R})$ on all of $L^{2}\left(\mathbb{R}^{4}\right)$. ${ }^{15,16}$

The 36 -dimensional algebra $\operatorname{sp}(8, \mathrm{R})$ consists of $8 \times 8$ real matrices of the form

$$
\left(\begin{array}{ll}
P & Q \\
R & S
\end{array}\right)
$$

with $P, Q, R$, and $S 4 \times 4$ matrices such that $S=-P^{t}$, $R=R^{t}, Q=Q^{t}$. Here $A^{t}$ denotes the transpose of $A$.

It is not difficult to see that then the symmetric operators

$$
\begin{equation*}
\eta^{t} R \eta+(i / 2)\left(\eta^{\prime} S \partial-\partial^{t} P \eta\right)+\frac{1}{4} \partial^{t} Q \partial \tag{3.10}
\end{equation*}
$$

where $\eta$ and $\partial$ are interpreted as column vectors, define a representation of $i \mathrm{sp}(8, \mathbb{R})$ on $L^{2}\left(\mathbb{R}^{4}\right)$. It contains a subalgebra isomorphic to $i$ so(4,2), and the restriction of this subalgebra to the subspace of $\lambda$-equivariant functions is exactly the $(0, \lambda)$ representation given above.

To prove that our $\mathrm{sp}(8, \mathbb{R})$ representation-and hence also the so(4,2) representation-can be integrated, we apply the well-known criterion due to Nelson. ${ }^{17}$

Suppose $\left\{X_{1}, \ldots, X_{d}\right\}$ is a set of symmetric operators on a Hilbert space $\mathscr{H}$, with a common invariant dense domain $\mathscr{D}$ and such that $\left\{i X_{1}, \ldots, i X_{d}\right\}$ define a representation of a real Lie algebra with corresponding simply connected Lie group $G$.

If then the Nelson operator $A=\Sigma X_{n}^{2}$ is essentially selfadjoint on $\mathscr{D}$, there is a unique unitary representation of $G$ on $\mathscr{H}$ with generators $X_{1}, \ldots, X_{d}$.

Apart from repetitions, the following operators form a basis for our $\mathrm{sp}(8, \mathbb{R})$ representation:

$$
\begin{align*}
& \eta_{i} \eta_{j}, i\left(\eta_{i} \partial_{j}+\partial_{j} \eta_{i}\right) / 2 \sqrt{2} \\
& \partial_{i} \partial_{j} / 4 ; \quad i, j=1, \ldots, 4 \tag{3.11}
\end{align*}
$$

We then get the Nelson operator as

$$
\begin{equation*}
A=\left(-\partial^{2} / 4+\eta^{2}\right)^{2}+\frac{3}{2} . \tag{3.12}
\end{equation*}
$$

If we choose for $\mathscr{D}$ the set $\mathscr{S}\left(\mathbb{R}^{4}\right)$ of $C^{\infty}$, rapidly decreasing (with all derivatives) functions on $\mathbb{R}^{4}$, this set fulfills the conditions of Nelson's criterion. That it is a common invariant domain of all the generators is obvious, and that $A$, being essentially the square of the isotropic harmonic oscillator Hamiltonian in four dimensions, is essentially self-adjoint on $\mathscr{D}$ is well known; it follows most easily from the fact that the eigenfunctions of $A$, being Hermite functions, all belong to $\mathscr{D}$.

This proves the integrability of our $\operatorname{sp}(8, \mathbb{R})$ representation, and hence a fortiori of the $(0, \lambda)$ representation of so $(4,2)$.

Now we introduce the operators $I$, which are generators for our $\operatorname{sp}(8, \mathbb{R})$ representation but not for $\operatorname{so}(4,2)$ :

$$
\begin{align*}
\mathbf{I}= & (i / 2)\left(\eta_{4} \partial_{1}+\eta_{3} \partial_{2}-\eta_{2} \partial_{3}-\eta_{1} \partial_{4},\right. \\
& -\eta_{3} \partial_{1}+\eta_{4} \partial_{2}+\eta_{1} \partial_{3}-\eta_{2} \partial_{4},  \tag{3.13}\\
& \left.\eta_{2} \partial_{1}-\eta_{1} \partial_{2}+\eta_{4} \partial_{3}-\eta_{3} \partial_{4}\right)
\end{align*}
$$

(i.e., like $\mathbf{J}$ except for a change of $\operatorname{sign}$ of $\eta_{4}$ and $\partial_{4}$ ). Then

$$
\begin{equation*}
\left[I_{i}, I_{j}\right]=i \epsilon_{i j k} I_{k}, \quad\left[I_{i}, J_{j}\right]=0, \quad \mathbf{I}^{2}=\mathbf{J}^{2} \tag{3.14}
\end{equation*}
$$

i.e., the $I$ generate a su(2) subalgebra of $\mathrm{sp}(8, \mathbb{R})$ commuting with our su(2) subalgebra of so(4,2). Both $J$ and $I$ can be considered as acting on $L^{2}\left(S^{3}\right)$ and with our identification of $S^{3}$ with $\mathrm{SU}(2), \mathrm{J}$ and I correspond to the left and right regular representations, respectively.

One finds

$$
\begin{equation*}
I_{3}=i \frac{\partial}{\partial \psi} \tag{3.15}
\end{equation*}
$$

$I_{3}$ commutes with our so $(4,2)$ subalgebra, and the space of $\lambda$ equivariant functions in $L^{2}\left(\mathbb{R}^{4}\right)$ is exactly the eigenspace of $I_{3}$ corresponding to eigenvalue $-\lambda$.

As for the commutation relations between $I$ and the so $(4,2)$ generators, one finds that the " J -scalars" $P^{0}, D, K^{0}$ are also "I-scalars," i.e., they commute with I, and that each component of the " $J$-vectors" $\mathbf{P}, \mathbf{N}, \mathbf{K}$ is the three-component of an "I-vector." The 36 (including I and $\mathbf{J}$ ) operators so obtained form a basis for our $\operatorname{sp}(8, \mathbb{R})$ representation.

## C. The infinitesimal generators on "functions" on the cone

To arrive at the "usual" form of the infinitesimal generators expressed in $\mathbf{p},{ }^{7,9}$ we first transform the expressions
above to coordinates $\mathbf{p}, \psi$ or $(p, \theta, \phi, \psi)$ in $\mathbb{R}^{4}$. The results are $P^{0}=p=|\mathbf{p}|, \quad \mathbf{P}=\mathbf{p}$, $\mathbf{J}=-\mathbf{i} \times \boldsymbol{\nabla}-\frac{i}{\sin \theta} \mathbf{e}_{\rho} \frac{\partial}{\partial \psi}$, $\mathbf{N}=-i p \boldsymbol{\nabla}+i \cot \theta \mathbf{e}_{\phi} \frac{\partial}{\partial \psi}$,
$D=i(\mathbf{p} \cdot \boldsymbol{\nabla}+1)=i\left(p \frac{\partial}{\partial p}+1\right)$,

$$
\begin{align*}
K^{0}= & -p \nabla^{2}-\frac{1}{p \sin \theta} \frac{\partial^{2}}{\partial \psi^{2}}+\frac{2 \cos \theta}{p \sin ^{2} \theta} \frac{\partial^{2}}{\partial \phi \partial \psi},  \tag{3.16}\\
\mathbf{K}= & -\mathbf{p} \nabla^{2}+2(\mathbf{p} \cdot \nabla) \nabla+2 \nabla+\frac{1}{p \sin ^{2} \theta}\left(\mathbf{e}_{\mathbf{p}}-2 \cos \theta \mathbf{e}_{z}\right) \\
& \times \frac{\partial^{2}}{\partial \psi^{2}}+\frac{2}{p \sin ^{2} \theta}\left(-p \sin \theta \mathbf{e}_{\phi} \frac{\partial}{\partial p_{z}}+\mathbf{e}_{z} \frac{\partial}{\partial \phi}\right) \frac{\partial}{\partial \psi} .
\end{align*}
$$

Here $\boldsymbol{\nabla}=\left(\partial / \partial p_{x}, \partial / \partial p_{y}, \partial / \partial p_{z}\right), \mathbf{e}_{\rho}=(\cos \phi, \sin \phi, 0), \mathbf{e}_{\mathbf{p}}$ $=\mathbf{p} / p, \mathbf{e}_{\phi}=(-\sin \phi, \cos \phi, 0)$, and $\mathbf{e}_{z}=(0,0,1)$.

Also,
$I_{3}=i \frac{\partial}{\partial \psi}$,

$$
\begin{align*}
I_{ \pm}= & I_{1} \pm i I_{2}=-e^{\mp i \psi}\left( \pm \frac{\partial}{\partial \theta}+\frac{i}{\sin \theta} \frac{\partial}{\partial \phi}\right. \\
& \left.-i \cot \theta \frac{\partial}{\partial \psi}\right) \tag{3.17}
\end{align*}
$$

These operators still act on equivariant functions on $\mathbb{R}^{4}$. As described in Sec. II, we arrive at a description acting on functions on the forward light cone (or $\dot{\mathbb{R}}^{3}$ ) by choosing smooth local sections in the bundle ( $\left.\dot{\mathbb{R}}^{4}, \dot{\mathbb{R}}^{3}, S^{1}\right)$. The "standard" choices are $\psi=\mp \phi$, which give charts $a$ and $b$, respectively, and which are defined and smooth except on the negative and positive $p_{z}$ axis, respectively.

For the chart $a$, for any $\lambda$-equivariant $g \in L^{2}\left(\mathbb{R}^{4}\right)$, we write

$$
\begin{equation*}
g_{a}\left(\eta^{2}, \theta, \phi\right)=g(\eta, \theta, \phi,-\phi), \quad \theta \neq \pi \tag{3.18}
\end{equation*}
$$

and find

$$
\begin{equation*}
g(\eta, \theta, \phi, \psi)=g_{a}(\mathbf{p}) e^{i \lambda(\phi+\psi)}, \quad \theta \neq \pi \tag{3.19}
\end{equation*}
$$

The generators' action on $g_{a} \in L^{2}\left(\mathbb{R}^{3}, d \mathbf{p} / p\right)$, i.e., in the chart $a$, is then

$$
\begin{align*}
& P_{a}^{0}=p, \quad \mathbf{P}_{a}=\mathbf{p} \\
& \mathbf{J}_{a}=-i \mathbf{p} \times \nabla+\lambda \frac{\mathbf{p}+p \mathbf{e}_{z}}{p+p_{z}} \\
& \mathbf{N}_{a}=-i p \boldsymbol{\nabla}+\lambda \frac{\mathbf{e}_{z} \times \mathbf{p}}{p+p_{z}} \\
& D_{a}= i\left(p \frac{\partial}{\partial p}+1\right)  \tag{3.20}\\
& K_{a}^{0}=-p \nabla^{2}-\frac{2 i \lambda}{p+p_{z}} \frac{\partial}{\partial \phi}+\frac{2 \lambda^{2}}{p+p_{z}}, \\
& \mathbf{K}_{a}=-\mathbf{p} \nabla^{2}+2(\mathbf{p} \cdot \boldsymbol{\nabla}) \boldsymbol{\nabla}+2 \boldsymbol{\nabla}+2 i \lambda \frac{\mathbf{p}+p \mathbf{e}_{z}}{p+p_{z}} \times \nabla \\
&-\frac{2 \lambda^{2}}{p+p_{z}} \mathbf{e}_{z} .
\end{align*}
$$

These expressions are the same as those given in Ref. 9.

## D. A basis in the representation space

To construct a suitable basis for the representations of the conformal algebra so(4,2), note that it contains two commuting subalgebras: a su(2) algebra spanned by $\mathbf{J}$ and a $\mathrm{su}(1,1)$ algebra spanned by $P^{0}, K^{0}, D$.

For the latter one finds with the basis

$$
\begin{equation*}
A_{0}=\frac{1}{2}\left(P^{0}+K^{0}\right), \quad A_{1}=\frac{1}{2}\left(P^{0}-K^{0}\right), \quad A_{2}=D \tag{3.21}
\end{equation*}
$$

the Casimir operator

$$
\begin{equation*}
A_{0}^{2}-A_{1}^{2}-A_{2}^{2}=\frac{1}{2}\left(P^{0} K^{0}+K^{0} P^{0}\right)-D^{2} \tag{3.22}
\end{equation*}
$$

But in our representation

$$
\begin{equation*}
\mathbf{J}^{2}+D^{2}=\frac{1}{2}\left(P^{0} K^{0}+K^{0} P^{0}\right) \tag{3.23}
\end{equation*}
$$

so the Casimirs of $\mathrm{su}(2)$ and of $\mathrm{su}(1,1)$ coincide.
As we noted above, $J$ generate the left regular representation of $S U(2)$ on itself, and the Peter-Weyl theorem gives us a complete and orthogonal set of functions of the angles:

$$
\begin{gather*}
X_{\lambda m}^{l}(\theta, \phi, \psi)=D_{\lambda m}^{l}(-\psi,-\theta,-\phi), \quad l=0, \frac{1}{2}, 1, \ldots, \\
\lambda, m=-l,-l+1, \ldots, l . \tag{3.24}
\end{gather*}
$$

Here $D_{\lambda m}^{\prime}(\alpha, \beta, \gamma)$ is the matrix element $(\lambda, m)$ of the unitary $l$ representation of $\mathrm{SU}(2)$ for the group element with Euler angles $(\alpha, \beta, \gamma)$, and $(-\psi,-\theta,-\phi)$ corresponds to the inverse of the group element given by $(\phi, \theta, \psi)$. We use phase conventions as, e.g., in Ref. 18, thus

$$
\begin{align*}
X_{\lambda m}^{l}(\theta, \phi, \psi)= & \sqrt{(l+\lambda)!(l-\lambda)!(l+m)!(l-m)!} e^{i(\lambda \psi+m \phi)} \\
& \times \sum_{t} \frac{(-1)^{t-\lambda+m}}{(l+\lambda-t)!(l-m-t)!t!(t-\lambda+m)!} \\
& \times\left(\cos \frac{1}{2} \theta\right)^{2 l+\lambda-m-2 t}\left(\sin \frac{1}{2} \theta\right)^{2 t-\lambda+m} . \tag{3.25}
\end{align*}
$$

Then, from the representation condition of the $D_{\lambda m}^{l}$ we get

$$
\begin{align*}
& \mathbf{J}^{2} X_{\lambda m}^{l}=l(l+1) X_{\lambda m}^{l} \\
& J_{3} X_{\lambda m}^{l}=m X_{\lambda m}^{l}  \tag{3.26}\\
& J_{ \pm} X_{\lambda m}^{l}=\sqrt{l(l+1)-m(m \pm 1)} X_{\lambda m \pm 1}^{l}
\end{align*}
$$

and

$$
\begin{align*}
& I_{3} X_{\lambda m}^{l}=-\lambda X_{\lambda m}^{l} \\
& I_{ \pm} X_{\lambda m}^{l}=-\sqrt{l(l+1)-\lambda(\lambda \mp 1)} X_{\lambda \mp 1 m}^{l} \tag{3.27}
\end{align*}
$$

So the index $\lambda$ introduced in $X_{\lambda m}^{l}$ is indeed the helicity [cf. the discussion after (3.15)], and an arbitrary function in the space of the $(0, \lambda)$ representation can be written
$\mathrm{f}(\eta, \theta, \phi, \psi)$

$$
\begin{equation*}
=\sum_{l=|\lambda|, \lambda \mid+1, \ldots m=-l} \sum_{l m}^{l} f_{l m}(\eta) X_{\lambda m}^{l}(\theta, \phi, \psi) \tag{3.28}
\end{equation*}
$$

The equivariance condition is thus taken care of by the $X_{\lambda m}^{l}$, and the $f_{l m}(\eta)$ are ordinary functions. The su(1,1) generators act on the $f_{l m}$ only, and for each $l, m$ we have an irreducible representation. Since the value of the Casimir operator is $l(l+1)$, and the "compact" generator $A_{0}$ is evidently positive [see (3.21), (3.6), and (3.7)], this irreducible representation is the representation $D_{t}^{+}$from the discrete principal series (see, e.g., Ref. 19). As $A_{0}$ is essentially the four-dimensional isotropic harmonic oscillator Hamiltonian, a suitable basis for our representation could then be the
set of eigenfunctions of this operator, with fixed $\lambda$ and all $l, m$.

Below we give the expressions for the action on $f(p)$ $\times X_{\lambda m}^{l}$ (with $p=\eta^{2}$ ) of the so(4,2) generators. Using the "Ivector" properties noted above, it is enough to find the action of $P_{3}, N_{3}, K_{3}$ on, e.g., $X_{l l}^{l}$ and use the Wigner-Eckarts theorem both in $\mathbf{J}$ and in $\mathbf{I}$, and self-adjointness.

The results are given for the spherical components

$$
\begin{align*}
& P_{-1}=\left(P_{1}-i P_{2}\right) / \sqrt{2}, \quad P_{0}=P_{3} \\
& P_{+1}=-\left(P_{1}+i P_{2}\right) / \sqrt{2} \tag{3.29}
\end{align*}
$$

and similarly for $\mathbf{N}$ and $\mathbf{K}$ :

$$
\begin{align*}
& P_{\sigma} f(p) X_{\lambda m}^{l} \\
&=\langle l+1, m+\sigma \mid 1 \sigma, l m\rangle\langle l+1, \lambda \mid 10, l \lambda\rangle p f\left(p \mid X_{\lambda, m+\sigma}^{l+1}\right. \\
&+\langle l, m+\sigma \mid 1 \sigma, l m\rangle\langle l \lambda \mid 10, l \lambda\rangle p f(p) X_{\lambda, m+\sigma}^{l} \\
&+\langle l-1, m+\sigma \mid 1 \sigma, l m\rangle\langle l-1, \lambda \mid 10, l \lambda\rangle \\
& \times p f(p) X_{\lambda, m+\sigma}^{l-1},  \tag{3.30}\\
& N_{\sigma} f(p) X_{\lambda m}^{l} \\
&=-i\langle l+1, m+\sigma \mid 1 \sigma, l m\rangle\langle l+1, \lambda \mid 10, l \lambda\rangle \\
& \times p^{l+1} \frac{d}{d p} p^{-l} f(p) X_{\lambda, m+\sigma}^{l+1} \\
&-i\langle l, m+\sigma \mid 1 \sigma, l m\rangle\langle l \lambda \mid 10, l \lambda\rangle \\
& \times \frac{d}{d p} p f(p) X_{\lambda, m+\sigma}^{l} \\
&-i\langle l-1, m+\sigma \mid 1 \sigma, l m\rangle\langle l-1, \lambda \mid 10, l \lambda\rangle \\
& \times p^{-l} \frac{d}{d p} p^{l+1} f(p) X_{\lambda, m+\sigma}^{l-1},  \tag{3.31}\\
& K_{\sigma} f(p) X_{\lambda m}^{l} \\
&=\langle l+1, m+\sigma \mid 1 \sigma, l m\rangle\langle l+1, \lambda \mid 10, l \lambda\rangle \\
& \times p^{l+1} \frac{d^{2}}{d p^{2}} p^{-l} f(p) X_{\lambda, m+\sigma}^{l+1} \\
&+\langle l, m+\sigma \mid 1 \sigma, l m\rangle\langle l \lambda \mid 10, l \lambda\rangle \\
& \times p^{l} \frac{d}{d p} p^{-2 l} \frac{d}{d p} p^{l+1} f(p) X_{\lambda, m+\sigma}^{l} \\
&+\langle l-1, m+\sigma \mid 1 \sigma, l m\rangle\langle l-1, \lambda \mid 10, l \lambda\rangle \\
& \times p^{-l} \frac{d^{2}}{d p^{2}} p^{l+1} f(p) X_{\lambda, m+\sigma}^{l-1},  \tag{3.32}\\
& \sigma= 0, \pm 1,
\end{align*}
$$

and for the generators of our $\mathrm{su}(1,1)$ subalgebra

$$
\begin{align*}
& P^{0} f(p) X_{\lambda m}^{l}=p f(p) X_{\lambda m}^{l} \\
& D f(p) X_{\lambda m}^{l}=i \frac{d}{d p} p f(p) X_{\lambda m}^{l}  \tag{3.33}\\
& K^{0} f(p) X_{\lambda m}^{l}=-p^{l} \frac{d}{d p} p^{-2 l} \frac{d}{d p} p^{l+1} f(p) X_{\lambda m}^{l}
\end{align*}
$$

## E. Relations with magnetic monopoles

As has been pointed out earlier, the above description of the $(0, \lambda)$ representation parallels that of a charged particle in the field of a magnetic monopole, given, e.g., in Refs. 10 and 11. (The analogy, at least on a formal level, between this
magnetic monopole problem and massless helicity representations has been noted by other authors. ${ }^{20}$ ) In the monopole case, the base space is the three-dimensional configuration space instead of the light cone, and the equivariance condition is the transformation rule for the wave function under gauge transformations. The value of $\lambda$ for the monopole case is proportional to the product of the electric charge of the particle and the magnetic charge of the monopole, and the fact that $2 \lambda$ must be an integer is the famous Dirac charge quantization condition.

Our choice of local sections giving charts $a$ and $b$ corresponds to the gauges $a$ and $b$ of Ref. 11 and the relation between our functions $X_{\lambda m}^{l}$ and the "monopole harmonics" in Ref. 11 is

$$
\begin{equation*}
Y_{q, l m_{a}}(\theta, \phi)=\sqrt{(2 l+1) / 4 \pi} X_{-q, m_{a}}^{l}(\theta, \phi), \tag{3.34}
\end{equation*}
$$

i.e., $Y_{q, l m}$ is $X_{-q, m}^{l}$ normalized on $S^{2}$.

For $q$ integer, the operators $I_{ \pm}$give a convenient way to find $Y_{q, l m}$ from the ordinary spherical harmonics $Y_{l m}=Y_{0, l m}$.

## IV. DIFFERENTIABLE VECTORS AND NUCLEARITY

In the following we collect first some standard results on differentiable vectors of group representations, nuclearity, etc. For details we refer, e.g., to Ref. 3 and references there.

The set of differentiable vectors of a unitary representation $\mathrm{U}(G)$ of a Lie group $G$ in a Hilbert space $\mathscr{H}$ is the (dense, linear) set $\mathscr{D}$ of all $x \in \mathscr{H}$ such that the map $G \rightarrow \mathscr{H}$ defined by $g \rightarrow \mathrm{U}(g) x$ is a $C^{\infty}$ function on $G$ (differentiability in the $\mathscr{H}$ norm sense). Equivalently $\mathscr{D}$ can be defined as the largest common invariant domain of a set of generators $\left\{J_{1}, \ldots, J_{n}\right\}$ of $\mathrm{U}(G)$. This can also be expressed as follows: form the Nelson operator

$$
\begin{equation*}
A=J_{1}^{2}+\ldots+J_{n}^{2} \tag{4.1}
\end{equation*}
$$

associated to the choice $\left\{J_{1}, \ldots, J_{n}\right\}$ of generators. Here $A$ can be shown to be essentially self-adjoint (i.e., its self-adjoint extension is uniquely fixed) on a suitable domain of $\mathrm{U}(\boldsymbol{G})$, e.g., the Gårding domain (which can actually be shown to coincide with $\mathscr{D}$, see Ref. 21). If we denote the self-adjoint closure of $A$ by $\bar{A}, \mathscr{D}$ can be defined as the intersection of the domains of all powers of $\bar{A}$ :

$$
\begin{equation*}
\mathscr{D}=\cap_{n} \mathscr{D}\left(\bar{A}^{n}\right) . \tag{4.2}
\end{equation*}
$$

We can give $\mathscr{D}$ a natural Fréchet space topology by the countable set of scalar products $(x, y)_{n}=\left(x,(\bar{A}+1)^{2 n} y\right)$. We can then form the triplet

$$
\begin{equation*}
\mathscr{D} \subset \mathscr{H} \subset \mathscr{D}^{\prime} \tag{4.3}
\end{equation*}
$$

where $\mathscr{D}^{\prime}$ can be identified (via an antilinear isomorphism) with the space of linear functionals on $\mathscr{D}$. Here $\mathscr{D}$ (and hence $\mathscr{H}$ ) is dense in $\mathscr{D}^{\prime}$ in the topology of $\mathscr{D}^{\prime}$ as a strong dual of $\mathscr{D}$. Here $\mathscr{D}$ is invariant not only under the action of all generators (and hence of the elements in their enveloping algebra), but also under $\mathrm{U}(\boldsymbol{G})$; all these operators are also continuous in the topology of $\mathscr{D}$. By duality they can then be extended to continuous operators in $\mathscr{D}^{\prime}$. We then have in $\mathscr{D}^{\prime}$ a representation $\mathrm{U}^{\prime}(G)$ of $G$ with everywhere
defined and continuous generators $J_{1}^{\prime}, \ldots, J_{n}^{\prime}$.
The advantage with working in the extended domain $\mathscr{D}^{\prime}$ instead of the restricted domain $\mathscr{D}$ is that under certain conditions we are assured to find in $\mathscr{D}^{\prime}$ a complete set of (generalized) eigenvectors of the generators $J_{1}, \ldots, J_{n}$ and other operators in the enveloping algebra of $\mathrm{U}(G)$.

According to the nuclear spectral theorem this last assertion holds if $\mathscr{D}$, with the Fréchet topology defined above, is a nuclear space. The condition for $\mathscr{D}$ to be nuclear can be expressed in terms of the spectral properties of the Nelson operator $\bar{A}$ (which is evidently nonnegative).

It states that $\mathscr{D}$ is nuclear if and only if $\bar{A}$ has a purely discrete spectrum $\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$ such that for some positive $M$ the sum

$$
\begin{equation*}
\sum_{i} \frac{1}{\left(1+\lambda_{i}\right)^{M}}<\infty \tag{4.4}
\end{equation*}
$$

This condition is equivalent to requiring that the operator $(I+\bar{A})^{-M / 2}$ should be of the Hilbert-Schmidt type.

Using this criterion for nuclearity it is easy to see that the set of differentiable vectors of a $(0, \lambda)$ representation of $\overline{\mathscr{P}}$ cannot be nuclear ${ }^{3}$ : Suppose the Nelson operator $A=\mathbf{J}^{2}+\mathbf{N}^{2}+\mathbf{P}^{2}+P^{02}$ had a smallest (obviously positive) eigenvalue $\lambda_{1}$, with corresponding normalized eigenfunction $\Phi$. Forming the (still normalized) eigenfunction

$$
\Phi_{\kappa}=e^{-i \kappa D} \Phi
$$

where $D$ is as in (3.7) or (3.20), we easily deduce from the commutation relations (3.9) that

$$
\left(\Phi_{\kappa}, \bar{A} \Phi_{\kappa}\right)=(\Phi, \bar{A} \Phi)+\left(e^{-2 \kappa}-1\right)\left(\Phi,\left(\mathbf{P}^{2}+P^{02}\right) \Phi\right)
$$

Since the scalar product in the last term is positive, we obtain for $\kappa>0$ the impossible result $\left(\Phi_{\kappa}, \bar{A} \Phi_{\kappa}\right)<\lambda_{1}$.

Now we shall show that the set of differentiable vectors of the representation of the covering group of $\mathrm{SO}(4,2)$ obtained by extension from our $(0, \lambda)$ representation of $\overline{\mathscr{P}}$ is a nuclear space. Using this space as our $\mathscr{D}$, we get what is called a Gelfand triplet

$$
\begin{equation*}
\mathscr{D} \subset \mathscr{H} \subset \mathscr{D}^{\prime} \tag{4.5}
\end{equation*}
$$

where $\mathscr{D}$ is a dense subspace of $\mathscr{H}$ with a nuclear Fréchet topology. Any self-adjoint operator in $\mathscr{H}$, which is essentially self-adjoint on $\mathscr{D}$ and is continuous as an operator in $\mathscr{D}$, then has a complete set of generalized eigenvectors in $\mathscr{D}^{\prime}$, the dual of $\mathscr{D}$.

For the following it is convenient to observe that a covering of $\operatorname{SO}(4,2)$ is actually the group $S U(2,2)$. Since this group [as well as $\mathrm{SO}(4,2)$, of course!] is semisimple with a finite center, it follows from a general theorem ${ }^{3}$ that the set of differentiable vectors, with the natural topology, is a nuclear space. We will show this directly in our case, at the same time obtaining a concrete characterization of the set of differentiable vectors of $\operatorname{SU}(2,2)$.

For the proof we study the reducible representations of $\overline{\mathscr{P}}, \mathrm{SU}(2,2)$, and $\mathrm{Sp}(8, \mathbb{R})$ in $L^{2}\left(\mathbb{R}^{4}\right)$ obtained by dropping the equivariance condition, i.e., allowing all possible half-integer values of $\lambda$. As follows from Sec. III, we have in this space, besides a unitary representation (UR, for short) of $\overline{\mathscr{P}}$, also UR's of the chain

$$
\begin{equation*}
\mathrm{Sp}(8, \mathbb{R}) \supset \mathrm{SU}(2,2) \supset \mathrm{SU}(1,1) \supset \mathrm{U}(1), \tag{4.6}
\end{equation*}
$$

where $\mathrm{U}(1)$ is the group generated by $A_{0}=\frac{1}{2}\left(P^{0}+K^{0}\right)$. Denoting the corresponding sets of differentiable vectorswith their natural topologies-by $\mathscr{D}(G)$, we shall prove the following chain inclusion (set-theoretical and topological)

$$
\begin{align*}
\mathscr{S}\left(\mathbf{R}^{4}\right)= & \mathscr{D}(\mathrm{U}(1)) \supset \mathscr{D}(\mathbf{S U}(1,1)) \supset \mathscr{D}(\mathrm{SU}(2,2)) \\
& \supset \mathscr{D}(\mathrm{Sp}(8, \mathbb{R}))=\mathscr{S}\left(\mathbf{R}^{4}\right), \tag{4.7}
\end{align*}
$$

which implies equality everywhere, and in particular

$$
\begin{equation*}
\mathscr{D}(\mathbf{S U}(2,2))=\mathscr{S}\left(\mathbb{R}^{4}\right) \tag{4.8}
\end{equation*}
$$

Here $\mathscr{S}\left(\mathbb{R}^{4}\right)$ is the set of $C^{\infty}$ functions on $\mathbb{R}^{4}$, rapidly decreasing (with all derivatives) at infinity, with the standard topology. This space is a nuclear Fréchet space.

Proof of (4.7): The only nontrivial parts of the chain are the equalities at the ends. These equalities both follow from the fact that the Nelson operators of the groups $S p(8, \mathbb{R})$ and $\mathrm{U}(1)$ are both essentially the square of the (rescaled) harmonic oscillator Hamiltonian in four dimensions [cf. (3.12), and (3.21) combined with (3.6) and (3.7)]. It is well-known that the domain of all powers of this oscillator Hamiltonian is just $\mathscr{S}\left(\mathbb{R}^{4}\right)$. In fact, $\mathscr{P}\left(\mathbb{R}^{4}\right)$ can be topologized, in the way indicated under formula (4.2), by the powers of the operator $-\Delta+\mathrm{r}^{2}$.

The spectrum of the generator $A_{0}$ of $\mathrm{U}(1)$ in $L^{2}\left(\mathbb{R}^{4}\right)$ can in fact be obtained explicitly from the discussion following formula (3.28). The result is as follows: For every $j=0, \frac{1}{2}$, $1, \ldots$, there is a sequence of eigenvalues $j, j+1, j+2, \ldots$, each with degeneracy $(2 j+1)^{2}$. The nuclearity of the space $\mathscr{D}(\mathrm{U}(1))$ then follows from an application of the criterion (4.4).

Concluding: the set of differentiable vectors of the representation of $\mathrm{SU}(2,2)$ extending the $(0, \lambda)$ representation of $\overline{\mathscr{P}}$ is just the set of equivariant functions of the nuclear space $\mathscr{S}\left(\mathbb{R}^{4}\right)$. This set, which we shall denote $\mathscr{S}_{\lambda}\left(\mathbb{R}^{4}\right)$ or $\mathscr{S}_{\lambda}$, is also nuclear, as a (closed) linear subset of a nuclear space.

## V. GENERALIZED MOMENTUM EIGENSTATES

Using the results of the last section, for the $(0, \lambda)$ representation of $\overline{\mathscr{P}}$ we use the Gelfand triplet $\mathscr{D} \subset \mathscr{H} \subset \mathscr{D}^{\prime}$, with $\mathscr{D}=\mathscr{S}_{\lambda}\left(\mathbb{R}^{4}\right)$. The space of generalized state vectors $\mathscr{D}^{\prime}$ is then $\mathscr{S}_{\lambda}\left(\mathbb{R}^{4}\right)^{\prime}$.

Since any continuous linear functional on $\mathscr{S}_{\lambda}$ can be extended to all of $\mathscr{S}$, we can consider $\mathscr{D}^{\prime}$ as a space of equivalence classes of $\mathscr{S}^{\prime}$, two elements of $\mathscr{S}^{\prime}$ being equivalent if their restrictions to $\mathscr{S}_{\lambda}$ coincide. Alternatively, one could fix the extension and identify $\mathscr{D}^{\prime}$ with the set of elements of $\mathscr{S}^{\prime}$ which are zero on $\mathscr{S}_{\lambda^{\prime}}$ for all $\lambda^{\prime} \neq \lambda$, i.e., simply take $\mathscr{D}^{\prime}$ as the space of $\lambda$-equivariant elements of $\mathscr{S}^{\prime}$, denoted $\mathscr{S}_{\dot{i}}^{\prime}$. The latter description may be more natural, but we shall also find the former convenient when we now turn to a discussion of the eigenstates of energy-momentum.

The spectrum of $P^{\mu}$ is the closed forward light cone.
The corresponding generalized eigenvectors are fundamentally different for nonzero eigenvalues on the one hand, and for eigenvalues at the origin on the other.

For any nonzero $p_{0}^{\mu}$ on the cone, it is not hard to see that the most general solution in $\mathscr{S}^{\prime}\left(\mathbb{R}^{4}\right)$ of the equation $P^{\mu} F$ $=p_{n}^{\mu} F$ is given by a distribution $F_{1}$ on $S^{1}$ by the expression
$(F, f)=\left(F_{1} f_{0}\right)$, where $f_{0}(\psi)=f\left(\sqrt{p_{0}}, \theta_{0}, \phi_{0}, \psi\right)$. Here $\left(p_{0}, \theta_{0}, \phi_{0}\right)$ are the spherical coordinates of $p_{0}$. Due to the equivariance condition, for each nonzero momentum the corresponding space of sharp momentum states in $\mathscr{D}^{\prime}$ is thus one-dimensional. Such a state vector can be represented by a multiple of the $\delta$-function in some point on the fiber over $p_{0}^{\mu}$. For $\lambda \neq 0$, $\delta$-functions in different points on the fiber will correspond to different phases for the eigenvector. This means that the space of sharp momentum eigenvectors for nonzero momentum have a nontrivial line bundle structure over the forward light cone.

In $\mathscr{S}_{i}^{\prime}$ we can expand the eigenvectors as

$$
\begin{align*}
\delta\left(\eta-\eta_{0}\right) \approx & \left|\eta_{0}\right|^{-3} \delta\left(|\eta|-\left|\eta_{0}\right|\right) \\
& \times \sum_{l=|\lambda|, \cdot \lambda \mid+1, \ldots} \frac{2 \pi^{2}}{2 l+1} \\
& \times \sum_{m=-1}^{l} \overline{X_{\lambda m}^{l}\left(\theta_{0}, \phi_{0}, \psi_{0}\right)} X_{\lambda m}^{l}(\theta, \phi, \psi) \tag{5.1}
\end{align*}
$$

Generalized eigenvectors of zero energy-momentum can be represented by elements of $\mathscr{S}^{\prime}$ with support at the origin, i.e., by finite sums of derivatives of $\delta(\eta)$. To find all these eigenvectors we introduce the following derivation operators:

$$
\begin{array}{ll}
\pi_{1}=\frac{1}{2}\left(i \partial_{4}-\partial_{3}\right), & \bar{\pi}_{1}=\pi_{1}^{*}=\frac{1}{2}\left(i \partial_{4}+\partial_{3}\right), \\
\pi_{2}=\frac{1}{2}\left(i \partial_{2}-\partial_{1}\right), & \bar{\pi}_{2}=\pi_{2}^{*}=\frac{1}{2}\left(i \partial_{2}+\partial_{1}\right) . \tag{5.2}
\end{array}
$$

Then the $\pi$ 's all commute with each other and

$$
\begin{align*}
& {\left[\pi_{j}, u_{k}\right]=i \delta_{j k}, \quad\left[\bar{\pi}_{j}, \bar{u}_{k}\right]=i \delta_{j k}} \\
& {\left[\pi_{j}, \bar{u}_{k}\right]=\left[\bar{\pi}_{j}, u_{k}\right]=0} \tag{5.3}
\end{align*}
$$

A general $\lambda$-equivariant element $F$ of $\mathscr{S}^{\prime}$ with support at the origin can then be expressed as a unique finite linear combination of terms of the form

$$
\begin{equation*}
\pi_{1}^{n_{1}} \pi_{2}^{n_{2}} \bar{\pi}_{1}^{\overline{1}_{1}} \bar{\pi}_{2}^{\bar{n}_{2}} \delta \tag{5.4}
\end{equation*}
$$

with $n_{i}, \bar{n}_{i}=0,1, \ldots$, and $n_{1}+n_{2}-\bar{n}_{1}-\bar{n}_{2}=2 \lambda$. Here $P^{\mu} F=0$ is equivalent to $u_{i} \bar{u}_{j} F=0$, all $i, j \in\{0,1\}$. But $u_{i} \bar{u}_{j} \pi_{1}^{n_{1}} \pi_{2}^{n_{2}} \bar{\pi}_{1}^{\bar{n}_{1}} \bar{\pi}_{2}^{\bar{n}_{2}} \delta=n_{i} \bar{n}_{j} \pi_{i}^{n_{i}-1} \bar{\pi}_{j}^{\bar{n}_{j}-1} \ldots \delta$, and by linear independence we must have $n_{i} \bar{n}_{j}=0$ for all terms in $F$. This means that for $\lambda \geqslant 0$ the eigenspace corresponding to $p^{\mu}=0$ is spanned by the linearly independent vectors

$$
\begin{equation*}
\pi_{1}^{n} \pi_{2}^{2 \lambda-n} \delta, \quad n=0,1, \ldots, 2 \lambda \tag{5.5}
\end{equation*}
$$

and for $\lambda \leqslant 0$ by

$$
\begin{equation*}
\bar{\pi}_{1}^{n} \bar{\pi}_{2}^{-2 \lambda-n} \delta, \quad n=0,1, \ldots,-2 \lambda \tag{5.6}
\end{equation*}
$$

The space of generalized eigenvectors for zero eigenvalue is thus $(2|\lambda|+1)$-dimensional. In the case of the electromagnetic field, for instance, we have two representations, with $\lambda= \pm 1$, and the total dimension of the zero momentum eigenspace is 6 . These six linearly independent generalized states correspond to the three components each, of constant electric and magnetic fields.

## VI. SUMMARY

In this study of sharp momentum states for a helicity representation of the Poincaré group we have in some detail analyzed two problems which do not appear for the massive
representations, and given their solutions.
Since the space of differentiable vectors of the representation is not nuclear, we have used the differentiable vectors of the extension of the representation to the conformal group.

The string-like singularities in the generators, i.e., the nontriviality of the line-bundles involved, were taken care of by utilizing equivariant functions on $\dot{\mathbb{C}}^{2}$ (or $\dot{\mathbb{R}}^{4}$ ) rather than functions on the forward light cone in $p$-space.

Let us summarize some of the advantages with working in $\dot{\mathbb{C}}^{2}$, rather than on the cone.

First, the representation of the Poincare group takes a very simple form, both globally (2.13) and locally (3.6), and the extension to the conformal algebra (3.7) is easy to find. It is interesting that the different helicity representations all look formally the same, they only act on different subspaces of $L^{2}\left(\mathbb{C}^{2}\right)$. Taking them all together, the extension to $\operatorname{Sp}(8, \mathbb{R})$ used in Sec. III is very natural.

Second, the space of differentiable vectors of the conformal group is just a subspace of the well-known $\mathscr{S}\left(\mathbb{R}^{4}\right)$. This greatly simplified the analysis of the sharp momentum states in Sec. V.

Third, although we do not give the details in this paper, the decomposition of the $(0, \lambda)$ representation in irreducible representations of the Lorentz group is very simple to obtain. The result is a direct integral decomposition over the continuous index in the principal series of unitary irreducible representations of $\operatorname{SL}(2, C)$ (the covering group of the proper Lorentz group), whereas the discrete index is simply related to the helicity $\lambda$.

Fourth, functions on $\dot{\mathbb{C}}^{2}$ also give the natural representation space for the continuous spin representations. ${ }^{22} \mathrm{We}$ thus find a unified description of all the massless representations of the Poincaré group.

In our opinion, these advantages greatly outweigh the advantage of an intuitively more clear picture with functions on the light cone; a picture which is anyhow often misleading, as has been discussed in Ref. 23.

In Sec. V we pointed out that the sharp momentum states are, in their dependence on $\mathbf{p}$, sections in a nontrivial bundle instead of ordinary functions. That this is a possible objection to the treatment in Ref. 1 was what first stimulated our interest in the problem. This and other questions related to the results of Ref. 1 are discussed in Ref. 23.

Finally, we shall indicate a rather direct generalization of the treatment in this paper, namely to a semidirect product $\mathbb{R}^{n^{2}} \times \operatorname{SL}(n, \mathbb{C})$, where $\operatorname{SL}(n, \mathbb{C})$ is taken to act on the space
$\mathbb{R}^{n^{2}}$ of Hermitian $n \times n$ matrices in a way analogous to that given in (2.2). If we assume the rank of these Hermitian matrices to be 1, i.e., only one eigenvalue different from zero, and use a one-dimensional inducing representation for the corresponding isotropy group, it can be shown that the representation of the original group can be realized on a space of equivariant functions on $\dot{\mathbb{C}}^{n}$. The space of differentiable vectors will not be nuclear in this case. It seems reasonable to assume that one can use the differentiable vectors of an extension of the given representation to a (degenerate) representation of a semisimple group containing the original group. This space should consist of the equivariant functions in $\mathscr{S}\left(\mathbb{R}^{2 n}\right)$.
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# Gradient property of bifurcation equation for systems with rotational symmetry 
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We show that any polynomial equation covariant with respect to any representation of $\mathrm{SO}(2)$ is a gradient equation. The same holds for the fundamental representation of $\mathrm{SO}(3)$. For the other representations of $\mathrm{SO}(3)$ we give a simple necessary and sufficient condition an equation has to satisfy in order to be a gradient one. As a side result, we obtain a formula for the decomposition of the symmetrized power of an irreducible representation of $\mathrm{SO}(3)$ in a sum of irreducible representations. We apply our results to symmetric bifurcation theory.

PACS numbers: 02.20. +b

We want to investigate the gradient property of the bifurcation equation for systems with symmetry, in this case with rotational symmetry, i.e., we would like to make some precise statement about the possibility of expressing the bifurcation equation for such systems as a gradient equation. Since a well-known theorem ${ }^{1}$ ensures that the bifurcation equation has all the symmetry of the original equation, what we are really investigating is simply the gradient property for covariant operators homogeneous in the basis function of a representation; i.e., for monomials of these functions which still transform according to the same representation.

Given a representation $\Gamma$ of a group $\mathscr{G}$, which acts on the space $V$ spanned by the vectors $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right\}$, we call vectors (scalars) of order $K$ the objects which follow the representation $\Gamma$ (the identity representation) in the symmetrized product $(\Gamma \otimes \Gamma \otimes \cdots \otimes \Gamma)_{s}=\left(\Gamma^{\otimes K}\right)_{s}$. So what we want to know is under which conditions any vector of order $K$ can be expressed as the gradient of a scalar of order $(K+1)$. Here we deal with the cases $\mathscr{G}=\mathbf{S O}(2)$ and $\mathscr{G}=\mathbf{S O}(3)$.

Following Sattinger ${ }^{1}$ we start with the formula

$$
\begin{equation*}
\sum_{n} z^{n} \chi^{n}(g)=\operatorname{det}[1-z T(g)]^{-1} \tag{1}
\end{equation*}
$$

where $\chi^{n}(g)$ is the character of the symmetrized $n$-tensor product $\left[T(g)^{\infty n}\right]_{s}$ and $z$ is a complex variable $|z|<1$. Multiplying both sides by $\overline{\chi^{(\mu)}(g)}$ and integrating with the invariant Haar measure we have

$$
\int d v(g) \operatorname{det}[1-z T(g)]^{-1} \overline{\chi^{(\mu)}(g)}=\sum_{n} z^{n} \int \chi^{n}(g) \overline{\chi^{(\mu)}(g)} d v(g)
$$

but

$$
\int \chi^{n}(g) \overline{\chi^{(\mu)}(g)} d v(g)=c_{n}^{\mu}
$$

is the number of times the representation $T^{\mu}$ is contained in $\left(T^{\mu \otimes n}\right)_{s}$. We note that, since $\operatorname{det}(A)=\operatorname{det}\left(U A U^{+}\right)$and $\operatorname{tr}(A)$ $=\operatorname{tr}\left(U A U^{+}\right)$, where $U$ is a unitary matrix, the function to be integrated is a class function, and we can consider, instead of the representation $T^{(\mu)}(g)$, any other unitarily equivalent representation, so that we have

$$
\begin{equation*}
I^{(\mu)}=\sum_{k=0}^{\infty} c_{k} z^{k}=\int \operatorname{det}[1-z T(l)]^{-1} \overline{\chi^{(\mu)}(l)} d v(l) \tag{2}
\end{equation*}
$$

where the integration is over the set of conjugate classes, and $d v(l)$ is the corresponding class measure.

Now we came to the case $\mathscr{G}=\mathrm{SO}(2)$. First of all we treat the fundamental representation, which is given by

$$
T^{(1)}(\theta)=\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)
$$

or, after a unitary transformation,

$$
T^{(1)}(\theta)=\left(\begin{array}{cc}
e^{-i \theta} & 0 \\
0 & e^{i \theta}
\end{array}\right)
$$

Now formula (2) yields

$$
I^{(\mu)}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[\left(1-z e^{-i \theta}\right)\left(1-z e^{i \theta}\right)\right]^{-1} \overline{\chi^{(\mu)}(\theta)} d \theta
$$

Namely, considering vectors and scalars (we always indicate with $T^{(0)}$ the identity representation)

$$
\begin{align*}
& I^{(0)}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[\left(1-z e^{-i \theta}\right)\left(1-z e^{i \theta}\right)\right]^{-1} d \theta,  \tag{3a}\\
& I^{(1)}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[\left(1-z e^{-i \theta}\right)\left(1-z e^{i \theta}\right)\right]^{-1}\left(e^{i \theta}+e^{-i \theta}\right) d \theta . \tag{3b}
\end{align*}
$$

These integrals are, of course, transformed into integrals over the unit circle of the complex plane through the change of variable $\omega=e^{i \theta}$, that is,

$$
\begin{align*}
I^{(0)} & =\frac{1}{2 \pi i} \int[(1-z \omega)(\omega-z)]^{-1} d \omega  \tag{4a}\\
I^{(1)} & =\frac{1}{2 \pi i} \int[\omega(1-z \omega)(\omega-z)]^{-1}\left(\omega^{2}+1\right) d \omega \tag{4b}
\end{align*}
$$

Evaluation of these with the residue formula gives

$$
\begin{align*}
& I^{(0)}=\sum_{n=0}^{\infty} z^{2 n}  \tag{5a}\\
& I^{(1)}=\sum_{n=0}^{\infty} z^{(2 n+1)}, \tag{5b}
\end{align*}
$$

so that we have only one vector at each odd order, and one scalar at even order. Since the gradient of a scalar is obviously a vector, we have that gradient property holds for the fundamental representation of $\mathrm{SO}(2)$.

For what concerns the general case, namely any representation $T^{(m)}(g)$,

$$
T^{(m)}(\theta)=T^{(1)}(m \theta)=\left(\begin{array}{cc}
\cos (m \theta) & \sin (m \theta) \\
-\sin (m \theta) & \cos (m \theta)
\end{array}\right)
$$

performing an unitary transformation we have

$$
T^{(m)}(\theta)=\left(\begin{array}{cc}
e^{-i m \theta} & 0 \\
0 & e^{i m \theta}
\end{array}\right)
$$

Inserting this in formula (2), and performing the change of variable $\phi=m \theta$, we have, using the $2 \pi$ periodicity of $e^{i \phi}$, formulas (3a) and (3b), with $\phi$ appearing for $\theta$, so that what we did for the fundamental representation holds for any representation of $\mathrm{SO}(2)$.

We have therefore proved, for any representation of $\mathrm{SO}(2)$, that any vector of any order is the gradient of a scalar.

This implies, of course, that for any system with $\mathrm{SO}(2)$ symmetry, the bifurcation equation is a gradient equation.

Now we pass to the case $\mathscr{G}=\mathrm{SO}(3)$. The representations of $\mathrm{SO}(3)$ will be indicated by $D^{\prime}$, their dimension being $(2 l+1)$, and $D^{0}$ being the identity representation.

We consider at first the fundamental representation, i.e., the three-dimensional representation $D^{1}$. Formula (2) gives now

$$
\begin{align*}
I^{(0)}= & \frac{1}{2 \pi} \int_{0}^{2 \pi}(1-\cos \theta) \\
& \times\left[\left(1-z e^{-i \theta}\right)(1-z)\left(1-z e^{i \theta}\right)\right]^{-1} d \theta  \tag{6a}\\
I^{(1)}= & \frac{1}{2 \pi} \int_{0}^{2 \pi}(1-\cos \theta)\left[\left(1-z e^{-i \theta}\right)(1-z)\left(1-z e^{i \theta}\right)\right]^{-1} \\
& \times\left(e^{-i \theta}+1+e^{i \theta}\right) d \theta, \tag{6b}
\end{align*}
$$

after transformation to complex integrals on the unit circle we get

$$
\begin{align*}
I^{(0)}= & -\frac{1}{4 \pi i} \int(1-\omega)^{2}[\omega(\omega-z)(1-z)(1-z \omega)]^{-1} d \omega  \tag{7a}\\
I^{(1)}= & \frac{-1}{4 \pi i} \int(1-\omega)^{2}\left(1+\omega+\omega^{2}\right) \\
& \times\left[\omega^{2}(\omega-z)(1-z)(1-z \omega)\right]^{-1} d \omega \tag{7b}
\end{align*}
$$

Evaluation through the residue formula yields for these

$$
\begin{align*}
& I^{(0)}=\sum_{n=0}^{\infty} z^{2 n},  \tag{8a}\\
& I^{(1)}=\sum_{n=0}^{\infty} z^{(2 n+1)}, \tag{8b}
\end{align*}
$$

and the same considerations apply as in the $\mathrm{SO}(2)$ case treated above, so that for the fundamental representation of $\mathrm{SO}(3)$ any vector of any order is the gradient of a scalar.

Now we note that, in order to prove gradient property at order $N$ (namely for vectors of order $N$ ), it suffices in general to prove that the number of (completely symmetric independent) vectors of order $N$ is equal to the number of (completely symmetric independent) scalars of order $N+1$. In fact, the gradient of a scalar is surely a vector, and gradients of independent scalars are themselves independent; and all the vectors of order $N$ are, therefore, in this case, gradients of scalars of order $N+1$. Consider now the product $\left[\left(\Gamma^{\mu}\right)^{N}\right]_{S}$. The multiplicity of vectors and scalars is given, as said be-
fore, by the coefficients $c_{N}^{(\mu)}$ and $c_{N}^{(0)}$ in

$$
\begin{aligned}
& I^{(\mu)}=\int \operatorname{det}[1-z \Gamma(g)]^{-1} \overline{\chi^{(\mu)}(g)} d v(g)=\sum c_{N}^{\mu} z^{N} \\
& I^{(0)}=\int \operatorname{det}[1-z \Gamma(g)]^{-1} d v(g)=\sum c_{N}^{(0)} z^{N}
\end{aligned}
$$

Therefore the gradient property holds for the representation $\Gamma^{\mu}$ at order $N$ if and only if

$$
\begin{equation*}
c_{N}^{(\mu)}=c_{N+1}^{(0)} . \tag{9}
\end{equation*}
$$

Now we wish to consider the general case for $\mathscr{G}=\mathrm{SO}(3)$, namely, in the language used just above, that in which $\Gamma$ is any of the $D^{\prime \prime}$ s. The integrals $I^{(0)}$ and $I^{(l)}$ will be written

$$
\begin{align*}
I^{(0)}= & \frac{1}{2 \pi} \int_{0}^{2 \pi}(1-\cos \theta)\left(\prod_{m=-1}^{l}\left(1-z e^{i \theta}\right)\right)^{-1} d \theta \\
I^{(l)}= & \frac{1}{2 \pi} \int_{0}^{2 \pi}(1-\cos \theta)\left(\sum_{m=-1}^{l} e^{i m \theta}\right)  \tag{10a}\\
& \times\left(\prod_{m=-1}^{l}\left(1-z e^{i \theta}\right)\right)^{-1} d \theta \tag{10b}
\end{align*}
$$

Now, using the fact that

$$
\begin{equation*}
(1-\cos \theta) \sum_{m=-1}^{l} e^{i m \theta}=\cos (l \theta)-\cos [(l+1) \theta] \tag{11}
\end{equation*}
$$

and writing $S(\theta, z)=\Pi_{m=-1}^{l}\left(1-z e^{i m \theta}\right)^{-1}$ we write (10) as

$$
\begin{align*}
& I^{(0)}=\frac{1}{2 \pi} \int_{0}^{2 \pi}(1-\cos \theta) S(\theta, z) d \theta  \tag{12a}\\
& I^{(l)}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\{\cos (l \theta)-\cos [(l+1) \theta]\} S(\theta, z) d \theta \tag{12b}
\end{align*}
$$

Using the formula for geometrical series we get

$$
\begin{aligned}
S(\theta, z) & =\prod_{m=-l}^{l}\left(1-z e^{i m \theta}\right)^{-1}=\prod_{m=-l}^{l} \sum_{n_{m}=0}^{\infty}\left(z e^{i m \theta}\right)^{n_{m}} \\
& =\sum_{n_{-}-\cdots, n_{l}=0}^{\infty} z^{a} e^{b} \\
& =\sum_{N, S} \sigma(N, l, S) z^{N} e^{i S \theta}, \\
& a=\sum_{k} n_{k}, \quad b=\sum_{k} k n_{k} \theta, \quad k=-l, \ldots l
\end{aligned}
$$

and where $\sigma(N, l, S)$ is the number of possible ways of arranging $2 l+1$ integer positive numbers $n_{k}, k=-l, \ldots, l$ so that

$$
\sum_{k=-1}^{l} n_{k}=N, \quad \sum_{k=-1}^{l} k n_{k}=S
$$

Now we can rewrite (12) as

$$
\begin{align*}
I^{(0)}= & \frac{1}{2 \pi} \sum_{N} z^{N} \int_{0}^{2 \pi}(1-\cos \theta) \sum_{S} \sigma(N, l, S) e^{i S \theta} d \theta  \tag{13a}\\
I^{(l)}= & \frac{1}{2 \pi} \sum_{N} z^{N} \int_{0}^{2 \pi}\{\cos (l \theta)-\cos [(l+1) \theta]\} \\
& \times \sum_{S} \sigma(N, l, S) e^{i S \theta} d \theta \tag{13b}
\end{align*}
$$

which, using the orthogonality property of Fourier basis in [ $0,2 \pi$ ], gives finally

$$
\begin{align*}
& I^{(0)}=\sum_{N}[\sigma(N, l, 0)-\sigma(N, l, 1)] z^{N}=\sum_{N} c_{N}^{(0)} z^{N}  \tag{14a}\\
& I^{(l)}=\sum_{N}[\sigma(N, l, l)-\sigma(N, l, l+1)] z^{N}=\sum_{N} c_{N}^{(l)} z^{N} \tag{14b}
\end{align*}
$$

so that we can give a simple necessary and sufficient condition in order to have the gradient property holding for vectors of order $N$ following $D^{\prime}$ representation, namely it holds if and only if
$\sigma(N+1, l, 0)-\sigma(N+1, l, 1)=\sigma(n, l, l)-\sigma(N, l, l+1)$.
By the way, during this computation we have proved that the multiplicity of $D^{s}$ in the symmetrized product $\left\{\left(D^{l}\right)^{N}\right\}_{S}$ is given by

$$
\begin{equation*}
\sigma(N, l, S)-\sigma(N, l, S+1) \tag{16}
\end{equation*}
$$

As a check for our result, we notice that, for $l=1$, we have

$$
\begin{align*}
& \sigma(N+1, l, 0)=[(N+1) / 2+1] \\
& \sigma(N+1, l, 1)=[N / 2+1] \\
& \sigma(N, l, l)=[(N-1) / 2+1]  \tag{17}\\
& \sigma(N, l, l+1)=[N / 2]
\end{align*}
$$

where the square brackets mean integer part. It is immediate to see that in this case Eq. (15) is satisfied at any order, so we have anew the result obtained before by direct computation, namely that the gradient property holds at any order for the fundamental representation of $\mathrm{SO}(3)$.

In order to show our result is not trivial, and it really gives a useful criterion and not one which is always (or never) satisfied, we consider here the case $l=2$. Using the usual technique to evaluate the integrals $I^{(0)}$ and $I^{(2)}$ given by

$$
\begin{aligned}
I^{(0)}= & \frac{1}{2 \pi} \int_{0}^{2 \pi}(1-\cos \theta)\left(\prod_{m=-2}^{2}\left(1-z e^{i m \theta}\right)\right)^{-1} d \theta \\
I^{(2)}= & \frac{1}{2 \pi} \int_{0}^{2 \pi}(1-\cos \theta)\left(\prod_{m=-2}^{2}\left(1-z e^{i m \theta}\right)\right)^{-1} \\
& \times\left(\sum_{m=-2}^{2} e^{i m \theta}\right) d \theta
\end{aligned}
$$

we get

$$
\begin{equation*}
I^{(0)}=\sum_{N} c_{N}^{(0)} z^{N}=\left[\left(1-z^{2}\right)\left(1-z^{3}\right)\right]^{-1}, \tag{18a}
\end{equation*}
$$

$I^{(2)}=\sum_{N} c_{N}^{(2)} z^{N}=z\left[(1-z)\left(1-z^{3}\right)\right]^{-1}$,
so that at first orders we have the following situation:

| $N$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $c_{N}^{(2)}$ | 1 | 1 | 1 | 2 | 2 | 2 | 3 |
| $c_{N+1}^{(0)}$ | 1 | 1 | 1 | 1 | 2 | 1 | 2 |.

Also, we have that at order 4 the gradient property is not true, but it is true again at order 5.

We recall that for $N \leqslant 3$, it has been shown ${ }^{1,2}$ that the gradient property holds for any $D^{l}$. The table above shows it is not possible to extend those results in such a generality.

In the case $l=2$ it is easy to convince oneself, from (18), that the gradient property does not hold for $N>5$. It is natural to ask if it is possible to give a function of $l, F(l)$, such that gradient property for the representation $D^{\prime}$ does not hold at order $N$ for any $N>F(l)$.

As for what concerns the bifurcation equation, we have that (a) for any system with $S O$ (3) symmetry, the reduced bifurcation equation up to order 3 is a gradient equation ${ }^{1,2}$; (b) if $\mathbf{S O}(3)$ acts on the space in which the bifurcation equation acts through the three-dimensional representation $D^{1}$, the full bifurcation equation is a gradient equation; and (c) if $\mathrm{SO}(3)$ acts on the space in which the bifurcation equation acts through another representation $D^{\prime}$, the gradient property holds for reduced bifurcation equations up to order $M$ if for any order $N$ at which we have nonvanishing terms, with $N \leqslant M$, condition (15) is satisfied.

In the case of systems with $\mathrm{SO}(2)$ symmetry, as we showed before, the bifurcation equation is always a gradient equation.
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#### Abstract

In this paper we discuss certain aspects of the theory of Verma submodules of Verma modules of simple Lie algebra. We describe a simple algorithm for the complete determination of the highest weights which are associated with the Verma submodules. Moreover, we give the proof for a method which permits an explicit determination of the extremal vectors which define the Verma submodules. For the case of the simple Lie algebra $A_{l}$ the Verma modules are obtained in explicit form.


PACS numbers: $02.20 .+\mathrm{b}$

## 1. INTRODUCTION

In this paper we discuss certain aspects of the theory of Verma modules of simple Lie algebras. By making use of the fundamental results of Verma's theory as given by Verma ${ }^{1}$ and Bernshtein, Gel'fand, and Gel'fand ${ }^{2}$ we obtain an algorithm for the determination of the weights which are associated with the extremal vectors which define the Verma submodules. This algorithm is discussed in detail for the case of the simple Lie algebras $A_{l}$.

In Ref. 3 it was observed that the extremal vectors which define the Verma submodules factorize. Based upon this fact we make use of Verma's theory to prove the factorization of the extremal vectors for the general case of a simple Lie algebra. It is shown that every extremal vector can be obtained in the form of a product of simple extremal vectors. That is, every extremal vector is given as a product of extremal vectors each of which belongs to a Verma submodule $V_{M} \subset V_{A}$ whose weight $M$ is related to the weight $\Lambda$ of another Verma submodule $V_{A}$ by a single reflection $S_{\alpha}$ where $\alpha$ is a (positive) root of the algebra. If $S_{\alpha}$ is a reflection which corresponds to a nonsimple root then $S_{\alpha}$ can be broken up into a product of an odd number of reflections on simple roots. Thus the extremal vector will be the product of simple root vectors. If a simple root vector has negative power for some stage one can also define the extremal vector formally, by the product of simple root vectors with possible negative powers and then obtain its expression in terms of the basis vectors by simple commutation relations.

This then permits an explicit determination of the extremal vectors which define the Verma submodules of the Verma modules of the simple Lie algebras. The method employed is again an algorithm and thus a given extremal vector is constructed in stages from previously constructed extremal vectors. The extremal vectors which are obtained in this manner are in general not in standard form. Use has to be made of the Lie products to bring them into standard form and thus the extremal vector is in general obtained as a nontrivial linear combination over the basis elements of the weight subspace associated with it.

[^4]As an additional result we determine in this paper the Verma modules for the case of the simple Lie algebras $A_{I}$ in explicit form.

## 2. THE LIE ALGEBRA $A$, AND ITS UNIVERSAL ENVELOPING ALGEBRA

Let $A_{l}$ denote the complex simplex Lie algebra, which corresponds to the group $\mathrm{SU}(l+1)$. In its Cartan canonical form a basis is given by the elements

$$
\begin{aligned}
& h_{i} \equiv e_{i i}, \quad i=1,2, \ldots, l+1, \sum_{i=1}^{l+1} h_{i}=0, \\
& { }_{i} f_{j} \equiv e_{i j}, \quad i \neq j, \quad i, j=1,2, \ldots, l+1
\end{aligned}
$$

where $e_{i j}$ represents the matrix with 1 in the position $(i j)$ and zero elsewhere; the $h_{i}$ are the diagonal elements of the Cartan subalgebra, the ${ }_{i} f_{j}$ denote the root vector associated to the root $e_{i}-e_{j}$, and the $e_{i}$ denote the Cartesian basis in the $(l+1)$-dimensional root space. A suffix to the left of the root vector ${ }_{i} f_{j}$ indicates that the $i$-component of the root is +1 ; while a suffix to the right indicates that the $j$-component of the root is -1 . Obviously $i<j$ holds for the positive roots and $i>j$ for the negative ones.

The vectors $h_{i}, f_{j}$ satisfy the Lie products

$$
\begin{align*}
& {\left[h_{i}, h_{j}\right]=0, \quad i, j=1,2, \ldots, l+1,} \\
& {\left[h_{i},{ }_{j} f_{k}\right]=\delta_{i j j} f_{k}-\delta_{i k j} f_{k},}  \tag{1}\\
& {\left[{ }_{i} f_{j},{ }_{k} f_{l}\right]=\delta_{j k i} f_{l}-\delta_{i l k} f_{j} .}
\end{align*}
$$

According to the Poincaré-Birkchoff-Witt theorem a basis for the universal enveloping algebra of $A_{l}$ can be chosen as the following set of ordered tensor products of the vectors $h_{i}$ and $_{i} f_{j}$, namely,

$$
\begin{equation*}
\Omega:\left\{1,{ }_{2} f_{1}^{m}{ }_{3} f_{1}^{n} \cdots_{1} f_{21}^{r} f_{3}^{s} \cdots h_{1}^{t} h_{2}^{u} \cdots\right\} \tag{2}
\end{equation*}
$$

where $m, n, r, s, r, t, u \cdots$ are nonnegative integers, not equal to zero simultaneously. The symbol 1 represents the identity element of the enveloping algebra, i.e., for all exponents equal to zero.

The basis for the universal enveloping algebra can be written as

$$
\Omega=\Omega_{-} \Omega_{+} \Omega_{H}
$$

where $\Omega_{-}$is the enveloping algebra of the vectors ${ }_{i} f_{j}(i>j)$ associated with the negative roots, $\Omega_{+}$is the enveloping algebra of the vectors ${ }_{i} f_{j}(i<j)$ associated with the positive roots, and $\Omega_{H}$ is the enveloping algebra of the elements $h_{i}$ of the Cartan subalgebra.

It is easy to prove by induction in the algebra $\Omega$ the following commutation relations

$$
\begin{align*}
& {\left[h_{i}, j f_{k}^{m}\right]=m\left(\delta_{i j j} f_{k}^{m}-\delta_{i k j} f_{k}^{m}\right),} \\
& {\left[f_{k} f_{k, k} f_{j}^{m}\right]=m_{k} f_{j}^{m-1}\left(h_{j}-h_{k}-m+1\right),}  \tag{3}\\
& {\left[i_{j} ; k f_{l}^{m}\right]=m_{k} f_{l}^{m-1}\left(\delta_{j k i} f_{l}-\delta_{i k} f_{j}\right) .}
\end{align*}
$$

## 3. REPRESENTATIONS OF $A_{\text {, }}$ IN THE SUBSPACE $\Omega_{+}$

Let us define a basis for the enveloping subalgebra of all the vectors associated with positive roots. This basis is contained in (2) if we take all the exponents of the vectors $h_{i}$ and ${ }_{i} f_{j}(i>j)$ equal to zero and then choose an arbitrary, but fixed, order product for the vectors ${ }_{i} f_{j}(i<j)$. For the sake of simplicity we choose the following ordering for our basis in $\Omega_{+}$:

$$
\begin{align*}
& f_{2}^{m_{12}} f_{3}^{m_{13} \ldots ._{1}} f_{n}^{m_{1 n}}{ }_{2} f_{3}^{m_{23}} f_{4}^{m_{24}, \ldots_{2}} f_{n}^{m_{2 n} \ldots{ }_{n-1}} f_{n}^{m_{n-1}, n} \\
\equiv & X\left(m_{12}, m_{13}, \ldots, m_{1 n}, m_{23}, m_{24}, \ldots, m_{2 n}, \ldots, m_{n-1, n}\right), \tag{4}
\end{align*}
$$

where $n=l+1$, and the exponents $m_{i j}$ are nonnegative integers. The identity element 1 corresponds to the zero value for all the exponents. This basis defines a subspace of $\Omega$, where a linear representation $\rho$ of the elements of the algebra $A_{l}$ can be defined with the condition

$$
\begin{align*}
& \rho\left(h_{i}\right) \mathbb{1}=\Lambda_{i} \mathbb{1}, \quad \Lambda_{i} \in \mathbb{C}, \quad \sum_{i=1}^{l+1} \Lambda_{i}=0 \\
& \rho\left(f_{i}\right) \mathbb{1}=0, \quad i>j, \quad i, j=1,2, \ldots, l+1 \tag{5}
\end{align*}
$$

A straight-forward calculation with the help of relations (3) and conditions (5) gives the following linear representations for the elements of the Cartan subalgebra $h_{i}$ and the root vectors ${ }_{i} f_{j}$ associated with the simple roots:

$$
\begin{aligned}
& \rho\left(h_{1}\right) X\left(m_{12}, m_{13}, \ldots\right) \\
& \quad=\left(\Lambda_{1}+m_{12}+m_{13}+\cdots+m_{1 n}\right) X\left(m_{12}, m_{13}, \ldots\right), \\
& \rho\left(h_{2}\right) X\left(m_{12}, m_{13}, \ldots\right) \\
& =\left(\Lambda_{2}-m_{12}+m_{23}+m_{24}+\cdots+m_{2 n}\right) X\left(m_{12}, m_{13}, \ldots\right), \\
& \rho\left(h_{n}\right) X\left(m_{12}, m_{13}, \ldots\right) \\
& =\left(\Lambda_{n}-m_{1 n}-m_{2 n}-\ldots-m_{n-1, n}\right) X\left(m_{12}, m_{13}, \ldots\right) ; \\
& \begin{aligned}
\rho\left(1_{1} f_{2}\right) X\left(m_{12}, m_{13}, \ldots\right)=X\left(m_{12}+1, m_{13}, \ldots\right), \\
\rho\left({ }_{2} f_{3}\right) X\left(m_{12}, m_{13}, \ldots\right)=X\left(m_{12}, m_{13}, \ldots, m_{1 n}, m_{23}+1, m_{24}, \ldots\right)
\end{aligned} \\
& \quad \quad-m_{12} X\left(m_{12}-1, m_{13}+1, m_{14}, \ldots\right), \\
& \left.\rho l_{3} f_{4}\right) X\left(m_{12}, m_{13}, \ldots\right) \quad \\
& \quad=X\left(m_{12}, \ldots, m_{1 n}, m_{23}, \ldots, m_{2 n}, m_{34}+1, \ldots\right) \\
& \quad \quad-m_{13} X\left(m_{12}, m_{13}-1, m_{14}+1, m_{15}, \ldots\right) \\
& \quad-m_{23} X\left(m_{12}, \ldots, m_{1 n}, m_{23}-1, m_{24}+1, m_{25}, \ldots\right),
\end{aligned}
$$

$$
\vdots
$$

$$
\begin{array}{rl}
\rho l_{n-1} f_{n} & X\left(m_{12}, m_{13}, \ldots\right) \\
= & X\left(m_{12}, m_{13}, \ldots, m_{n-2, n}, m_{n-1, n}+1\right) \\
& -m_{1, n-1} X\left(m_{12}, \ldots, m_{1, n-1}-1, m_{1 n}+1, m_{23}, \ldots\right) \\
& -m_{2, n-1} X\left(m_{12}, \ldots, m_{2, n-1}-1, m_{2 n}+1, m_{34}, \ldots\right) \\
\vdots \\
& -m_{n-2, n-1} X\left(m_{12}, \ldots, m_{n-2, n-1}-1,\right. \\
& \left.m_{n-2, n}+1, m_{n-1, n}\right) ; \\
\rho\left({ }_{2} f_{1}\right) X\left(m_{12}, m_{13}, \ldots\right) \\
= & m_{12}\left(\Lambda_{2}-\Lambda_{1}+1+m_{23}+m_{24}+\cdots+m_{2 n}\right. \\
& \left.-m_{12}-m_{13}-\cdots-m_{1 n}\right) X\left(m_{12}-1, m_{13}, \ldots\right) \\
& +m_{13} X\left(m_{12}, m_{13}-1, \ldots, m_{1 n}, m_{23}+1, \ldots\right) \\
& +\ldots \\
& +m_{1 n} X\left(m_{12}, \ldots, m_{1 n}-1, \ldots, m_{2 n}+1, \ldots\right), \\
\rho\left(_{3} f_{2}\right) X( & \left.m_{12}, m_{13}, \ldots\right) \\
= & -m_{13} X\left(m_{12}+1, m_{13}-1, m_{14}, \ldots\right) \\
& +m_{23}\left(\Lambda_{3}-\Lambda_{2}+1+m_{34}+m_{35}+\cdots+m_{3 n}\right. \\
& \left.-m_{23}-m_{24}-\ldots-m_{2 n}\right) X\left(m_{12}, \ldots, m_{23}-1, \ldots\right) \\
& +m_{24} X\left(m_{12}, \ldots, m_{23}, m_{24}-1, \ldots, m_{34}+1, \ldots\right) \\
& +\cdots+m_{2 n} X\left(m_{12}, \ldots, m_{1 n}, m_{23}, \ldots, m_{2 n}-1,\right. \\
& \left.m_{34}, \ldots, m_{3 n}+1, \ldots\right),
\end{array}
$$

$$
\begin{align*}
\rho\left(f_{n} f_{n-1}\right. & ) X\left(m_{12}, m_{13}, \ldots\right) \\
= & -m_{1 n} X\left(m_{12}, \ldots, m_{1, n-1}+1, m_{1 n}-1, m_{23}, \ldots\right) \\
& -m_{2 n} X\left(m_{12}, \ldots, m_{23}, \ldots, m_{2, n-1}+1, m_{2 n}+1, \ldots\right) \\
& -\cdots-m_{n-2, n} X\left(m_{12}, \ldots, m_{n-2, n-1}+1,\right. \\
& \left.m_{n-2, n}-1, \ldots\right) \\
& -\cdots+m_{n-1, n}\left(\Lambda_{n}-\Lambda_{n-1}+1-m_{n-1, n}\right) \\
& \times X\left(m_{12}, \ldots, m_{n-1, n}-1\right) . \tag{6}
\end{align*}
$$

For the rest of the vectors with positive roots we can use the following relations:
${ }_{j} f_{k}=\left[\left[\left[\cdots\left[{ }_{j} f_{j+1, j+1} f_{j+2}\right]_{y_{j+2}} f_{j+3}\right], \ldots\right],_{k-1} f_{k}\right]$.
These representations are called elementary representations on the subspace $\Omega_{+}$and are either irreducible or reducible and indecomposible. They have by definition an extremal vector $\mathbb{1}$, but they can have additional extreme vectors and, if this is the case, these extremal vectors will induce invariant subspaces. The invariant subspaces themselves serve as carrier spaces for elementary subrepresentations. Besides, other types of representations can be obtained on the quotient space with respect to the invariant subspaces. The general method to calculate the extremal vectors will be given in the following section.

## 4. INVARIANT SUBSPACES ON $\Omega$

We can construct a basis for the enveloping algebra of the vectors associated with the negative roots and obtain the
linear representations of the elements of $A_{I}$ by the same method which we used in Sec. 3. In order to make applications to particular examples we restrict ourselves to the algebra $A_{3}$ and thereafter generalize to other simple algebras. We choose as our basis on $\Omega_{-}$the ordered product of vectors

$$
\begin{equation*}
{ }_{4} f_{34}^{l} f_{2}^{m}{ }_{4} f_{13}^{n} f_{23}^{r} f_{12}^{s} f_{1}^{t} \equiv X(l, m, n, r, s, t) \tag{7}
\end{equation*}
$$

with $l, m, n, r, s, t$ nonnegative integers, and the identity element 1 given by $l=m=n=r=s=t=0$.

If we impose the conditions
$\rho\left(h_{i}\right) \mathbf{1}=\Lambda_{i} 1, \quad \Lambda_{i} \in \mathbb{C}, \Lambda_{1}+\Lambda_{2}+\Lambda_{3}+\Lambda_{4}=0$,
$\rho\left({ }_{1} f_{2}\right) \mathbf{1}=\rho\left({ }_{2} f_{3}\right) \mathbf{1}=\rho\left({ }_{3} f_{4}\right) \mathbb{1}=0$,
then we can define an elementary representation for the vectors of the algebra $A_{3}$, namely,

$$
\begin{align*}
& \rho\left(h_{1}\right) X(l, m, n, r, s, t)=\left(\Lambda_{1}-n-s-t\right) X(l, m, n, r, s, t), \\
& \rho\left(h_{2}\right) X(l, m, n, r, s, t)=\left(\Lambda_{2}-m-r+t\right) X(l, m, n, r, s, t), \\
& \rho\left(h_{3}\right) X(l, m, n, r, s, t)=\left(\Lambda_{3}-l+r+s\right) X(l, m, n, r, s, t), \\
& \rho\left(h_{4}\right) X(l, m, n, r, s, t)=\left(\Lambda_{4}+l+m+n\right) X(l, m, n, r, s, t), \\
& \rho\left({ }_{2} f_{1}\right) X(l, m, n, r, s, t) \\
& =X(l, m, n, r, s, t+1)-r X(l, m, n, r-1, s+1, t) \\
& -m X(l, m-1, n+1, r, s, t), \\
& \rho\left({ }_{3} f_{2}\right) X(l, m, n, r, s, t)=X(l, m, n, r+1, s, t) \\
& -l X(l-1, m+1, r, s, t), \\
& \left.\rho_{4} f_{3}\right) X(l, m, n, r, s, t)=X(l+1, m, n, r, s, t), \\
& \rho\left({ }_{1} f_{2}\right) X(l, m, n, r, s, t) \\
& =t\left(\Lambda_{1}-\Lambda_{2}+1-t\right) X\left(l, m, n, r_{,}, t-1\right) \\
& -n X(l, m+1, n-1, r, s, t)-s X(l, m, n, r+1, s-1, t), \\
& \rho\left({ }_{2} f_{3}\right) X(l, m, n, r, s, t) \\
& =r\left(\Lambda_{2}-\Lambda_{3}+1-r-s+t\right) X(l, m, n, r-1, s, t) \\
& -m X(l+1, m-1, n, r, s, t)+s X(l, m, n, r, s-1, t+1), \\
& \rho\left({ }_{3} f_{4}\right) X\left(l, m, n, r_{r}, s, t\right) \\
& =l\left(\Lambda_{3}-\Lambda_{4}+1-l-m-n+r+s\right) \\
& \times X(l-1, m, n, r, s, t)+m X(l, m-1, n, r+1, s, t) \\
& +n X(l, m, n-1, r, s+1, t) \text {. } \tag{9}
\end{align*}
$$

An extremal vector $Y \in \Omega_{-}$is defined by the conditions

$$
\begin{equation*}
\rho\left({ }_{1} f_{2}\right) Y=\rho\left({ }_{2} f_{3}\right) Y=\rho\left({ }_{3} f_{4}\right) Y=0 \tag{10}
\end{equation*}
$$

and the corresponding weight $M=\left(M_{1}, M_{2}, M_{3}, M_{4}\right)$ by

$$
\begin{equation*}
\rho\left(h_{i}\right) Y=M_{i} Y, \quad M_{1}+M_{2}+M_{3}+M_{4}=0 . \tag{11}
\end{equation*}
$$

From (9) and (10) we find the most simple solutions for the extremal vectors, namely,
(i) $t=\Lambda_{1}-\Lambda_{2}+1, \quad l=m=n=r=s=0$,
$Y={ }_{2} f_{1}^{\Lambda_{1}-\Lambda_{2}+1}$,
(ii) $r=\Lambda_{2}-\Lambda_{3}+1, \quad l=m=n=s=t=0$,
$Y={ }_{3} f_{2}^{\Lambda_{2}-\Lambda_{3}+1}$,
(iii) $l=\Lambda_{3}-\Lambda_{4}+1, \quad m=n=r=s=t=0$, $Y={ }_{4} f_{3}^{A_{3}-A_{4}+1}$.
From (9) and (11) we obtain for the corresponding weights (we write $M_{\mathrm{I}} \equiv \Lambda$ )
(i) $M_{\text {II }}=\left(\Lambda_{2}-1, \Lambda_{1}+1, \Lambda_{3}, \Lambda_{4}\right)$,
(ii) $M_{\mathrm{III}}=\left(\Lambda_{1}, \Lambda_{3}-1, \Lambda_{2}+1, \Lambda_{4}\right)$,
(iii) $M_{\mathrm{IV}}=\left(\Lambda_{1}, \Lambda_{2}, \Lambda_{4}-1, \Lambda_{3}+1\right)$.

In order to calculate other extremal vectors we could apply conditions (10) to a general element of $\Omega_{-}$given as a linear combination of basis vectors with the same weight, as has been worked out by Gruber, Klimyk and Smirnov ${ }^{3}$ for the algebra $A_{2}$. Instead, we will use another method which is based on properties of extremal vectors given in the same work. Suppose we know some extremal vector $Z_{1} \in \Omega_{-}$, which defines an ideal $I_{1} \subset \Omega_{-}$. If the weight associated with $Z_{1}$ is $M_{1}$, we can take $M_{1}$ as the highest weight of an elementary representation defined on the ideal $I_{1}=\Omega_{-} Z_{1}$. If this representation contains another extremal vector $Z_{2}$ with associate weight $M_{2}$, we can construct this new subrepresentation on the ideal $I_{2}=\Omega_{-} Z_{2}$ with highest weight $M_{2}$, and so on. If we have a sequence of ideals
$I_{i} \subset I_{i-1} \subset \ldots \subset I_{2} \subset I_{1} \subset \Omega_{-}$, the extremal vectors defining the ideal $I_{i}$ as a subspace of $I_{i-1}$ will be $Z_{i}$, and as a consequence the vector

$$
\begin{equation*}
Y_{i}=Z_{i} Z_{i-1} \cdots Z_{2} Z_{1} \tag{12}
\end{equation*}
$$

will be an extremal vector with respect to the whole space $\boldsymbol{\Omega}_{-}$. An example of this inclusion relation among ideals and the defining extremal vectors is given in Ref. 3.

In our case, we can apply the conditions (i), (ii), and (iii) to the representation defined by the weight $M_{\text {II }}$ substituting $\Lambda$ by $M_{\text {II }}$ in (9), and thus we will obtain
(iv) $r=\Lambda_{1}-\Lambda_{3}+2, \quad l=m=n=s=t=0$,

$$
Y={ }_{3} f_{2}^{\Lambda_{1}-\Lambda_{3}+2}
$$

with

$$
M_{\mathrm{v}}=\left(\Lambda_{2}-1, \Lambda_{3}-1, \Lambda_{1}+2, \Lambda_{4}\right),
$$

(v) $l=\Lambda_{3}-\Lambda_{4}+1, \quad m=n=r=s=t=0$,

$$
Y={ }_{4} f_{3}^{\Lambda_{3}-\Lambda_{4}+1}
$$

with

$$
M_{\mathrm{VI}}=\left(\Lambda_{2}-1, \Lambda_{1}+1, \Lambda_{4}-1, \Lambda_{3}+1\right) .
$$

Cases (iv) and (v) will give the following extremal vectors with respect to $\Omega_{-}$:
(iv) $M_{\mathrm{V}}: Y={ }_{3} f_{2}^{\Lambda_{1}-A_{3}+{ }_{2}} f_{1}^{\Lambda_{1}-\Lambda_{2}+1}$,
(v) $M_{\mathrm{VI}}: Y={ }_{4} f_{3}^{\Lambda_{3}-\Lambda_{4}+{ }_{2}} f_{1}^{\Lambda_{1}-\Lambda_{2}+1}$.

The same calculation can be applied to $M_{\text {III }}$ and $M_{\text {IV }}$. In Table I we give all the extremal vectors of $A_{3}$ and their weights using this method. In order that an extremal vector exists it is necessary that in each step the values $t, r, l$ should be given by nonnegative integers. This is equivalent to saying that each weight $M$ should satisfy
$M=\Lambda+l \beta_{43}+m \beta_{42}+n \beta_{41}+r \beta_{32}+s \beta_{31}+t \beta_{21}$,
$l, m, n, r, s, t$, being nonnegative integers and $\beta_{i j}$ the negative roots.

It will be shown in Sec. 5 that all weights obtained by this method form a subset of the set of weights defined by

$$
\begin{equation*}
M=S(\Lambda+R)-R \tag{14}
\end{equation*}
$$

where $R$ is half the sum of all positive roots of $A_{3}$ and $S$

represents an element of the Weyl group for $A_{3}$. In fact, the cases (i), (ii), and (iii) correspond to the reflections of the weight $\Lambda+R$ on the hyperplanes perpendicular to the simple roots $e_{1}-e_{2}, e_{2}-e_{3}, e_{3}-e_{4}$, respectively. If the representation defined by the highest weight $\Lambda$ satisfies condition (13) an invariant subspace is obtained and the representation is indecomposable. If there is no $\Lambda$ such that (13) is satisfied then the representation is irreducible.

The method we have outlined in order to calculate the extremal vectors for $A_{3}$ can be generalized easily to all the algebras $A_{l}$, and similar tables as Table I can be calculated by the following algorithm:
(i) Given a particular highest weight
$\Lambda=\left(\Lambda_{1}, \Lambda_{2}, \ldots, \Lambda_{t+1}\right)$ of the algebra $A_{l}$, with $\Lambda_{1}+\Lambda_{2}+\cdots+\Lambda_{l+1}=0$, we can immediately write down the $l$ weights $M_{\mathrm{II}}, M_{\mathrm{III}}, \ldots, M_{l}$ and extremal vectors corresponding to the simple roots of $A_{l}$ in the following way:

$$
\begin{aligned}
& M_{\mathrm{II}}=\left(\Lambda_{2}-1, \Lambda_{1}+1, \Lambda_{3}, \ldots, \Lambda_{l+1}\right), \\
& Y={ }_{2} f_{1}^{\Lambda_{1}-\Lambda_{2}+1}, \\
& M_{\mathrm{III}}=\left(\Lambda_{1}, \Lambda_{3}-1, \Lambda_{2}+1, \ldots, \Lambda_{l+1}\right), \\
& Y={ }_{3} f_{2}^{\Lambda_{2}-\Lambda_{3}+1}, \\
& M_{l}=\left(\Lambda_{1}, \Lambda_{2}, \ldots, \Lambda_{l+1}-1, \Lambda_{l}+1\right), \\
& Y={ }_{l+1} f_{l}^{\Lambda_{l}-\Lambda_{l+1}+1}
\end{aligned}
$$

provided that the exponents of the vectors are nonnegative integers. We call these the weights and vectors of the first layer.
(ii) Starting from each of the weights $M_{\mathrm{II}}, M_{\mathrm{III}}, \ldots, M_{l}$, we will obtain the weights and extremal vectors of the second layer provided the exponents are always nonnegative integers. It may happen that weights of the second layer will be obtained from different weights of the first layer, as can be seen in Table I.
(iii) From the second layer we calculate the weights and vectors of the third layer and so on until we exhaust all the possible weights. To each weight will correspond a vector which will be given with respect to $\Omega_{-}$(i.e., with respect to the space defined by $\Lambda$ ) by the product of all the extremal vectors given in each layer, taking care that the inclusion relation of the ideals, as explained in (12) must be taken in the correct order.
(iv) If the extremal vector obtained in this fashion does not have the chosen standard order in the basis for the algebra $A_{l}$, then it must be brought into standard order by making use of the commutation relations (3). Thus the extremal vectors will in general be given in the form of a nontrivial linear combination over basis elements which belong to a fixed weight subspace.

## 5. EXTREMAL VECTOR IN SIMPLE LIE ALGEBRAS

Let $L$ denote a simple Lie algebra of $\operatorname{rank} l$ with diagonal elements $H_{i}(i=1,2, \ldots, l)$ for its Cartan subalgebra, shift operators $E_{\alpha}$ associated with each positive root $\alpha$, and shift operators $E_{-\alpha}$ associated to each negative root; then the following canonical commutation relations hold:

$$
\begin{align*}
& {\left[H_{i}, E_{ \pm \alpha}\right]= \pm \alpha_{i} E_{ \pm \alpha}}  \tag{15}\\
& {\left[E_{\alpha}, E_{-\alpha}\right]=\sum_{i=1}^{l} \alpha_{i} H_{i} \equiv(\alpha, H)}
\end{align*}
$$

where $\alpha_{i}$ denotes the $i$ th component of the root $\alpha$.
We can construct an elementary representation $d_{A}$ defined on the subspace $\Omega_{-}$of the enveloping algebra of $L$, with basis

$$
\begin{equation*}
\Omega_{-}=\left\{1, E_{-\alpha}^{m} E_{-\beta}^{n} \cdots E_{-\delta}^{r}\right\} \tag{16}
\end{equation*}
$$

where $m, n, \ldots, r$ are nonnegative integers, and the following conditions hold:

TABLE II. Extremal vectors in simple algebras of rank 2.


$$
\rho\left(H_{i}\right) \mathbf{1}=\Lambda_{i} 1, \quad \Lambda_{i} \in \mathbb{C}, i=1,2, \ldots, l
$$

$\rho\left(E_{\alpha}\right) 1=0 \quad$ for all positive roots $\alpha$
An extremal vector is defined by those elements $Y$ of $d_{A}$ which satisfy

$$
\begin{equation*}
\rho\left(H_{i}\right) Y=M_{i} Y, \quad\left(M_{1}, M_{2}, \ldots, M_{l}\right)=M \tag{18}
\end{equation*}
$$

$\rho\left(E_{\alpha}\right) Y=0 \quad$ for all positive roots $\alpha$.
In order to construct the extremal vectors we start with those vectors whose weights correspond to simple roots of $L$.

Let $\Pi:\{\alpha, \beta, \ldots\}$ denote the set of simple roots. It is easy to prove by induction that the following commutation relations hold:

$$
\begin{align*}
& {\left[H_{i}, E_{ \pm \alpha}^{m}\right]= \pm \alpha_{i} E_{ \pm \alpha}^{m}} \\
& {\left[E_{\alpha}, E_{-\beta}^{m}\right]=m \delta_{\alpha \beta} E_{-\alpha}^{m-1}\left\{(\alpha, H)-\frac{1}{2}(m-1)(\alpha, \alpha)\right\}} \tag{19}
\end{align*}
$$

Suppose that $Y=E_{-\alpha}^{m}$ is an extremal vector. Applying (19) to conditions (18) and (17) one obtains

$$
m\left\{(\alpha, A)-\frac{1}{2}(m-1)(\alpha, \alpha)\right\} E_{-\alpha}^{m-1}=0
$$

Since $m=0$ gives the trivial solution $Y=1$, we get

$$
\begin{equation*}
m=2(\Lambda, \alpha) /(\alpha, \alpha)+1 \in \mathbb{N}, \quad \alpha \in I I \tag{20}
\end{equation*}
$$

as a condition that $E_{-\alpha}^{m}$ is an extremal vector, corresponding to the simple root $\alpha$. $\mathbf{N}$ denotes the set of all nonnegative integers.

The weight $M$, which is associated with this vector $Y$ is given by (18). One obtains with the help of (17)

$$
\rho\left(H_{i}\right) E_{-\alpha}^{m}=\left(\Lambda_{i}-(2(\Lambda, \alpha) /(\alpha, \alpha)) \alpha_{i}-\alpha_{i}\right) E_{-\alpha}^{m}
$$

or

$$
\begin{equation*}
M=\Lambda-(2(\Lambda, \alpha) /(\alpha, \alpha)) \alpha-\alpha \tag{21}
\end{equation*}
$$

Using the property $2(R, \alpha) /(\alpha, \alpha)=1$ for any simple root $\alpha$ and $R$ equal to half of the sum of all positive roots, we have

$$
M=\Lambda-\frac{2(\Lambda+R, \alpha)}{(\alpha, \alpha)} \alpha
$$

or

$$
\begin{equation*}
M=S_{\alpha}(\Lambda+R)-R \tag{22}
\end{equation*}
$$

where $S_{\alpha}$ denotes the Weyl reflection on that hyperplane which is perpendicular to the simple root $\alpha$.

In the same fashion as was done for the case of $A_{l}$ one can make use of an algorithm in order to calculate the extremal vectors for a given representation $d_{A}$ of any simple Lie algebra, using the different layers and inclusion relations among ideals generated by the extremal vectors.

In Table II we give the extremal vectors, the associate highest weights, and the inclusion relations among them for the simple Lie algebras of rank 2. We choose the following basis:

$$
\begin{array}{ll}
\text { In } A_{2}: & \alpha_{1}=(1,-1,0), \quad \alpha_{2}=(0,1,-1), \\
\text { In } B_{2}: & \alpha_{1}=(1,-1), \quad \alpha_{2}=(0,1), \\
\text { In } G_{2}: & \alpha_{1}=(1,-1,0), \quad \alpha_{2}=\frac{1}{3}(-1,2,-1)
\end{array}
$$

## 6. VERMA SUBMODULES OF VERMA MODULES

In the last section we have given a method to calculate the extremal vector of elementary representations; these extremal vectors will induce invariant subspaces and therefore elementary subrepresentations. These type of subrepresentations are called Verma submodules of Verma modules. ${ }^{1}$

The question now arises whether or not the method of the last section gives all possible extremal vectors and thus all the Verma submodules of a given Verma module (of highest weigth $\Lambda$ ) defined on the enveloping algebra of a simple Lie algebra. In order to answer this question we must recall a theorem proved by Bernshtein, Gel'fand, and Gel'fand. ${ }^{2,4}$

BGG theorem: Let $d_{A}$ and $d_{M}$ be two Verma modules of highest weights $\Lambda$ and $M$, respectively; the necessary and sufficient conditions that $d_{M}$ is contained in $d_{A}$ is that there exists a sequence of positive roots $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{k}$, such that they satisfy
(i) $M+R=S_{\gamma_{k}} \cdots S_{\gamma_{2}} \sigma_{\gamma_{1}}(\Lambda+R)$,
(ii) $2\left(S_{\gamma_{i-1}} \cdots S_{\gamma_{2}} S_{\gamma_{1}}(\Lambda+R), \gamma_{i}\right) /\left(\gamma_{i}, \gamma_{i}\right) \in \mathbb{N}$, where $S_{\gamma_{i}}$ is the Weyl reflection for $\gamma_{i}(i=1,2, \ldots, k), S_{\gamma_{\mathrm{o}}} \equiv 1$.

The BGG theorem gives a complete classification of the weights $M$ which correspond to all the possible extremal vectors $Y$. Thus, given a highest weight $\Lambda$, defining a Verma module, we can find all the positive roots that satisfy condition (ii) and the resulting weights $M$ obtained by (i) will give the Verma submodules. Starting from the weights $M$ we can find again all the positive roots satisfying condition (ii) and so we will obtain new weights from (i) defining new Verma submodules, and so on until all the possibilities are exhausted, since the Weyl group is finite.

Nevertheless the BGG theorem does not give the extremal vectors explicitly. We will now show how the extremal vectors can be obtained using the results of Sec. 5 . In order to do that it is sufficient to restrict ourselves to the use of one positive root $\gamma$ in the BGG theorem, with the conditions
(i) $M=S_{r}(\Lambda+R)-R$,
(ii) $2(\Lambda+R, \gamma) /(\gamma, \gamma) \equiv n \in \mathbb{N}$.

It is known ${ }^{5}$ that any element of the Weyl group can be decomposed in the product of simple reflections $S_{i}$ on the hyperplanes perpendicular to the simple roots $\alpha_{i}$ $(i=1,2, \ldots, l)$. Since the product of two reflections does not correspond to a reflection, the element $S_{\gamma}$ of the Weyl group must be equivalent to the product of an odd number of simple reflections.

For the sake of simplicity let us suppose that $S_{\gamma}$ is equivalent to the product of three simple reflections. We have two cases:
(A) The simple roots are all different: for instance, $S_{\gamma}=S_{3} S_{2} S_{1}$.

Define

$$
\begin{align*}
& m_{1}=\frac{2\left(\Lambda+R, \alpha_{1}\right)}{\left(\alpha_{1} \alpha_{1}\right)} \\
& m_{2}=\frac{2\left(S_{1}(\Lambda+R), \alpha_{2}\right)}{\left(\alpha_{2}, \alpha_{2}\right)}  \tag{23}\\
& m_{3}=\frac{2\left(S_{2} S_{1}(\Lambda+R), \alpha_{3}\right)}{\left(\alpha_{3}, \alpha_{3}\right)}
\end{align*}
$$

From condition (i) of the BGG theorem holds
$M=S_{3} S_{2} S_{1}(\Lambda+R)-R=\Lambda-m_{1} \alpha_{1}-m_{2} \alpha_{2}-m_{3} \alpha_{3}$.(24)
The last equation together with condition (ii) requires

$$
n \gamma=m_{1} \alpha_{1}+m_{2} \alpha_{2}+m_{3} \alpha_{3}
$$

Since the simple roots are linearly independent we must have

$$
\gamma=k_{1} \alpha_{1}+k_{2} \alpha_{2}+k_{3} \alpha_{3}, \quad k_{i} \in \mathbb{N}
$$

and therefore

$$
m_{1}=n k_{1}, \quad m_{2}=n k_{2}, \quad m_{3}=n k_{3}
$$

which means that $m_{1}, m_{2}, m_{3}$ are nonnegative integers. If we construct the vector

$$
\begin{equation*}
Y=E_{-\alpha_{3}}^{m_{3}} E_{-\alpha_{2}}^{m_{2}} E_{-\alpha_{1}}^{m_{1}} . \tag{25}
\end{equation*}
$$

with the associated weight $M$ given by (24), it can be proved that

$$
E_{\alpha_{1}} Y=E_{\alpha_{2}} Y=E_{\alpha_{3}} Y=0
$$

and therefore $Y$ is the extremal vector that satisfies conditions (i) and (ii).
(B) Two simple roots are equal: $S_{\gamma}=S_{1} S_{2} S_{1}$, say.

Define

$$
\begin{align*}
& m_{1}=\frac{2\left(\Lambda+R, \alpha_{1}\right)}{\left(\alpha_{1}, \alpha_{1}\right)} \\
& m_{2}=\frac{2\left(S_{1}(\Lambda+R), \alpha_{2}\right)}{\left(\alpha_{2}, \alpha_{2}\right)}  \tag{26}\\
& m_{3}=\frac{2\left(S_{2} S_{1}(\Lambda+R), \alpha_{1}\right)}{\left(\alpha_{1}, \alpha_{1}\right)} .
\end{align*}
$$

From condition (i) we have

$$
\begin{equation*}
M=\Lambda-m_{1} \alpha_{1}-m_{2} \alpha_{2}-m_{3} \alpha_{1} \tag{27}
\end{equation*}
$$

and from condition (ii) we have

$$
n \gamma=\left(m_{1}+m_{3}\right) \alpha_{1}+m_{2} \alpha_{2}
$$

therefore

$$
\gamma=k_{1} \alpha_{1}+k_{2} \alpha_{2}, \quad k_{1}, k_{2} \in \mathbb{N}
$$

or

$$
\begin{equation*}
m_{1}+m_{3}=n k_{1}, \quad m_{2}=n k_{2} . \tag{28}
\end{equation*}
$$

In this case $m_{1}$ and $m_{3}$ can be arbitrary numbers. From condition (ii) and Eq. (26) it can be proved that $m_{3}=0$ (trivial case) or $m_{3} \neq 0$ and

$$
\frac{k_{1}}{k_{2}}=-\frac{2\left(\alpha_{1}, \alpha_{2}\right)}{\left(\alpha_{1}, \alpha_{1}\right)} \equiv-A_{12} \in \mathbf{N}
$$

which, after substitution in (27) and (28), yields

$$
\begin{equation*}
\gamma=S_{1} \alpha_{2}, \quad m_{2}=n \tag{29}
\end{equation*}
$$

The most general vector satisfying (27) would be

$$
Y=\sum_{k=0}^{n} a_{k} E_{-\gamma}^{n-k} E_{-\alpha_{2}}^{k} E_{\alpha_{1}}^{\left(1+A_{12} \mid n-A_{12} k\right.} .
$$

The conditions on $Y$ to be an extremal vector lead to some recurrence relations for $a_{k}$, which is a function of $m_{1}, m_{2}, m_{3}$, and since these relations must stop, $m_{1}$ and $m_{3}$ should be integers. This fact has been proved explicitly in Ref. 3, Theorems 1 and 2, in the case of a Weyl reflection on $\gamma=(1,0,-1)$, where $m_{1}=\Lambda_{1}-\Lambda_{2}+1$ and $m_{3}=\Lambda_{2}-\Lambda_{3}+1$ are always integers. This property sim-
plifies the construction of the extremal vectors. If $m_{3}>0$, then the vector

$$
\begin{equation*}
Y=E_{-\alpha_{1}}^{m_{3}} E_{-\alpha_{2}}^{m_{2}} E_{-\alpha_{1}}^{m_{1}} \tag{30}
\end{equation*}
$$

satisfies (using (19) and (26))

$$
E_{\alpha_{1}} Y=E_{\alpha_{2}} Y=0
$$

If $m_{3}<0\left(m_{1}<0\right.$ is excluded because $\left.M<\Lambda\right)$ the vector $Y$ defined by

$$
\begin{equation*}
E-{ }_{-\alpha_{1}}^{m_{3}} Y=E_{-\alpha_{2}}^{m_{2}} E_{-\alpha_{1}}^{m_{1}} \tag{31}
\end{equation*}
$$

satisfies

$$
E_{-\alpha_{1}}^{-m_{3}} E_{\alpha_{1}} Y=E_{-\alpha_{1}}^{-m_{3}} E_{\alpha_{2}} Y=0
$$

and since $\Omega_{-}$has no divisors of zero (Ref. 2, Lemma 1)

$$
E_{\alpha_{1}} Y=E_{\alpha_{2}} Y=0
$$

The general case should be treated similarly. Suppose that there exists a positive root $\gamma$, not equal to a simple root, such that conditions (i) and (ii) of the BGG theorem are satisfied. Then, if

$$
S_{\gamma}=S_{i_{k}} \cdots S_{i_{2}} S_{i_{1}}
$$

we define

$$
\begin{align*}
& m_{1}=\frac{2\left(\Lambda+R, \alpha_{i_{1}}\right)}{\left(\alpha_{i_{1}}, \alpha_{i_{1}}\right)}, \\
& m_{2}=\frac{2\left(S_{1}(\Lambda+R), \alpha_{i_{2}}\right)}{\left(\alpha_{i_{2}}, \alpha_{i_{2}}\right)}  \tag{32}\\
& m_{k}=\frac{2\left(S_{i_{k-1}} \cdots S_{i_{2}} S_{i_{1}}(\Lambda+R), \alpha_{i_{k}}\right)}{\left(\alpha_{i_{k}}, \alpha_{i_{k}}\right)}
\end{align*}
$$

provided $S_{1}(\Lambda+R)-R<\Lambda$ and so on. Then

$$
\boldsymbol{M}=\boldsymbol{\Lambda}-m_{1} \alpha_{i_{1}}-m_{2} \alpha_{i_{2}}-\cdots-m_{k} \alpha_{i_{k}}=\Lambda-n \gamma .
$$

If some of the simple reflections are equal, the $m$ 's can be arbitrary numbers but the recurrence relations imply, as before, that they should be integers.

Another argument to prove that the $m$ 's are integer numbers is the following: The extremal vectors can be expressed always in terms of the (nonordered) products of simple root vectors. We choose for our extremal vector $Y$ a product of vectors corresponding to the simple roots which appear in the decomposition of $S_{\gamma}$ in terms of simple reflections, $E_{-\alpha_{i_{i}}}^{n_{k}} \cdots E_{-\alpha_{i_{1}}}^{n_{2}} E_{-\alpha_{i_{1}}}^{n_{1}}$. From the BGG theorem, if $M$ satisfies conditions (i) and (ii) an extremal vector must exist satisfying

$$
E_{\alpha_{1}} Y=E_{\alpha_{2}} Y=\cdots=E_{\alpha_{t}} Y=0
$$

This requires that the powers of the simple roots vectors, $n_{1}, n_{2}, \ldots, n_{k}$ must be equal to the coefficient $m$ 's given in (32), and therefore all the $m$ 's are integer numbers.

Since there are, in general, several descompositions of a Weyl reflection in terms of simple reflections, there will be different products of simple root vectors for the same extremal vector, but all these vectors are equal, as Verma has shown in Ref. 1, Theorem 4.

If all $m$ 's are nonnegative, the extremal vector corresponding to $M$ will be

$$
\begin{equation*}
Y=E_{-\alpha_{i_{k}}}^{m_{k}} \cdots E_{-\alpha_{i_{2}}}^{m_{2}} E_{\alpha_{i_{1}}}^{m_{1}} . \tag{33}
\end{equation*}
$$

If $m_{k}<0$, then the extremal vector is defined by

$$
E_{-\alpha_{i_{k}}}^{-m_{k}} Y=E_{-\alpha_{i_{k-1}}}^{m_{k}} \quad \cdots E_{-\alpha_{i_{1}}}^{m_{1}} .
$$

It should be noticed that no more than one negative coefficient will appear in (32) because, if $m_{k}$ and $m_{k-1}$, for instance, were negative then the vector $X$ defined by

$$
E_{\alpha_{i_{k-1}}}^{-m_{k-1}} X=E_{-\alpha_{i_{k-2}}}^{m_{k-2}} \cdots E_{-\alpha_{i_{2}}}^{m_{2}} E_{-\alpha_{i_{1}}}^{m_{1}}
$$

would also be an extremal vector, but its associated weight would not correspond to the reflection of a positive root.

## 7. SOME EXAMPLES

Example 1: In algebra $\boldsymbol{A}_{2}, \boldsymbol{\Lambda}=(-1,1,0)$ satisfies the BGG theorem with respect to the positive root $\gamma=(1,0,-1)$, namely, (i)
$M=S_{\gamma}(\Lambda+R)-R=(-2,1,1),(i i) 2(\Lambda+R, \gamma) /(\gamma, \gamma)=1$. Take $S_{\gamma}=S_{2} S_{1} S_{2}$. Then $m_{1}=2, m_{2}=1, m_{3}=-1$. So we construct the extremal vector as

$$
{ }_{3} f_{2} Y={ }_{2} f_{13} f_{2}^{2}={ }_{3} f_{2}\left({ }_{3} f_{2}{ }_{2} f_{1}-2{ }_{2} f_{1}\right) ;
$$

hence

$$
Y={ }_{3} f_{2} f_{1}-2{ }_{2} f_{1}
$$

Formally we could have written

$$
\boldsymbol{Y}={ }_{3} f_{2}^{-1}{ }_{2} f_{13} f_{2}^{2}
$$

and used the appropriate commutation relation to cancel the negative power.

Example 2: General case in $A_{2}: \Lambda=\left(\Lambda_{1}, \Lambda_{2}, \Lambda_{3}\right)$. The only positive root different from simple ones is $\gamma=(1,0,-1)$. We have two possibilities:
(a) $S_{\gamma}=S_{2} S_{1} S_{2}$,

$$
\begin{aligned}
& M=\left(\Lambda_{3}-2, \Lambda_{2}, \Lambda_{1}+2\right), \\
& Y={ }_{3} f_{2}^{\Lambda_{1}-\Lambda_{2}+{ }_{2} f_{1}^{\Lambda_{1}-\Lambda_{3}+2}{ }_{3} f_{2}^{\Lambda_{2}-\Lambda_{3}+1} ;}
\end{aligned}
$$

(b) $S_{\gamma}=S_{1} S_{2} S_{1}$,

$$
\begin{aligned}
& M=\left(\Lambda_{3}-2, \Lambda_{2}, \Lambda_{1}+2\right) \\
& Y={ }_{2} f_{1}^{\Lambda_{2}-\Lambda_{3}+{ }_{3} f_{2}^{\Lambda_{1}-\Lambda_{3}+2}{ }_{2} f_{1}^{\Lambda_{1}-\Lambda_{2}+1} .} .
\end{aligned}
$$

These two cases correspond in Ref. 3, Corollary 1 to the weight $M_{\mathrm{vI}}$, when (a) $m_{3}=\Lambda_{1}-\Lambda_{2}+1<0$ or (b) $m_{3}=\Lambda_{2}-\Lambda_{3}+1<0$. If $m_{3}$ is nonnegative we have case (c) with two possible inclusions;
$I_{\mathrm{VI}} \subset I_{\mathrm{V}} \subset I_{\mathrm{III}} \subset I_{\mathrm{I}}$ or $I_{\mathrm{VI}} \subset I_{\mathrm{IV}} \subset I_{\mathrm{II}} \subset I$,
where $I_{M}$ represents the ideal $I$ associated with the weights M.

In case (a) with $m_{3}<0$, we can calculate the extremal vector using the relation
$\left[{ }_{2} f_{1}^{n},{ }_{3} f_{2}^{m}\right]=\sum_{s=1}^{n}\binom{n}{s} \frac{m!}{(m-s)!}{ }_{3} f_{1}^{s}{ }_{3} f_{2}^{m-s}{ }_{2} f_{1}^{n-s}$
and we obtain, with $n=m_{2}, m=m_{1}$,

$$
Y=\sum_{s=0}^{n_{2}}\binom{m_{2}}{s} \frac{m_{1}!}{\left(m_{1}-s\right)!}{ }_{3} f_{2}^{m_{2}-s}{ }_{3} f_{1}^{s}{ }_{2} f_{1}^{m_{2}-s}
$$

With the substitution $m_{2}-s=k$, the last expression can be written as

$$
\begin{aligned}
Y= & \sum_{k=0}^{m_{2}} \frac{m_{2}\left(m_{2}-1\right) \cdots\left(m_{2}-k+1\right)}{k!} \\
& \times \frac{m_{1}!}{\left(k-m_{3}\right)!}{ }_{3} f_{1}^{m_{2}-k_{3}} f_{22}^{k} f_{1}^{k}
\end{aligned}
$$

which is equivalent to the case VI (a) in Corollary 1 of Ref. 3.
Example 3: Let $\boldsymbol{\Lambda}=(-2,2,0,0)$ in $\boldsymbol{A}_{3} . \Lambda$ satisfies conditions of the BGG theorem for $\gamma=(1,0,0,-1)$ :
(i) $M=S_{\gamma}(\Lambda+R)-R=(-3,2,0,1)$,
(ii) $\frac{2(\Lambda+R, \gamma)}{(\gamma, \gamma)}=1$.

Take $S_{\gamma}=S_{3} S_{2} S_{1} S_{2} S_{3}$; then

$$
\begin{aligned}
& m_{1}=1, m_{2}=4, m_{3}=1, m_{4}=-3, m_{5}=0, \\
& Y={ }_{3} f_{2}{ }^{-3}{ }_{2} f_{13} f_{4}^{4}{ }_{4} f_{3}={ }_{3} f_{2} f_{1} f_{14} f_{3}-4{ }_{3} f_{14} f_{3} .
\end{aligned}
$$

Notice that $m_{5}=0$ means that the last reflection is the identity, and therefore $m_{4}$ could be negative.

Example 4: General case in $\boldsymbol{A}_{3}: \Lambda=\left(\Lambda_{1}, \Lambda_{2}, \Lambda_{3}, \Lambda_{4}\right)$. In Table I we have given all the inclusion relations among the ideals defined by the simple root vectors. The only cases in which the Weyl reflections correspond to (nonsimple) positive roots are the following:

$$
\begin{aligned}
& M_{\mathrm{x}}: \gamma=(1,0,-1,0), S_{\gamma}=S_{1} S_{2} S_{1}=S_{2} S_{1} S_{2}, \\
& M_{\mathrm{XVI}}: \gamma=(0,1,0,-1), S_{\gamma}=S_{2} S_{3} S_{2}=S_{3} S_{2} S_{3} \text {, } \\
& M_{\text {xXII }}: \gamma=(1,0,0,-1), S_{\gamma}=S_{1} S_{2} S_{3} S_{2} S_{1} \\
& =S_{3} S_{2} S_{1} S_{2} S_{3} \\
& =S_{1} S_{3} S_{2} S_{3} S_{1} \\
& =S_{1} S_{3} S_{2} S_{1} S_{3} \\
& =S_{3} S_{1} S_{2} S_{3} S_{1} \\
& =S_{3} S_{1} S_{2} S_{1} S_{3} .
\end{aligned}
$$

In the last case, care must be taken that the corresponding weights in each simple reflection be always less than $\Lambda$. The extremal vectors are given by the product of the simple root vectors of Table I if all the exponents are nonnegatives. The exceptional case is when the last exponent different from zero is negative, in which case this exponent must be canceled by appropriate commutation relations.
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#### Abstract

We present a detailed description of the minimal degeneracies of geometric (Kähler) fermions on all the lattices of maximal symmetries in $n=1, \ldots, 4$ dimensions. We also determine the isolated orbits of the maximal symmetry groups, which are related to the minimal numbers of "naive" fermions on the reciprocals of these lattices. It turns out that on the self-reciprocal lattices the minimal numbers of naive fermions are equal to the minimal numbers of degrees of freedom of geometric fermions. The description we give relies on the close connection of the maximal lattice symmetry groups with (affine) Weyl groups of root systems of (semi-) simple Lie algebras.


PACS numbers: $02.20 .+\mathrm{b}, 05.50 .+\mathrm{q}, 11.15 \mathrm{Ha}, 11.30 . \mathrm{Er}$

## I. INTRODUCTION

The present paper is devoted to the investigation of the minimal degeneracies of fermions, if put on those lattices in the $n$-dimensional Euclidean space $E^{n}(n=1, \ldots, 4)$ which correspond to the maximal discrete symmetries. There are 1 , 2,4 , and 9 such lattices in $1,2,3$, and 4 dimensions, respectively. Of these lattices the primitive (hyper) cubic ones have so far mostly been used in the investigation of lattice field theories. However, recently there has been an increasing interest in other lattices too (simplicial ${ }^{1}$ and body-centered hypercubic ${ }^{2}$ lattices), for reasons which are related to the question of universality and to a possibly more rapid approach to the continuum limit due to the increased number of degrees of freedom or to the higher order of the symmetry group.

In a lattice (gauge) field theory the (minimal) number of degrees of freedom of the fermions included will depend both on the lattice and on the description chosen for them. There are two attractive descriptions of lattice fermions, which start from slightly different points of view: the "naive" description ${ }^{3}$ on the one side and the geometric or Kähler description ${ }^{4-6}$ on the other.

The naive description comes from a finite difference approximation of the Dirac equation, invariant under a discrete group, and is thus related to invariant smooth vector fields on the torus $T^{n}$, the (first) Brillouin zone of the lattice. ${ }^{7}$ The minimal numbers of naive fermions are related to the minimal numbers of (nondegenerate) critical points which any invariant smooth vector field has to have on the Brillouin zones, i.e., on the Dirichlet cells (Wigner-Seitz cells) of the reciprocal lattices. ${ }^{7}$

The geometric description relates ${ }^{8}$ the minimal lattice fermionic degrees of freedom to the translationally inequivalent $k$-faces ( $k=0, \ldots, n$ ) of some of those parallelohedra [polyhedra with pairwise parallel $(n-1)$-faces] which give normal partitions [i.e., partitions with only complete overlap of ( $n-1$ )-faces] of the Euclidean space $E^{n}$. On the lattices of maximal symmetries the normal partitions are unique and are given by the Dirichlet cells of the lattices.

The minimal numbers of naive fermions and their dependence on the lattice symmetry have been described, for dimensions $n \leqslant 3$, in Ref. 7. Our concern in this paper, which is very closely related to Ref. 8, is therefore mainly in the

Kähler description of lattice fermions and in its comparison with the naive description, extended here also to $n=4$. We thus determine, on the one side, the minimal numbers of degrees of freedom of Kähler fermions on the lattices of maximal symmetries from a detailed combinatorial description of the Dirichlet cells. On the other side, we investigate the actions of the maximal symmetry groups (precisely of their factor groups with respect to the lattice translations) on the Dirichlet cells and determine also for $n=4$ their isolated orbits which are known ${ }^{7}$ to give the minimal sets already mentioned of critical points of invariant smooth vector fields on the Dirichlet cells. Since any lattice of maximal symmetry is reciprocal to a (generally different) lattice of also a maximal symmetry, we thereby get, as far as no obstruction appears from the additional, the physical requirement that the critical points be nondegenerate, the minimal numbers of naive fermions on the reciprocals of the lattices, and can compare them with the minimal numbers of degrees of freedom of Kähler fermions on the lattices. On the self-reciprocal lattices there is no obstruction, and the two numbers turn out to be equal.

Since Kähler fermions are related ${ }^{9-13}$ to differential forms their number of degrees of freedom on a manifold $M_{n}$ of dimension $n$ is a priori equal to the dimension $2^{n}$ of the space of these forms. For free fermions it can be reduced because this space can be reduced conveniently into invariant subspaces of the Kähler-Dirac operator $d+\delta$ acting in the Hilbert space of square-integrable differential forms ( $d=$ exterior differentiation, $\delta=d *$ its adjoint). In the presence of interaction this is no longer possible, and one remains with an object of $2^{n}$ degrees of freedom to which one has to give a physical interpretation. In spite of this problem, the Kähler interpretation of fermions is very attractive as a lattice formulation of fermions because of the essentially algebraic nature of its mathematical background, the exterior calculus. Among the steps which one would have to perform in order to give the lattice analog of the exterior calculus as the formulation of the Kähler fermions on lattices in the $n$ dimensional Euclidean space $E^{n}$ corresponding to a given discrete symmetry group are:
(i) to give a (minimal) normal partition of the space $E^{n}$ into polyhedra, which is invariant under the action of the group and minimizes the number

$$
\begin{equation*}
N_{g}=\sum_{k=0}^{n} C_{k} \tag{1.1}
\end{equation*}
$$

of degrees of freedom of the Kähler lattice fermions, where $C_{k}$ is the number of $k$-faces of the polyhedra, which are not equivalent under lattice translations;
(ii) to define on the $k$-faces of the polyhedra linear functions and to transfer the boundary operation $\partial$ of the polyhedral complex to the space of functions as the coboundary operator $\Delta$, the analog of the adjoint $d^{*}$ of the exterior differentiation $d$;
(iii) to give on this linear space of functions a scalar product, which makes it to a Hilbert space and defines the lattice adjoint $\Delta^{*}$ of $\Delta$, as well as the lattice Dirac-Kähler operator $\Delta+\Delta^{*}$;
(iv) to perform a spectral analysis of the operator $\Delta+\Delta^{*}$, in order to find out how the $N_{g}$ degrees of freedom carried by the lattice fermions manifest themselves in the spectrum;
(v) to investigate the behavior of the spectrum of $\Delta+\Delta^{*}$ when the minimal lattice translation tends to zero (continuum limit), eventually without going through the detailed spectral analysis.

These steps are, of course, easily performed for primitive hypercubic lattices, ${ }^{4-6}$ where the polyhedra are hypercubes, and where $C_{k}=\binom{n}{k}$ and $N_{g}=2^{n}$ as in (the continuum) $E^{n}$. For other lattices, especially in $n=4$, this is no more so; in this paper we perform step (i) in some detail. The next step, (ii), which refers essentially to the incidence structure of the $k$-faces of the polyhedra, can be performed by further application of the methods used in this paper. On the remaining steps we shortly comment in the last section of the paper.

We may limit ourselves, as far as geometric lattice fermions are concerned, to the maximal symmetry groups because from their Dirichlet cells one also gets according to a simple rule, ${ }^{8}$ by linear deformation, the minimal normal partitions which are invariant only with respect to their subgroups. Naive fermions, however, are much stronger connected to individual groups because of their dependence on the orbit structure. In order to get a complete picture of naive fermions also in $n=4$ dimensions, one would have to investigate the orbit structure of a very large number of groups, because the total number of symmetry groups increases very fast with dimension $n$ : it is 2 for $n=1,13$ for $n=2,73$ for $n=3$, and 710 for $n=4 .{ }^{14}$ The numbers of maximal symmetry groups are, on the contrary, fairly low: 1 , 2,4 , and 9 in $n=1,2,3$, and 4 dimensions, respectively, and equally low is therefore the number of normal parallelohedral partitions of $E^{n}$ which are of relevance for geometric lattice fermions.

We describe in Sec. II the maximal groups in precise (arithmetic) terms and relate them to quadratic forms (geometry of numbers) and an associated general theory of normal parallelohedral partitions of $E^{n},{ }^{15}$ as well as to root spaces of semisimple Lie algebras. ${ }^{16}$ In Secs. III-VI we describe the Dirichlet cells corresponding to these groups. For most of the maximal groups we do this by exploiting the simple and detailed insight one gains from the Lie algebraic point of view. But in some cases we find it convenient to use also arguments from the theory of normal parallelohedral parti-
tions of $E^{n} .{ }^{15}$ In Sec. VII we compare the minimal numbers $N_{g}$ of geometric fermions for the Dirichlet cells given by (1.1), with the minimal numbers of naive fermions on the corresponding reciprocal lattices. Finally we summarize
(Sec. VIII) the results and make a few comments on some points not touched in the body of the paper.

## II. CRYSTALLOGRAPHIC GROUPS

There are various (equivalent) ways to define these groups and several ways to classify them. In our choice ${ }^{17,18}$ we will be guided by the wish to arrive in an economic way to our purpose. We consider a lattice $L_{n}\left(a_{1}, \ldots, a_{n}\right)$, spanned in the Euclidean space $E^{n}$ by the $n$ linearly independent vectors $a_{i}(i=1, \ldots, n)$,

$$
\begin{equation*}
L_{n}\left(a_{1}, \ldots, a_{n}\right)=\left\{x \mid x=\sum_{i=1}^{n} n_{i} a_{i}, n_{i} \in \mathbb{Z}\right\} \tag{2.1}
\end{equation*}
$$

With it we associate a group of symmetry operations which leave the point $x=0$ (chosen as origin) fixed (point group). This group is finite and to it there corresponds a finite group $G$ of $n \times n$ matrices with integer elements and determinant $\pm 1$, i.e., a finite subgroup of $\operatorname{GL}(n, \mathbb{Z})$. The correspondence is not one-to-one since it depends on the chosen basis $a_{1}, \ldots, a_{n}$. A change of the basis corresponds to a conjugation of the matrices $G$ by the matrix $A \in \mathrm{GL}(n, \mathbb{Z})$ of the basis transformation,

$$
\begin{equation*}
G \rightarrow A^{-1} G A, \quad A \in \mathrm{GL}(n, \mathbb{Z}) \tag{2.2}
\end{equation*}
$$

The group $G$ leaves the positive definite quadratic form

$$
\begin{equation*}
F(x)=\sum_{i, j=1}^{n} a_{i j} x_{i} x_{j} \tag{2.3}
\end{equation*}
$$

with $a_{i j}=a_{i} \cdot a_{j}$, invariant; its conjugate (2.2) leaves the form $F(A x)$ invariant.

To any point group there thus corresponds an equivalence class (2.2) of finite subgroups of $\mathrm{GL}(n, \mathbb{Z})$ and a corresponding equivalence class of invariant positive definite quadratic forms. Inversely, to any finite subgroup $G$ of $G L(n, \mathbb{Z})$ there corresponds a point group of a lattice. For, if $F(x)$ is an arbitrary positive definite quadratic form in $E^{n}$, then the form

$$
\begin{equation*}
\varphi(x)=\sum_{g_{i} \in G} F\left(g_{i} x\right) \equiv \sum_{i, j=1}^{n} b_{i j} x_{i} x_{j} \tag{2.4}
\end{equation*}
$$

is invariant under $G ; \varphi(g x)=\varphi(x)$, and $G$ indeed corresponds to a point group of the lattice $L_{n}\left(b_{1}, \ldots, b_{n}\right)$, $b_{i} \cdot b_{j}=b_{i j}$.

This correspondence between point groups and equivalence classes (2.2) of finite subgroups of $\mathrm{GL}(n, \mathbb{Z})$ is the basis for the arithmetic classification of point groups. Point groups are considered to be arithmetically distinct, if the equivalence classes (2.2) corresponding to them do not coincide. The number of arithmetically distinct point groups for $n=1,2,3$, and 4 is $2,13,73$, and 710 , respectively.

Not all of these groups are equally interesting for our subject. We may first concentrate on those groups, which are full symmetry groups of a lattice; they are sometimes called Bravais groups or also arithmetic holohedries. These groups give a classification of lattices; their number is $1,5,14$, and 64 in one, two, three, and four dimensions, respectively. But
the groups which are actually relevant for us are those Bravais groups which are maximal finite subgroups of $G L(n, \mathbb{Z})$, i.e., those finite subgroups of $\mathrm{GL}(n, \mathbb{Z})$ which are not subgroups of any other finite subgroup of $\mathrm{GL}(n, \mathbb{Z})$. These subgroups are sometimes called maximal arithmetic holohedries or maximal Bravais groups. Their numbers for $n=1,2,3,4$ are $1,2,4,9$, respectively. As we have seen they can be specified by their corresponding lattices. In dimension $n=2$ these lattices are the quadratic and hexagonal ones, whereas in dimension $n=3$ the corresponding lattices are hexagonal, cubic primitive, cubic face-centered, and cubic body-centered. A lattice terminology for $n=4$ is given in Ref. 14.

Coming back to quadratic forms we observe that the Bravais groups are, by their very definition, the full symmetry groups [in $\mathrm{GL}(n, \mathbb{Z})$ ] of the positive definite quadratic forms. The description of all forms corresponding to the same Bravais group falls in the realm of reduction theory (theory of numbers). It is by this theory, in fact, that the maximal Bravais groups in higher dimensions ( $n \leqslant 7$ ) have been determined in terms of their equivalence classes of quadratic forms. We give in Table I for the dimensions $n=1-4$, of interest to us, a complete list of representatives of quadratic forms for all maximal Bravais groups, together with the terminology of the corresponding lattices and the orders of the Bravais groups. ${ }^{19,20}$

All the crystallographic (space) groups can be con-
structed, as group extensions, starting from the groups of lattice translations and the lattice point groups. ${ }^{14}$ But we will be concerned here only with the symmorphic space groups, which are the semidirect products of point groups with the lattice translations and thus are in one-to-one correspondence with the arithmetic crystal classes.

There is an approach to part of the crystallographic groups which is related to root systems $R$ of semisimple Lie algebras ${ }^{16}$ as well as to their automorphism groups $A(R)$, which in most cases coincide with the Weyl groups $W(R)$. The lattice generated by a basis of the root system is the affine root space $Q(R)$, the group $A(R)$ is the point group of this lattice [the Weyl group $W(R)$ is its subgroup generated by reflections], and the semidirect product $A(R) \cdot Q(R)$ is the corresponding symmorphic space group [with the affine Weyl group $W_{a}=W(R) \cdot Q(R)$ assubgroup]. There is acorresponding group $A \cdot P^{V}$ acting on the reciprocal lattice of $Q(R)$, the weight lattice $P^{V}$.

One cannot expect to relate in a simple manner all arithmetic crystal classes to semisimple Lie algebras, but for the maximal Bravais groups this relation is indeed simple. One can easily identify ${ }^{21}$ the Lie algebras related to the maximal Bravais groups in terms of the quadratic forms generated by the root (weight) bases. These identifications are presented in Table II. There is, however, one maximal Bravais group in four dimensions which does not act on a root or weight lat-

TABLE I. Quadratic forms of maximal arithmetic holohedries.

| Dimension Lattice | Quadratic Form | Order of Bravais group |
| :---: | :---: | :---: |
| 1 | $\lambda x_{1}^{2}, \lambda>0$ | 2 |
| 2 square, primitive | $\lambda\left(x_{1}^{2}+x_{2}^{2}\right), \quad \lambda>0$ | 8 |
| hexagonal, primitive | $\lambda\left(x_{1}^{2}+x_{1} x_{2}+x_{2}^{2}\right), \quad \lambda>0$ | 12 |
| 3 hexagonal, primitive | $\lambda x_{1}^{2}+\mu\left(x_{2}^{2}+x_{2} x_{3}+x_{3}^{2}\right), \quad \lambda, \mu>0$ | 24 |
| cubic, primitive | $\lambda\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right), \lambda>0$ | 48 |
| cubic, face-centered ( $F$ ) | $\hat{\lambda}\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{1} x_{2}+x_{1} x_{3}+x_{2} x_{3}\right), \quad \lambda>0$ | 48 |
| cubic, body-centered (I) | $\lambda\left(3 x_{1}^{2}+3 x_{2}^{2}+3 x_{3}^{2}-2 x_{1} x_{2}-2 x_{1} x_{3}-2 x_{2} x_{3}\right), \quad \lambda>0$ | 48 |
| 4 hexagonal tetragonal | $\lambda\left(x_{1}^{2}+x_{2}^{2}\right)+\mu\left(x_{3}^{2}+x_{3} x_{4}+x_{4}^{2}\right), \quad \lambda, \mu>0$ | 96 |
| cubic orthogonal, F(2, 3, 4)-centered | $\lambda x_{1}^{2}+\mu\left(x_{2}^{2}+x_{3}^{2}+x_{4}^{2}+x_{2} x_{3}+x_{2} x_{4}+x_{3} x_{4}\right), \quad \lambda, \mu>0$ | 96 |
| cubic orthogonal, $I(2,3,4)$-centered | $\lambda x_{1}^{2}+\mu\left(3 x_{2}^{2}+3 x_{3}^{2}+3 x_{4}^{2}-2 x_{2} x_{3}-2 x_{2} x_{4}-2 x_{3} x_{4}\right), \quad \lambda, \mu>0$ | 96 |
| hypercubic, primitive | $\lambda\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right), \quad \lambda>0$ | 384 |
| hypercubic, $\boldsymbol{Z}$-centered | $\lambda\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}+x_{1} x_{2}+x_{1} x_{4}+x_{2} x_{3}-x_{3} x_{4}\right), \quad \lambda>0$ | 1152 |
| diisohexagonal orthogonal, primitive | $\lambda\left(x_{1}^{2}-x_{1} x_{2}+x_{2}^{2}+x_{3}^{2}-x_{3} x_{4}+x_{4}^{2}\right), \quad \lambda>0$ | 288 |
| diisohexagonal orthogonal $R R_{2}$-centered | $\lambda\left(2 x_{1}^{2}+2 x_{2}^{2}+2 x_{3}^{2}+2 x_{4}^{2}+x_{1} x_{2}-2 x_{1} x_{3}-2 x_{1} x_{4}-2 x_{2} x_{3}-2 x_{2} x_{4}+x_{3} x_{4}\right), \quad \lambda>0$ | 144 |
| icosahedral, primitive | $\lambda\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}+x_{1} x_{2}+x_{1} x_{3}+x_{1} x_{4}+x_{2} x_{3}+x_{2} x_{4}+x_{3} x_{4}\right), \quad \lambda>0$ | 240 |
| icosahedral, $S N$-centered | $\lambda\left(2 x_{1}^{2}+2 x_{2}^{2}+2 x_{3}^{2}+2 x_{4}^{2}-x_{1} x_{2}-x_{1} x_{3}-x_{1} x_{4}-x_{2} x_{3}-x_{2} x_{4}-x_{3} x_{4}\right), \quad \lambda>0$ | 240 |

TABLE II. Identifications of lattices and maximal Bravais groups as root lattices $Q(R)$ [weight lattices $\left.P=P\left(R^{V}\right)\right]$ and as automorphism groups of root systems ( $R$ ) of semisimple Lie algebras.

| Dimension Lattice |  | Lie algebra ( $R$ ) | Dual algebra ( $R^{V}$ ) | Bravais group | Lattice type |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  | $B_{1}\left(=A_{1}=C_{1}\right)$ | $C_{1}$ | $A\left(B_{1}\right)=W\left(B_{1}\right)$ | $Q=P^{V}$ |
| 2 | square, primitive | $B_{2}\left(=C_{2}\right)$ | $C_{2}$ | $A\left(B_{2}\right)=W\left(B_{2}\right)$ | $Q=P^{V}$ |
|  | hexagonal, primitive | $\boldsymbol{G}_{2}$ | $G_{2}$ | $A\left(G_{2}\right)=W\left(G_{2}\right)$ | $Q=P^{V}$ |
| 3 | hexagonal, primitive | $B_{1}+G_{2}$ | $C_{1}+G_{2}$ | $A\left(B_{1}+G_{2}\right)=W\left(B_{1}\right) \cdot W\left(G_{2}\right)$ | $Q=P^{V}$ |
|  | cubic, primitive | $B_{3}$ | $C_{3}$ | $A\left(B_{3}\right)=W\left(B_{3}\right)$ | $Q=P^{V}$ |
|  | cubic, face-centered | $\mathrm{C}_{3}$ | $B_{3}$ | $A\left(C_{3}\right)=W\left(C_{3}\right)$ | $Q$ |
|  | cubic, body-centered | $C_{3}$ | $B_{3}$ | $A\left(B_{3}\right)=W\left(B_{3}\right)$ | $P^{V}$ |
| 4 | hexagonal, tetragonal | $B_{2}+G_{2}$ | $C_{2}+G_{2}$ | $A\left(B_{2}+G_{2}\right)=W\left(B_{2}\right) \cdot W\left(B_{2}\right)$ | $Q=P^{V}$ |
|  | cubic orthogonal, F(2, 3, 4)-centered | $B_{1}+C_{3}$ | $C_{1}+B_{3}$ | $\boldsymbol{A}\left(\boldsymbol{B}_{1}+C_{3}\right)=\boldsymbol{W}\left(\boldsymbol{B}_{1}\right) \cdot \boldsymbol{W}\left(\boldsymbol{C}_{3}\right)$ | $Q$ |
|  | cubic orthogonal, $I(2,3,4)$-centered | $B_{1}+C_{3}$ | $C_{1}+B_{3}$ | $A\left(C_{1}+B_{3}\right)=W\left(C_{1}\right) \cdot W\left(B_{3}\right)$ | $P^{V}$ |
|  | hypercubic, primitive | $B_{4}$ | $C_{4}$ | $A\left(B_{4}\right)=W\left(B_{4}\right)$ | $Q=P^{V}$ |
|  | hypercubic, $Z$-centered | $F_{4}$ | $F_{4}$ | $A\left(F_{4}\right)=W\left(F_{4}\right)$ | $Q=P^{V}$ |
|  | diisohexagonal orthogonal, primitive | $G_{2}+G_{2}$ | $G_{2}+G_{2}$ | $A\left(G_{2}+G_{2}\right)$ | $Q=P^{\nu}$ |
|  | diisohexagonal orthogonal, $R R_{2}$-centered |  |  |  | $Q\left(A_{2}\right) \otimes Q\left(A_{2}\right)$ |
|  | icosahedral, primitive | $A_{4}$ | $A_{4}$ | $A\left(A_{4}\right)$ | $Q$ |
|  | icosahedral, $S N$-centered | $A_{4}$ | $A_{4}$ | $A\left(A_{4}\right)$ | $P^{V}$ |

tice, as all the others do, but on a lattice in a tensor product of two root spaces.

## III. NORMAL PARTITIONS OF $E^{n}(n \leqslant 4)$

Around any point of a lattice in the Euclidean space $E^{n}$, we can build its Dirichlet (or Voronoi) cell: It is the (closed) convex polyhedron whose points lie at a distance to the chosen lattice point, which is not larger than their distance to any other lattice point. For $n=3$ these cells are also known in solid state physics as Wigner-Seitz cells. It is evident that the Dirichlet cells of a lattice give a normal partition of the Euclidean space; this partition is invariant under the Bravais group of the lattice, as well as under translation.

It turns out that at least in $E^{1}, E^{2}, E^{3}$, and $E^{4}$ all normal partitions are affine images of Dirichlet partitions; in these spaces all parallelohedra are affine images of Dirichlet cells. ${ }^{22,23}$ The number of combinatorially distinct parallelohedra in $E^{n}$ is $1,2,5,52$ for $n=1,2,3,4$, respectively. The purely geometric description of the parallelohedra for dimensions $n \leqslant 4$ is known for a relatively long time ${ }^{22}$ : for $n=2$ the corresponding Dirichlet cells are the square and the regular hexagon, whereas for $n=3$ they are the cube, the cuboctahedron, the rhombic dodecahedron, the regular right hexagonal prism, and the elongated rhombic dodecahedron. The first four are the Dirichlet cells of the primitive, bodycentered, and face-centered cubic lattice, and of the hexagonal lattice, respectively, which are lattices of maximal Bravais groups, whereas the fifth is not related to a maximal Bravais group. For maximal Bravais groups the only normal
partitions invariant under the associated symmorphic space group are the Dirichlet partitions. This is generally not true for the other Bravais groups.

As far as possible we shall derive the combinatorial properties of the Dirichlet cells by assembling them from fundamental domains of space groups. Thereby we can limit ourselves to the subgroups $W \cdot Q$ and $W \cdot P^{V}$ of the Bravais (space) groups $A \cdot Q$ and $A \cdot P^{V}$, respectively. We shall start with the affine Weyl groups $W_{a}=W \cdot Q$, because they are the simplest ones. The action of the groups $W \cdot P^{V}$ reduces to them and to that of a finite factor group which describes the $P$-lattice as a "centered" $Q$-lattice. We shall also consider only irreducible groups (leaving no subspace invariant), which correspond to irreducible root systems, because for the reducible groups the Dirichlet cells are the (set theoretic) products of the cells of the irreducible components (as, e.g., the hexagonal prism is the product of a hexagon and a segment).

We have mentioned that the Dirichlet cell transforms into itself under the action of the Bravais group. Therefore, it consists of whole orbits of the Weyl group $W(R)$. But since the cells transform into each other under the action of lattice translations $Q(R)$, they are sets of nonequivalent orbit points (fundamental domains) of the translation group. So they are, in fact, built out of a number $|W|$ of fundamental domains (Weyl alcoves) of the affine Weyl group $W(R) \cdot Q(R)$, where by $|W|$ we denote the order of the Weyl group $W(R)$. We refer to Ref. 16 for the background to the geometry of the affine Weyl groups and their fundamental domains, the Weyl alcoves. We will describe the minimum of facts we
need for the construction of the Dirichlet cells.
We start from a reduced root system $R$ in a real $n$-dimensional Euclidean space $V$ with scalar product ( $\cdot, \cdot$ ), i.e., from a set $R$ of vectors, which obeys the following conditions:
(1) $R$ is finite and generates $V$;
(2) for any vector $\alpha \in R$ there exists a vector $\alpha^{\nu}$ in the dual space $V^{*}$ of $V$ (which we often identify with $V$ through the given scalar product), such that $\left(\alpha, \alpha^{V}\right)=2$ and such that the automorphism $x \rightarrow x-\left(x, \alpha^{V}\right) \alpha, \alpha \in R$, of $V$ transforms $R$ into $R$;
(3) $\left(x, \alpha^{V}\right) \in \mathbb{Z}$ for all $\alpha, x \in R$;
(4) if $\alpha \in R$, then $2 \alpha \in R$.

The vectors $\alpha^{\nu}$ are given by $\alpha^{V}=2 \alpha /(\alpha, \alpha)$ and form a root system $R^{V}$, called dual to $R$. Further one defines the group $A(R)$ of all automorphisms of $V$, which transform $R$ into itself, and its subgroup generated by reflections $x \rightarrow x-2[(x, \alpha) /(\alpha, \alpha)] \alpha, x \in V, \alpha \in R$, the Weyl group $W(R)$. The groups $W(R)$ and $W\left(R^{V}\right)$ as well as the groups $A(R)$ and $A\left(R^{V}\right)$ are isomorphic.

In the space $V$ we consider the hyperplanes $L_{\alpha}=\{x \mid(x, \alpha)=0\}, x \in V, \alpha \in R$; the set $V-\left\{L_{\alpha}\right\}$ consists of $|W|$ connected pieces, which are simplicial cones, the Weyl chambers. One can choose in the root system $R$ a basis $B=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$, which spans $V$ and has the property that

$$
\begin{equation*}
\mathrm{Ch}=\left\{x \in V \mid\left(x, \alpha_{i}\right)>0, \quad i=1, \ldots, n\right\} \tag{3.1}
\end{equation*}
$$

is a Weyl chamber. A basis has the property that any root vector can be expressed in terms of its vectors with integer, either all nonnegative or all nonpositive, coefficients. There is a maximal root $\widetilde{\alpha}=\sum_{i=1}^{n} n_{i} \alpha_{i}$ such that for any root $\Sigma_{i-1}^{n} p_{i} \alpha_{i}$ one has $n_{i} \geqslant p_{i}, 1 \leqslant i \leqslant n$.

We will exploit the facts that (a) the Weyl group $W(R)$
acts simply transitive on the set of Weyl chambers and (b) the closure $\overline{\mathrm{Ch}}$ of a Weyl chamber is a fundamental domain of the Weyl group $W(R)$. But we are, in fact, interested in the fundamental domain of the affine Weyl group
$W_{a}=W(R) \cdot Q(R)$, where
$Q(R)=\left\{x \in V \mid x=\sum_{i=1}^{n} n_{i} \alpha_{i}, \quad n_{i} \in \mathbb{Z}\right\} \equiv L_{n}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$
is the (group of) lattice (translations). This domain is the closure $\bar{C}$ of the Weyl alcove $C$ and is described by the set of inequalities

$$
\begin{aligned}
\left(\alpha_{i}, x\right) \geqslant 0, \quad i=1, \ldots, n \quad & \text { (the closure } \overline{\mathrm{Ch}} \\
& \text { of the Weyl chamber } \mathrm{Ch}),
\end{aligned}
$$

$$
\begin{equation*}
\left(\tilde{\alpha}^{v}, x\right) \leqslant 1, \tag{3.3}
\end{equation*}
$$

where $\tilde{\alpha}^{V}$ is the maximal root of the dual root system $R^{V}$, considered in the dual basis $B^{V}=\left\{\alpha_{1}^{V}, \ldots, \alpha_{n}^{V}\right\}$,
$\alpha_{i}^{V}=2 \alpha_{i} /\left(\alpha_{i}, \alpha_{i}\right)$. Since $\left(\alpha_{i}, x\right)>0$ is equivalent to
( $\left.\alpha_{i}^{V}, x\right)>0$, the Weyl alcove $C$ is described by

$$
\begin{align*}
& \left(\alpha_{i}^{V}, x\right)>0, \quad i=1, \ldots, n, \\
& \left(\widetilde{\alpha}^{V}, x\right)<1, \tag{3.4}
\end{align*}
$$

in terms of the dual root system $R^{V}$. Its closure $\bar{C}$ is

$$
\begin{align*}
& \left(\alpha_{i}^{V}, x\right) \geqslant 0, \quad i=1, \ldots, n, \\
& \left(\widetilde{\alpha}^{V}, x\right) \leqslant 1 . \tag{3.5}
\end{align*}
$$

The geometric properties of the root systems $R$, with the maximal roots $\widetilde{\alpha}$ added to the corresponding bases $B=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$, are given by the extended Dynkin diagrams (Table III).

TABLE III. Extended Dynkin diagrams of simple Lie algebras, including the root bases $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ and the maximal roots $\tilde{\alpha}$ : two vertices are connected by $h(=1,2$ or 3 ) lines if the corresponding roots are not orthogonal; one of the two roots is $h$ times longer than the other (as the inequality sign on the lines shows).

| $R$ | Type of $R^{V}$ | Extended Dynkin diagram ( $R$ ) | Order of $W(R)$ | Order of $A(R)$ | Stability group of $\alpha$ in $W(R)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{n}, \quad n \geqslant 2$ | $A_{n}$ |  | $(n+1)!$ | $2\|W(R)\|$ | $W\left(A_{n-2}\right)$ |
| $A_{1}$ | $A_{1}$ | $-\bar{y} \longrightarrow \longrightarrow a_{1}$ | 2 | 2 |  |
|  | $C_{n}$ |  | $2^{n} \cdot n!$ | $W(R) \mid$ | $W\left(A_{1}\right) \cdot W\left(B_{n-2}\right)$ |
| $B_{2}$ | $C_{2}\left(=B_{2}\right)$ | $\begin{array}{r} -i \quad a_{2} a_{1} \quad-2<0 \end{array}$ | 8 | 8 | $W\left(A_{i}\right)$ |
| $C_{n}, \quad n \geqslant 2$ | $B_{n}$ | $\quad \begin{array}{llll} a & 0 & \cdots<0 \\ -3 & a_{1} & a_{n-1} & a_{n} \end{array}$ | $2^{n} \cdot n!$ | $W(R) \mid$ | $W\left(C_{n-1}\right)$ |
| $D_{n}, \quad n \geqslant 4$ | $D_{n}$ |  | $2^{n-1} \cdot n!$ | $\begin{array}{ll} 2\|W(R)\|, & n \neq 4 \\ 3\|W(R)\|, & n=4 \end{array}$ | $W\left(A_{1}\right) \cdot W\left(D_{n-2}\right)$ |
| $F_{4}$ | $F_{4}$ | $-\quad-0^{-\pi} \quad-a^{a_{2}} \geq 0^{a^{3}}-0^{a_{4}^{4}}$ | $2^{7} \cdot 3^{2}=1152$ | $W(R) \mid$ | $W\left(C_{3}\right)$ |
| $G_{2}$ | $G_{2}$ | $a \quad \alpha^{\alpha} \Rightarrow 0^{a}$ | 12 | \| W (R)| | $W\left(A_{1}\right)$ |

The inequalities (3.4) describe simplexes in $E^{n}$ : the first inequalities represent the positive orthant (a simplicial cone) and the last one reduces the cone by cutting it with the hyperplane

$$
\begin{equation*}
H(C):\left(\widetilde{\alpha}^{V}, x\right)=1 \tag{3.6}
\end{equation*}
$$

The Dirichlet cell $D_{Q} \equiv D_{Q}(R)$ of the lattice $Q(R)$ is

$$
\begin{equation*}
D_{Q}=\underset{w \in W(R)}{\cup} w \bar{C} . \tag{3.7}
\end{equation*}
$$

Its combinatorics lies in its boundary $\partial D_{Q}$, which is entirely describedinterms of thehyperplanes $H(w C), w \in W(R)$, generated from $H(C)$ by the Weyl group. The Dirichlet cell can be described analytically as

$$
\begin{align*}
& D_{Q}=\cap_{w \in \boldsymbol{W}(\mathbb{R})} D_{w}(R),  \tag{3.8}\\
& D_{w}(R)=\left\{x \mid\left(w \widetilde{\alpha}^{V}, x\right) \leqslant 1\right\},
\end{align*}
$$

the intersection of the half-spaces generated from $\left(\widetilde{\alpha}^{V}, x\right) \leqslant 1$ by the Weyl group.

## IV. COMBINATORIAL STRUCTURE OF THE DIRICHLET CELLS IN $Q(R)$

(i) $(n-1)$-boundaries: The number of $(n-1)$-boundaries [ $n-1$ )-faces] of the cell is equal to the number of distinct hyperplanes $H(w C)$, i.e., to the numbers of vectors in the orbit of the maximal root $\widetilde{\alpha}^{V}$ under the Weyl group. Since the Weyl group acts transitively on the set of roots of equal length, the number of $(n-1)$-boundaries equals the number of roots of squared length $\left(\widetilde{\alpha}^{V}, \widetilde{\alpha}^{V}\right)$, which is equal to the order $|W|$ of the Weyl group divided by the order $|G|$ of the stability group $G$ of $\widetilde{\alpha}^{V}:|W| /|G|$. The stability group of $\widetilde{\alpha}^{V}$ can be read off the Dynkin diagrams. Namely, if $w=w_{\alpha^{\nu}}$, $\alpha^{V} \in R^{V}$, then
$w_{\alpha^{V}} \widetilde{\alpha}^{V}=\widetilde{\alpha}^{V}-2 \frac{\left(\widetilde{\alpha}^{V}, \alpha^{V}\right)}{\left(\alpha^{V}, \alpha^{V}\right)} \alpha^{V} \equiv \widetilde{\alpha}^{V} \leftrightarrow\left(\widetilde{\alpha}^{V}, \alpha^{V}\right)=0$.
The subset of a root system $R^{V}$, which lies in a subspace of $E^{n}$ (here the space orthogonal to $\widetilde{\alpha}^{V}$ ) is itself a (perhaps reducible) root system; its basis is given in our case by the
subset of $B\left(R^{V}\right)=\left\{\alpha_{1}^{V}, \ldots, \alpha_{n}^{V}\right\}$ which obeys $\left(\widetilde{\alpha}^{V}, \alpha_{i}^{V}\right)=0 . G$ is the Weyl group of this root system.
(ii) ( $n-2$ )-boundaries: These boundaries are determined by two equalities of the type

$$
\begin{align*}
& \left(w \alpha_{i}^{V}, x\right)=0, \quad i=1, \ldots, n, \quad w \in W  \tag{4.2}\\
& \left(w \widetilde{\alpha}^{V}, x\right)=1
\end{align*}
$$

supplemented by the rest of inequalities

$$
\left(w \alpha_{j}^{V}, x\right) \geqslant 0, \quad j=1, \ldots, n, \quad j \neq i
$$

of (3.5). Since the closed Weyl chamber $\overline{\mathrm{Ch}}:\left(\alpha_{i}^{V}, x\right) \geqslant 0$, $i=1, \ldots, n$, is a fundamental domain of the Weyl group, the orbits of $\left(\alpha_{i}^{Y}, x\right)=0$ and $\left(\alpha_{j}^{V}, x\right)=0$ will be distinct for $i \neq j$. Therefore, we shall investigate successively the number of distinct pairs (4.2) for fixed values of $i=1, \ldots, n$. But not all values have to be considered, since some of them disappear as boundaries because the simplexes they separate belong to the same ( $n-1$ )-boundary. Suppose that $\left(\widetilde{\alpha}^{V}, \alpha_{i}^{V}\right)=0$; then $\left(w_{\alpha_{i}^{\prime}} \tilde{\alpha}^{V}, x\right) \equiv\left(\tilde{\alpha}^{V}, x\right)$ and $\left(\alpha_{i}^{V}, x\right) \geqslant 0 \rightarrow\left(w_{\alpha_{i}^{\prime}} \alpha_{i}^{V}, x\right)$ $=-\left(\alpha_{i}^{V}, x\right) \leqslant 0$ and the contiguous Weyl alcoves $C$ and $w_{\alpha_{i}} C$ belong to the same $(n-1)$-boundary $\left(\widetilde{\alpha}^{V}, x\right)=1$. We need thus be concerned only with those $\alpha_{i}$ 's which are not orthogonal to $\widetilde{\alpha}^{V}$; these are very few: two for root systems of type $A_{n}$ and one for all the others.

In order to determine the number of $(n-2)$-boundaries we have first to determine the number of distinct pairs

$$
\begin{align*}
& \left(w \alpha_{i}^{V}, x\right)=0  \tag{4.3}\\
& \left(w \widetilde{\alpha}^{V}, x\right)=1, \quad w \in W
\end{align*}
$$

and then divide it by the order of the equivalence classes of pairs corresponding to the same ( $n-2$ )-boundaries. The number of equations (4.3) is $\left|W\left(R^{V}\right)\right| /\left|G\left(\widetilde{\alpha}^{V}, \alpha_{i}^{V}\right)\right|$, where $G\left(\widetilde{\alpha}^{V}, \alpha_{i}^{V}\right)=G\left(\widetilde{\alpha}^{V}\right) \cap G\left(\alpha_{i}^{V}\right)$ is the stability group of $\widetilde{\alpha}^{V}, \alpha_{i}^{V}$ in $W\left(R^{V}\right)$. The equivalence class mentioned has two elements, corresponding to the Weyl group generated by $\alpha_{i}^{V}$. All these numbers can be read from the extended Dynkin diagram and the results are given in Table IV.
(iii) ( $n-3$ )-boundaries: Similar reasoning is valid here;

TABLE IV. $k$-boundaries $\left(F_{k}\right)$ of Dirichlet cells $D_{Q}$ of the lattices $Q(R)$.

| Dimension $n$ | Lattice | $F_{0}$ | $F_{1}$ | $F_{2}$ | $F_{3}$ | $F_{4}$ | $\chi_{s}=\sum_{k=0}^{n-1}(-1)^{k} F_{k}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $Q\left(B_{1}\right)$ | 2 | 1 | - | - | - | 2 |
| 2 | $\begin{aligned} & Q\left(B_{2}\right) \\ & Q\left(G_{2}\right) \end{aligned}$ | 4 | 4 | 1 | - | - | $\begin{aligned} & 0 \\ & 0 \end{aligned}$ |
| 3 | $\begin{aligned} & Q\left(B_{1}+G_{2}\right) \\ & Q\left(B_{3}\right) \\ & Q\left(C_{3}\right) \end{aligned}$ | $\begin{array}{r} 12 \\ 8 \\ 14 \end{array}$ | $\begin{aligned} & 18 \\ & 12 \\ & 24 \end{aligned}$ | $\begin{array}{r} 8 \\ 6 \\ 12 \end{array}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | - | $\begin{aligned} & 2 \\ & 2 \\ & 2 \end{aligned}$ |
| 4 | $\begin{aligned} & Q\left(B_{1}+C_{3}\right) \\ & Q\left(B_{2}+G_{2}\right) \\ & Q\left(G_{2}+G_{2}\right) \\ & Q\left(A_{4}\right) \\ & Q\left(B_{4}\right) \\ & Q\left(F_{4}\right) \end{aligned}$ | 28 24 36 30 16 24 | 62 48 72 70 32 96 | 48 34 48 60 24 96 | 14 10 12 20 8 24 | 1 1 1 1 1 1 | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |

TABLE V. Equivalence classes ( $C_{k}$ ) of $k$-boundaries of Dirichlet cells $D_{Q}$ and minimal numbers $N_{g}$ of degrees of freedom of Kähler fermions on the lattices $Q(R)$.

| Dimension $n$ | Lattice | $C_{0}$ | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $\chi=\sum_{k=0}^{n}(-1)^{k} C_{k}$ | $N_{g}=\sum_{k=0}^{n} C_{k}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $Q\left(B_{1}\right)$ | 1 | 1 | - | - | - | 0 | 2 |
| 2 | $Q\left(B_{2}\right)$ | 1 | 2 | 1 | - | - | 0 | 4 |
|  | $Q\left(G_{2}\right)$ | 2 | 3 | 1 | - | - | 0 | 6 |
| 3 | $Q\left(B_{1}+G_{2}\right)$ | 2 | 5 | 4 | 1 | - | 0 | 12 |
|  | $Q\left(B_{3}\right)$ | 1 | 3 | 3 | 1 | - | 0 | 8 |
|  | $Q\left(C_{3}\right)$ | 3 | 8 | 6 | 1 | - | 0 | 18 |
| 4 |  | 3 | 11 | 14 | 7 | 1 | 0 | 36 |
|  | $Q\left(B_{2}+G_{2}\right)$ | 2 | 7 | 9 | 5 | 1 | 0 | 24 |
|  | $Q\left(G_{2}+G_{2}\right)$ | 4 | 12 | 13 | 6 | 1 | 0 | 36 |
|  | $Q\left(A_{4}\right)$ | 4 | 15 | 20 | 10 | 1 | 0 | 50 |
|  | $Q\left(B_{4}\right)$ | 1 | 4 | 6 | 4 | 1 | 0 | 16 |
|  | $Q\left(F_{4}\right)$ | 3 | 24 | 32 | 12 | 1 | 0 | 72 |

one only has to take those distinct pairs of $\alpha_{i}^{V}, \alpha_{j}^{V}, i \neq j$ for which $\left(\widetilde{\alpha}^{V}, \alpha_{i}^{V}, \alpha_{j}^{V}\right)$ does not fall into orthogonal subsystems, and one gets the number of such $(i, j)$-boundaries as $\left|W\left(R^{V}\right)\right| /\left(\left|G\left(\widetilde{\alpha}^{V}, \alpha_{i}^{V}, \alpha_{j}^{V}\right)\right| \cdot\left|W\left(\alpha_{i}^{V}, \alpha_{j}^{V}\right)\right|\right)$, where $W\left(\alpha_{i}^{V}, \alpha_{j}^{V}\right)$ is the Weyl group of the root system generated by $\alpha_{i}^{V}, \alpha_{j}^{V}$ and $G\left(\widetilde{\alpha}^{V}, \alpha_{i}^{V}, \alpha_{j}^{V}\right)$ is the stability group of $\widetilde{\alpha}^{V}, \alpha_{i}^{V}, \alpha_{j}^{V}$ in $W\left(R^{V}\right)$. The group $W\left(\alpha_{i}^{V}, \alpha_{j}^{V}\right)$ gives the size of the equivalence classes of hyperplanes

$$
\begin{aligned}
& \left(w \widetilde{\alpha}^{V}, x\right)=1, \\
& \left(w \alpha_{i}^{V}, x\right)=0, \\
& \left(w \alpha_{j}^{V}, x\right)=0,
\end{aligned}
$$

which correspond to the same ( $n-3$ )-boundaries.
(iv) $(n-4)$-boundaries: Their number is given by $\left|W\left(R^{V}\right)\right| /\left(\left|G\left(\tilde{\alpha}^{V}, \alpha_{i}^{V}, \alpha_{j}^{V}, \alpha_{k}^{V}\right)\right|\left|W\left(\alpha_{i}^{V}, \alpha_{j}^{V}, \alpha_{k}^{V}\right)\right|\right)$, where the magnitudes involved are completely analogous to those described at the other dimensions.

So far we have derived the combinatorial structure of the Dirichlet cells of the $Q(R)$-type lattices, looked upon from the spherical topology; the number $\chi_{s}$ computed in Table IV equals the Euler characteristics of the sphere $S_{n-1}$ in $E^{n}$ as it should. We will now be concerned, in addition, with the equivalence structure of the boundaries induced by the lattice translations of $Q(R)$. This structure is described, as can easily be seen, by a region homeomorphic to an open half-sphere of $S_{n-1}$. The lattice translations which realize the equivalences, are given by the set of roots of minimal length in the root system $R$ which generates the lattice $Q(R)$. Namely, the vector which touches the hyperplane $\left(\tilde{\alpha}^{V}, x\right)=1$ orthogonally is $\beta=\widetilde{\alpha}^{V} /\left(\tilde{\alpha}^{V}, \tilde{\alpha}^{V}\right)=\frac{1}{2}\left(\tilde{\alpha}^{V}\right)^{V}$. Since $2 \beta=\left(\widetilde{\alpha}^{V}\right)^{V} \in R$ and $(\beta, \beta)=1 /\left(\widetilde{\alpha}^{V}, \widetilde{\alpha}^{V}\right), \widetilde{\alpha}^{V}$ being a root in $R^{V}$ of maximal length, $\alpha \equiv 2 \beta$ is of minimal length in $\left(R^{V}\right)^{V} \equiv R$.

The essential group theoretic property which comes into play here is the simple transitivity of the affine Weyl group on the alcoves and the fact that their closures are fundamental domains. The necessary data for the equivalence calculations can be taken again from the extended Dynkin diagrams.
( $i^{\prime}$ ) ( $n-1$ )-boundaries: Here we know already that any ( $n-1$ )-boundary is common to two Dirichlet cells; therefore, the number of equivalence classes of these boundaries is half the number of boundaries. Group-theoretically, we would have to reason in the following way: the number of neighboring cells corresponding to $\widetilde{\alpha}^{V}$ is given by the order of the Weyl group $W\left(\widetilde{\alpha}^{V}\right),\left|W\left(\widetilde{\alpha}^{V}\right)\right|=2$. This gives the desired reduction factor.
(ii') ( $n-2$ )-boundaries: Let us assume that such a boundary is given by $\left(\tilde{\alpha}^{V}, x\right)=1,\left(\alpha_{i}^{V}, x\right)=0$. From the extended Dynkin diagram we compute the number of alcoves contiguous to this boundary as $\left|W\left(\widetilde{\alpha}^{V}, \alpha_{i}^{V}\right)\right| \cdot\left|G\left(\widetilde{\alpha}^{V}, \alpha_{i}^{V}\right)\right|$, of which $\left|W\left(\alpha_{i}^{V}\right)\right| \cdot\left|G\left(\tilde{\alpha}^{Y}, \alpha_{i}^{V}\right)\right|$ belong to one cell. The number of cells contiguous at this boundary is thus $\left|\boldsymbol{W}\left(\widetilde{\alpha}^{V}, \alpha_{i}^{V}\right)\right| /\left|\boldsymbol{W}\left(\alpha_{i}^{V}\right)\right|$.
(iii') ( $n-k$ )-boundaries: The general result for any boundary of type $\widetilde{\alpha}^{V} \alpha_{i_{1}}^{V} \cdots \alpha_{i_{k-1}}^{V}$ is that the number of contiguous cells is given by $\left.\left|W\left(\widetilde{\alpha}^{V} \alpha_{i_{1}}^{V} \cdots \alpha_{i_{k-1}}^{V}\right)\right| / \mid W \alpha_{i_{1}}^{V} \cdots \alpha_{i_{k-1}}^{V}\right) \mid$. Combining this with the number of boundaries computed under (i)-(iv), we get for the number of equivalence classes of $(n-k)$-boundaries $(k=1, \ldots, n)$ of type $\widetilde{\alpha}^{V} \alpha_{i_{1}}^{V} \cdots \alpha_{i_{k-1}}^{V}$ : $\left|W\left(\alpha_{i}^{V} \cdots \alpha_{n}^{V}\right)\right| /\left(\left|W\left(\widetilde{\alpha}^{V} \alpha_{i_{1}}^{V} \cdots \alpha_{i_{k-1}}^{V}\right)\right| \cdot\left|G\left(\widetilde{\alpha}^{V} \alpha_{i_{1}}^{V} \cdots \alpha_{i_{k-i}}^{V}\right)\right|\right)$. They are all collected in Table V.

## V. LATTICES OF TYPE $P \equiv P(R)$

So far we have investigated the combinatorial properties of the Dirichlet cells of the root lattice $Q(R)$ by starting from the fundamental domain of the affine Weyl group $W_{a}=W(R) \cdot Q(R)$, which is a simplex. Now we discuss the cells of the weight lattices $P(R)$. A lattice $P(R)$ is defined as

$$
\begin{gather*}
L_{n}\left(\omega_{1}, \ldots, \omega_{n}\right)=\left\{x \mid x=\sum_{i=1}^{n} n_{i} \omega_{i}\right\} \\
\left(\omega_{i}, \alpha_{j}^{V}\right)=\delta_{i j}, \quad i, j=1, \ldots, n \tag{5.1}
\end{gather*}
$$

where $\left\{\alpha_{1}^{V}, \ldots, \alpha_{n}^{V}\right\}$ is the basis of the dual root system $R^{V}$. The lattice $Q(R)$ is a sublattice of $P(R)$ and the group
$W_{a}=W(R) \cdot Q(R)$ is a subgroup of $W_{a}^{\prime}=W(R) \cdot P(R)$.

TABLE VI. $k$-boundaries $\left(F_{k}\right)$ of Dirichlet cells $D_{P}$ of the lattices $P(R)$.

| Dimension $n$ | Lattice | $F_{0}$ | $F_{1}$ | $F_{2}$ | $F_{3}$ | $F_{4}$ | $\chi_{s}=\sum_{k=0}^{n-1}(-1)^{k} F_{k}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | $P\left(B_{3}\right)$ | 24 | 36 | 14 | 1 | - | 2 |
| 4 | $P\left(C_{1}+B_{3}\right)$ | 48 | 96 | 64 | 16 | 1 | 0 |
|  | $P\left(A_{4}\right)$ | 120 | 240 | 150 | 30 | 1 | 0 |

The order $F$ of the factor group $W_{a}^{\prime} / W_{a}$ [which is isomorphic to $P(R) / Q(R)]$ gives the number of fundamental domains of $W_{a}^{\prime}$ in a Weyl alcove $\bar{C}$ (the fundamental domain of $\boldsymbol{W}_{a}$ ). The division of the alcove $\bar{C}$ into fundamental domains $C_{P}$ of $W_{a}^{\prime}$ is performed by the subgroup $\Gamma_{C}$ (or order $f$ ) of $W_{a}^{\prime}$, transforming $C$ into itself,

$$
\begin{equation*}
\Gamma_{C}=\left\{\gamma_{i} \mid \gamma_{i}(C)=C\right\}, \quad \gamma_{i} \in W_{a}^{\prime} \tag{5.2}
\end{equation*}
$$

Its $f-1$ nontrivial elements $\gamma_{i}$ are described by

$$
\begin{equation*}
\gamma_{i}=t\left(\omega_{i}\right) w_{i} w_{0} \tag{5.3}
\end{equation*}
$$

where the index $i$ exhausts the set $J$ of values for which $n_{i}=1$ in the maximal root $\widetilde{\alpha}^{V}=\sum_{i=1}^{n} n_{i} \alpha_{i}^{V}$ of $R^{V} ; w_{0}$ is the (unique) element of $W(R)$, which transforms the Weyl alcove $C$ into $-C, w_{i}$ is the same for the group $W\left(R_{i}\right)$ [considered as a subgroup of $W(R)]$ of the root system $R_{i}$ determined by the Dynkin diagram of $R$, if the positive root $\alpha_{i}$ is deleted. $t\left(\omega_{i}\right)$ is the translation by the corresponding weight $\omega_{i}$. The weights $\omega_{i}, i \in J$ form a system of representatives of $P(R) /$ $Q(R)$ in $P(R)$.Theoperations $w_{i} w_{0}$ aremostsimply displayed by the automorphism group they induce on the extended Dynkin diagram of $\boldsymbol{R}^{\nu}$.

There are two cases we have to analyze: $P\left(B_{3}\right)$ and $P\left(A_{4}\right)$. $P\left(B_{3}\right)$ : Since $B_{3}^{V}=C_{3}$ and $\tilde{\alpha}^{V}=2 \alpha_{1}^{V}+2 \alpha_{2}^{V}+\alpha_{3}^{V}$, there is only one element in the set $J: i=3$. The group $P\left(B_{3}\right) / Q\left(B_{3}\right)$ is of order $2(f=2) ; \omega_{3}$ is a representative in $P\left(B_{3}\right)$. The group operation induced by $w_{3} w_{0}$ in $B_{3}^{V}=C_{3}$ is $-\widetilde{\alpha}^{V} \leftrightarrow \alpha_{3}^{V}$, $\alpha_{1}^{V} \leftrightarrow \alpha_{2}^{V}$. With these elements one easily observes that $\bar{C}_{P}$ is given by
$\bar{C}_{P}:$

$$
\begin{aligned}
& \left(\widetilde{\alpha}^{V}, x\right) \leqslant 1 \\
& \left(\omega_{3}, x\right) \leqslant \frac{1}{2}\left(\omega_{3}, \omega_{3}\right) \\
& \left(\alpha_{1}^{V}, x\right) \geqslant 0 \\
& \left(\alpha_{2}^{V}, x\right) \geqslant 0 \\
& \left(\alpha_{3}^{V}, x\right) \geqslant 0
\end{aligned}
$$

Its boundary structure is as follows:
1-boundaries: $\quad \alpha_{1}^{V} \alpha_{2}^{V}, \alpha_{1}^{V} \alpha_{3}^{V}, \alpha_{2}^{V} \alpha_{3}^{V}, \widetilde{\alpha}^{V} \alpha_{2}^{V}, \widetilde{\alpha}^{V} \alpha_{3}^{V}$,

$$
\begin{equation*}
\alpha_{1}^{V} \omega_{3}, \alpha_{2}^{V} \omega_{3}, \alpha_{3}^{V} \omega_{3}, \tilde{\alpha}^{V} \omega_{3} \tag{5.5}
\end{equation*}
$$

0-boundaries: $\quad \alpha_{1}^{V} \alpha_{2}^{V} \alpha_{3}^{V}$,

$$
\alpha_{1}^{V} \alpha_{2}^{V} \omega_{3}, \alpha_{1}^{V} \alpha_{3}^{V} \omega_{3}, \tilde{\alpha}^{V} \alpha_{2}^{V} \omega_{3}, \tilde{\alpha}^{V} \alpha_{3}^{V} \omega_{3}
$$

expressed in terms of combinations of inequalities (5.4).
$P\left(A_{4}\right)$ : Here we have $A_{4}^{V}=A_{4}$ and
$\widetilde{\alpha}=\alpha_{1}+\alpha_{2}+\alpha_{3}+\alpha_{4}$, so the set $J$ includes all values
$i=1, \ldots, 4(f=5)$ and we have $\omega_{1}, \ldots, \omega_{4}$ as representatives of $P\left(A_{4}\right) / Q\left(A_{4}\right)$ in $P\left(A_{4}\right)$. The group operations $w_{i} w_{0}$ induce on the extended Dynkin diagram cyclic permutations, whereby for a given $i, \quad-\widetilde{\alpha} \rightarrow \alpha_{i}$. The domain $\bar{C}_{P}$ is

$$
\begin{align*}
& \left(\omega_{i}, x\right) \leqslant \frac{1}{2}\left(\omega_{i}, \omega_{i}\right) \\
& \left(\alpha_{j}, x\right) \geqslant 0, \quad i, j=1, \ldots, n \tag{5.6}
\end{align*}
$$

with the boundary structure:

$$
\begin{array}{ll}
\text { 2-boundaries: } & \alpha_{i} \alpha_{j} \quad(i<j), \\
& \alpha_{i} \omega_{j} \quad(i \neq j), \\
& \omega_{i} \omega_{j} \quad(i<j), \\
\text { 1-boundaries: } & \alpha_{i_{1}} \alpha_{i_{2}} \alpha_{i_{3}} \quad\left(i_{1}<i_{2}<i_{3}\right), \\
& \alpha_{i_{1}} \alpha_{i_{2}} \omega_{i_{3}} \quad\left(i_{1}<i_{2}\right),  \tag{5.7}\\
& \alpha_{i_{1}} \omega_{i_{2}} \omega_{i_{3}} \quad\left(i_{2}<i_{3}\right), \\
& \omega_{i_{1}} \omega_{i_{2}} \omega_{i_{3}} \quad\left(i_{1}<i_{2}<i_{3}\right), \\
\text { 0-boundaries: } & \alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}, \\
& \alpha_{i_{1}} \alpha_{i_{2}} \alpha_{i_{3}} \omega_{i_{4}} \quad\left(i_{1}<i_{2}<i_{3}\right), \\
& \alpha_{i_{1}} \alpha_{i_{2}} \omega_{i_{3}} \omega_{i_{4}} \quad\left(i_{1}<i_{2}, i_{3}<i_{4}\right), \\
& \alpha_{i_{1}} \omega_{i_{2}} \omega_{i_{3}} \omega_{i_{4}} \quad\left(i_{2}<i_{3}<i_{4}\right), \\
& \omega_{1} \omega_{2} \omega_{3} \omega_{4},
\end{array}
$$

where $i_{m}=1, \ldots, 4, i_{m} \neq i_{m^{\prime}}$.

TABLE VII. Equivalence classes $\left(C_{k}\right)$ of $k$-boundaries of Dirichlet cells $D_{P}$ and minimal numbers $N_{g}$ of degrees of freedom of Kähler fermions on the lattices $P(R)$.

| Dimension $n$ | Lattice | $C_{0}$ | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $\chi=\sum_{k=0}^{n}(-1)^{k} C_{k}$ | $N_{8}=\sum_{k=0}^{n} C_{k}$ |
| :---: | :--- | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | $P\left(B_{3}\right)$ | 6 | 12 | 7 | 1 | - | 0 | 26 |
| 4 | $P\left(C_{1}+B_{3}\right)$ | 6 | 18 | 19 | 8 | 1 | 0 | 52 |
|  | $P\left(A_{4}\right)$ | 24 | 60 | 50 | 15 | 1 | 0 | 150 |

TABLE VIII. $k$-boundaries $\left(F_{k}\right)$ of the Dirichlet cell $D_{T}$ of the lattice $Q\left(A_{2}\right) \otimes Q\left(A_{2}\right)$.

| Dimension $n$ | Lattice | $F_{0}$ | $F_{1}$ | $F_{2}$ | $F_{3}$ | $F_{4}$ | $\chi_{s}=\sum_{k=0}^{n-1}(-1)^{k} F_{k}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | $Q\left(A_{2}\right) \otimes Q\left(A_{2}\right)$ | 102 | 216 | 144 | 30 | 1 | 0 |

The construction of the Dirichlet cell $D_{P} \equiv D_{P}(R)$,

$$
\begin{equation*}
D_{P}=\underset{w \in \boldsymbol{W}_{(R)}}{\cup} w \bar{C}_{P} \tag{5.8}
\end{equation*}
$$

proceeds along the same lines as that of $D_{Q}(R)$, only has one to take into account an additional set of hyperplanes ( $\left.\omega_{i}, x\right)$ $=\frac{1}{2}\left(\omega_{i}, \omega_{i}\right)$, besides or instead of ( $\left.\widetilde{\alpha}^{V}, x\right)=1$. The relevant orthogonality properties now also include $\left(\omega_{i}, \alpha_{j}^{V}\right)=\delta_{i j}$. The numbers $F_{k}$ of $k$-boundaries of $D_{P}$ are given in Table VI. These numbers already show that the cells $D_{P}\left(B_{3}\right)$ and $D_{P}\left(A_{4}\right)$ are primitive parallelohedra, ${ }^{15}$ i.e., any $k$-boundary $(k=0, \ldots, n)$ is contiguous to $n-k+1$ cells; this gives the equivalence classes of $k$-boundaries of Table VII.

## VI. THE LATTICE $Q_{r} \equiv Q\left(A_{\mathbf{2}}\right) \otimes Q\left(A_{\mathbf{2}}\right)$

This is the diisohexagonal tetragonal $R R_{2}$-centered lattice. It is, from the point of view of root systems, exceptional. The Weyl group of the $A_{2}$ root systems induce on this lattice an automorphism group (of rotations) of order 36. The full automorphism (point) group $A_{T}$ is of order $36.4=144$; the additional generators are the reflection in one $A_{2}$ and the permutation of the two $A_{2}$ root systems. Instead of computing the fundamental domain $\bar{C}_{T}$ of the (symmorphic) lattice group $A_{T} \cdot Q_{T}$ generated by $A_{T}$ and the lattice translations and deriving therefrom the combinatorial properties of the Dirichlet cell

$$
\begin{equation*}
D_{T}=\underset{g \in A_{T}}{\cup} g \bar{C}_{T} \tag{6.1}
\end{equation*}
$$

we use results from the theory of parallelohedra and of positive definite quadratic forms. ${ }^{15}$ The quadratic form (metric) of the lattice, generated by $R\left(A_{2}\right) \times R\left(A_{2}\right)$ is, in the basis,
$e_{1}=\alpha_{1} \otimes \alpha_{1}$,
$e_{2}=\alpha_{2} \otimes \alpha_{2}$,
$e_{3}=\alpha_{1} \otimes \alpha_{2}$,
$e_{4}=\alpha_{2} \otimes \alpha_{1}$,

$$
\begin{align*}
\left(\sum_{i=1}^{4} x_{i} e_{i}\right)^{2}= & 2\left(2 x_{1}^{2}+2 x_{2}^{2}+2 x_{3}^{2}+2 x_{4}^{2}+x_{1} x_{2}+x_{3} x_{4}\right. \\
& \left.-2 x_{1} x_{3}-2 x_{1} x_{4}-2 x_{2} x_{3}-2 x_{2} x_{4}\right) \tag{6.3}
\end{align*}
$$

The parallelohedron corresponding to it turns out from this to be a limit case of a primitive parallelohedron of type III described in detail by Voronoi. ${ }^{15}$ Its numbers of $k$-boundaries ( $k=0, \ldots, 4$ ) are listed in Table VIII and its equivalence classes of $k$-boundaries are given in Table IX.

## VII. COMPARISON WITH NAIVE FERMIONS

The minimal number of naive fermions is related to the (equivalence class of) points on the Dirichlet cells, which belong to isolated orbits of the factor group of the crystallographic group with respect to the lattice translations. These orbits can be particularly easily determined for those groups which are affine Weyl groups $W_{a}=W(R) \cdot Q(R)$. Affine Weyl groups are generated by reflections on hyperplanes. Since their action on the alcoves is simply transitive, their isolated orbits are the extremal points, the 0 -boundaries of the alcoves. These are the images under the Weyl group of the points symbolized by $\alpha_{1}^{V} \cdots \alpha_{n}^{V}$ and by $\widetilde{\alpha}^{V} \widetilde{\alpha}_{i_{1}}^{V} \cdots \alpha_{i_{n-1}}^{V}$. The first of these points is the center of the cell $D_{Q}$ and the others are on its boundaries. The orbit of the point $\tilde{\alpha}^{V} \alpha_{i_{1}}^{V} \cdots \alpha_{i_{n-1}}^{V}$ has $\left|W\left(R^{V}\right)\right| /\left|W\left(\alpha_{i_{1}}^{V} \cdots \alpha_{i_{n-1}}^{V}\right)\right|$ elements. If the set $\tilde{\boldsymbol{a}}^{V} \alpha_{i_{1}}^{V} \cdots \alpha_{i_{n-1}}^{V}$ splits into (at most) two mutually orthogonal systems $\tilde{\alpha}^{V} \alpha_{i_{1}}^{V} \cdots \alpha_{i_{k-1}}^{V}$ and $\alpha_{i_{k}}^{V} \cdots \alpha_{i_{n-1}}^{V}$ the orbit lies on the $(n-k)$-boundaries of $D_{Q}$ of type $\tilde{\alpha}^{V} \alpha_{i_{1}}^{V} \cdots \alpha_{i_{k-1}}^{V}(k=1, \ldots, n)$. The numbers $p_{n-k}$ of Table X come from all the nonequivalent $(n-k)$-boundaries of such types.

If the group $A(R) \cdot Q(R)$ is larger than the affine Weyl group, as it happens for $R=G_{2}+G_{2}$ and $R=A_{4}$, where $|A| /|W|=2$, the fundamental domain is half the Weyl alcove. We may, however, look simply at the fixed points of the factor group $A \cdot Q / W \cdot Q$ on the Weyl alcove.

For the root system $A_{4}$ the nontrivial element of this group corresponds to the inversion $\alpha_{i} \rightarrow-\alpha_{i}(i=1, \ldots, 4)$. Its fixed points are the images under $W$ of the point $\left(\alpha_{1}, x\right)=\frac{1}{2},\left(\alpha_{4}, x\right)=\frac{1}{2}$ on the $\widetilde{\alpha} \alpha_{2} \alpha_{3}$-boundary. These are the centers of the 3-boundaries of $D_{Q}$. Thus, for $W \cdot Q$ the points of isolated orbits are the center and the 0 -boundaries of $D_{Q}$ (the $W$-images of the 0 -boundaries of the Weyl alcove) and for $A \cdot Q$ the centers of the 3-boundaries add to them.

In $G_{2}+G_{2}$ the fundamental domain of the affine Weyl group is the product of two simplexes (triangles) with the

TABLE IX. Equivalence classes ( $C_{k}$ ) of $k$-boundaries (and of isolated orbit points) of the Dirichlet cell $D_{T}$ and minimal number $N_{g}$ of degrees of freedom of Kähler fermions on the lattice $Q\left(A_{2}\right) \otimes Q\left(A_{2}\right)$.

| Dimension $n$ | Lattice | $C_{0}$ | $C_{1}$ | $C_{2}$ | $C_{3}$ | $C_{4}$ | $\chi=\sum_{k=0}^{n}(-1)^{k} C_{k}$ | $N_{g}=\sum_{k=0}^{n} C_{k}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | $Q\left(A_{2}\right) \otimes Q\left(A_{2}\right)$ | 20 | 54 | 48 | 15 | 1 | 0 | 138 |

TABLE X. Equivalence classes $\left(p_{k}\right)$ of isolated orbit points of the groups on $k$-boundaries of the Dirichlet cells $D_{Q}$, i.e., on the Brillouin zones of the reciprocal lattices $P\left(R^{V}\right)$, compared to $N_{g}$ of $D_{P}\left(R^{V}\right)$.

extreme points of higher stability group. The additional symmetry operation in $A \cdot Q$ is the interchange of the two root systems $G_{2}$; it has no isolated fixed points.

The corresponding numbers for $A_{4}$ and $G_{2}+G_{2}$ are, again, given in Table $X$. We consider now the groups $A \cdot P$ and start from their subgroups $W \cdot P$. For $B_{3}$, where we have $A=W$ and where the factor group $W \cdot P / W \cdot Q$ has order 2 , we get the fixed points of $W \cdot Q$ and, in addition, the images of the points $\omega_{3} \alpha_{1}^{V} \alpha_{2}^{V}$ and $\widetilde{\alpha}^{V} \omega_{3} \alpha_{3}^{V}$. Thus, the points of isolated orbits are the center of the cell, those of its 2-boundaries, and its 0-boundaries.

In the fundamental domain of $W \cdot P\left(A_{4}\right)$ the only fixed points of the factor group $W \cdot P / W \cdot Q$ are $\alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}$ and $\omega_{1} \omega_{2} \omega_{3} \omega_{4}$. The additional fixed points, coming from the $\operatorname{group} A \cdot P / W \cdot P, \operatorname{are} \omega_{1} \alpha_{2} \alpha_{3} \alpha_{4}, \omega_{2} \alpha_{1} \alpha_{3} \alpha_{4}, \omega_{3} \alpha_{1} \alpha_{2} \alpha_{4}$, and $\omega_{4} \alpha_{1} \alpha_{2} \alpha_{3}$. The points of isolated orbits of the Dirichlet cell $D_{P}\left(A_{4}\right)$ thus are for $W \cdot P$ the center of the cell and its 0 boundaries, whereas for $A \cdot P$ the centers of the 3-boundaries add to them.

The numbers $p_{k}$ for the cells $D_{P}$ are given in Table XI.
There remains the (self-reciprocal) lattice $Q_{T}$ $=Q\left(A_{2}\right) \otimes Q\left(A_{2}\right)$. From its full symmetry group we can determine, with a certain amount of computation, the stability groups of the various (inequivalent) $k$-boundaries of the Dirichlet cell $D_{T}$. The result is that on any $k$-boundary ( $k=0, \ldots, 4$ ) there is precisely one point of an isolated orbit.

## VIII. COMMENTS

We have derived for the lattices of maximal symmetries in $n=1, \ldots, 4$ dimensions the numbers $N_{g}$ of degrees of freedom of geometric fermions, which are connected with the translationally inequivalent $k$-boundaries ( $k=0, \ldots, n$ ) of their Dirichlet cells. These numbers, summarized in Tables V, VII, and IX, are minima by the construction of the cells from the fundamental domains of the symmorphic space groups associated to the maximal Bravais groups. The cells do not provide the unique minimal partition: the dual partition, which corresponds to $C_{k} \leftrightarrow C_{n-k}(k=0, \ldots, n)$ in these tables, is another such partition. It is given by the polyhedra which are the convex hulls of the centers of the Dirichlet cells contiguous at 0 -boundaries. The dual partitions can be described with the methods used in this paper. We only mention here that for the hexagonal lattice $Q\left(G_{2}\right)$, the body-centered cubic lattice $P\left(B_{3}\right)$, and the $S N$-centered icosahedral lattice $P\left(A_{4}\right)$ they are simplicial partitions (simplicial lattices). For fermions (either naive or geometric) the choice between Dirichlet or dual partition is not so important, but it is important for objects with degrees of freedom sitting on boundary elements of given order $k$, as, e.g., vector (gauge) bosons ( $k=1$ ).

We have also determined, for the actions of the symmorphic space groups corresponding to the maximal Bra-

TABLE XI. Equivalence classes $\left(p_{k}\right)$ of isolated orbit points of the groups on $k$-boundaries of the Dirichlet cells $D_{P}$, i.e., on the Brillouin zones of the reciprocal lattices $Q\left(R^{V}\right)$, compared to $N_{g}$ of $D_{Q}\left(R^{V}\right)$.

| Dimension $n$ | Lattice | Bravais group | $p_{0}$ | $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ | $N_{C}=\sum_{k=0}^{n} p_{k}$ | $N_{g}$ | Reciprocal <br> lattice |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $P\left(B_{3}\right)$ | $A=W\left(B_{3}\right)$ | 6 | - | 7 | 1 | - | 14 | 18 | $Q\left(C_{3}\right)$ |
| 4 | $P\left(C_{1}\right)+P\left(B_{3}\right)$ | $A=W\left(C_{1}\right) \cdot W\left(B_{3}\right)$ | 6 | 6 | 7 | 8 | 1 | 28 | 36 | $Q\left(B_{1}\right)+Q\left(C_{3}\right)$ |
|  | $P\left(A_{4}\right)$ | $A\left(A_{4}\right)$ | 24 | - | - | 15 | 1 | 40 | 50 | $Q\left(A_{4}\right)$ |

vais groups in $n=4$ dimensions, the orbits which are isolated in their strata. For reasons of completeness we have rederived these orbits here also for $n \leqslant 3$. The points of these orbits (Tables X and XI) are minimal critical sets for any smooth invariant vector field on the Dirichlet cell ${ }^{24}$ and thereby give lower bounds $N_{c}$ for the numbers of naive fermions on the reciprocal lattice, for which the Dirichlet cell plays the role of the Brillouin zone. ${ }^{7}$ The physical (particle) interpretation of the vector field requires, however, that its critical points should not be degenerate. On several of the lattices which are not self-reciprocal, e.g., on those of type $A_{4}$, this requirement cannot be imposed on the minimal set of critical points since the orbit structure does not allow them to obey the Poincare-Hopf theorem. On them the lower bound $N_{c}$ cannot be saturated by physically acceptable vector fields. The minimal numbers of naive fermions for the corresponding groups are then necessarily higher than the numbers in Tables $\mathbf{X}$ and XI show; their precise values have to be determined from a detailed orbit analysis of the group action. Anyhow the location of these fermions on the Brillouin zone will then no more be completely specified by symmetry. This phenomenon has already been encountered for certain three-dimensional nonmaximal groups; the groups of the lattices $Q\left(A_{4}\right), P\left(A_{4}\right)$ are similar to the space groups $T_{d}^{2}, T_{d}^{3}$.

On the self-reciprocal lattices the situation is much simpler. Here we have $p_{k}=C_{k}$ and therefore the equality $\Sigma_{k=0}^{n}(-1)^{k} p_{k}=\Sigma_{k=0}^{n}(-1)^{k} C_{k}=0$, by which the Poin-caré-Hopf theorem allows us to saturate the bound $N_{c}$ by physically interesting vector fields with only nondegenerate critical points. For the maximal groups corresponding to the self-reciprocal lattices, one can therefore make a precise statement: the minimal numbers of naive fermions are given by $N_{c}$ of Table X and the location of these fermions is on the centers of the (translationally inequivalent) $k$-boundaries of the Dirichlet cells ( = Brillouin zones); for these lattices $N_{c}=N_{g}$.

In order to have the complete computational instrument (the appropriate $l^{2}$-cohomologies) of a lattice theory, one has to know, in addition to the partitions giving the minimal degrees of freedom, also the incidence structure of the boundaries of the polyhedra and the appropriate scalar product for the (Hilbert) space of linear functions defined on the boundaries. The incidence structure can easily be derived from the geometric insight gained by the Lie algebraic methods used in this paper. The appropriate scalar product should be the one induced ${ }^{25,26}$ by that of the Euclidean space $E^{n}$.

We have not discussed in this paper the continuum limit. It has been commented upon in Refs. 6 and 8, and a two-



FIG. 2.
dimensional example has been worked out in Ref. 27. The mathematical background for a discussion can be traced from Refs. 26 and 28.

There remains, finally, the problem of determining the minimal numbers of degrees of freedom for lattice fermions for the nonsymmorphic space groups corresponding to the maximal Bravais groups. We expect that, analogously to naive fermions, ${ }^{7}$ one will get a strong increase of these numbers compared to the symmorphic groups. We illustrate in an appendix on the (single) two-dimensional case the situation to be expected generally.
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## APPENDIX

The two-dimensional maximal Bravais groups are the Weyl groups $W\left(B_{2}\right)$ and $W\left(G_{2}\right)$. To $W\left(G_{2}\right)$ there corresponds a single space group, which is symmorphic, whereas to $W\left(B_{2}\right)$ there correspond two, one of which is nonsymmorphic. Its factor group with respect to lattice translations may be represented by the four proper rotations (even number of Weyl reflections) and by the four improper rotations (odd number of Weyl reflections) combined with a translation by the weight $\omega_{2}$. In Fig. 1 we display the location of the minimal numbers $N_{g}=4$ of degrees of geometric lattice fermions for the symmorphic group ( $C_{0}=1, C_{1}=2, C_{2}=1$ ) and in Fig. 2 the same for the nonsymmorphic group ( $N_{\mathrm{g}}=8$ : $C_{0}=2, C_{1}=4, C_{2}=2$ ).
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#### Abstract

Orbit spaces of low-dimensional representations of classical and exceptional Lie groups are constructed and tabulated. We observe that the orbit spaces of some single irreducible representations (adjoints, second-rank symmetric and antisymmetric tensors of classical Lie groups, and the defining representations of $F_{4}$ and $E_{6}$ ) are warped polyhedrons with (locally) more protrudent boundaries corresponding to higher level little groups. The orbit spaces of two irreducible representations have different shapes. We observe that dimension and concavity of different strata are not sharply distinguished. We explain that the observed orbit space structure implies that a physical system tends to retain as much symmetry as possible in a symmetry breaking process. In Appendix A, we interpret our method of minimization in the orbit space in terms of conventional language and show how to find all the extrema (in the representation space) of a general group-invariant scalar potential monotonic in the orbit space. We also present the criterion to tell whether an extremum is a local minimum or maximum or an inflection point. In Appendix B, we show that the minimization problem can always be reduced to a two-dimensional one in the case of the most general Higgs potential for a single irreducible representation and to a three-dimensional one in the case of an even degree Higgs potential for two irreducible representations. We explain that the absolute minimum condition prompts the boundary conditions enough to determine the representation vector.


PACS numbers: 02.20.Qs, 11.15.Ex

## 1. INTRODUCTION

Since the discovery of the Higgs mechanism, ${ }^{1}$ it has been employed almost exclusively in the gauge symmetry breaking problem because it breaks a local gauge symmetry without damaging the renormalizability. ${ }^{2}$ Though it is not the only known mechanism to do such a job, ${ }^{3,4}$ certainly it is the only tractable one. Partly due to its tractability it drew considerable attention from theoretical physicists despite some ugly features. There is a consensus that, though it may not be a fundamental mechanism, it would describe the effective phenomena arising from some unknown fundamental interactions. It was applied to the unification of electromagnetic and weak interactions ${ }^{5}$ with great success and subsequently to fancier grand unification theories. ${ }^{6}$ Here some major difficulties arose, namely, the gauge hierarchy problem ${ }^{7}$ and proliferation of Higgs parameters, etc. The spontaneous symmetry breaking problem in supersymmetric theories ${ }^{8}$ is one of the most popular problems these days. Since the spontaneous symmetry breaking mechanism was devised by Landau ${ }^{9}$ to explain continuous structural phase transitions in crystals, the mechanism has been widely employed in condensed matter physics. ${ }^{10}$ Spontaneous symmetry breaking is one of the most fundamental phenomena ob-

[^7]served in nature. It is no wonder that there exist several extensive review articles on this subject. ${ }^{11,12}$

The technical problem of minimizing the scalar potential or the thermodynamic potential and finding the symmetry of the vacuum or the equilibrium state has been considered to be a formidable task among theoretical physicists. Unification theorists could only check the list of possible symmetry breaking directions without knowing whether and when the symmetry is broken in certain directions. Condensed matter theorists had to use an abbreviated potential. Our geometrical method provides the most appropriate language for the problem. It gives accurate minimizing solutions for a general Higgs potential of single irreducible representations and for a general even-degree Higgs potential of two irreducible representations. We leave to an interested reader the analysis of a general even-degree Higgs potential of three irreducible representations, which will give needed solutions to some unification models, e.g., the $E_{6}$ model with a Higgs assignment in 27,78 , and 351 representations. ${ }^{13}$

The geometrical method of minimizing the LandauHiggs potentials, devised by the author, ${ }^{14-17}$ reduces the problem to one of finding "contours" of directional minima. It is based on the observation ${ }^{18}$ that the orbits and the conjugacy classes of subgroups are the relevant quantities to describe the minimum of the Landau-Higgs potential which is invariant under a linear transformation of a compact Lie group on the scalar fields (or a finite group on the order parameters). Hilbert ${ }^{19}$ proved that there is a basic set of invariants such that all other invariants are expressed as their polynomials and provided a systematic method to find all
the basic invariants. It has been known ${ }^{20}$ that invariants specify orbits, i.e., one can view an orbit as a point in an $(l+1)$ dimensional vector space, $(l+1)$ being the number of independent basic invariants. How can we describe a direction in such a space? Indeed there is a set of parameters ${ }^{21}$ that can be used for such purpose. "Orbit parameters" are defined to be dimensionless ratios of invariant polynomials. These parameters can be considered as some set of generalized angles specifying a direction in the representation space. Their ranges being bounded, they occupy a localized region (called the "orbit space") in the orbit parameter space, which can be regarded as an $l$-dimensional vector space.

Since the scalar potential is a group invariant function, it can be expressed in terms of the basic invariants. But a classical Higgs potential is restricted to be a fourth-degree polynomial of the scalar fields due to renormalizability. Because of this restriction it is normal that only a subset of all the basic invariants appear in the Higgs potential, and that the orbit parameters formed from this subset appear linearly. ${ }^{22}$ The potential can be written in terms of the norm of the field and a few orbit parameters. For a given set of orbit parameters we can survey the behavior, particularly extrema, of the potential along the corresponding direction in the field component space. By varying the orbit parameters, we can survey the whole space in search of the absolute minimum. Because of the linearity, the absolute minimum of the potential occurs on the most protrudent portions of the boundary of the orbit space formed from the fourth-degree Higgs potential, which is a projection of the complete orbit space.

The potential can be minimized abstractly for a general representation of a general compact group. The difficult part of extremizing the potential in the conventional methods ${ }^{23,24}$ has as its counterpart in our method the problem of finding the orbit space boundary, which is unique for each different representation. In our original works our method for constructing the projected orbit space was empirical and we used the Michel-Radicati conjecture ${ }^{25}$ for one irreducible representation (irrep) ${ }^{26}$ and the Gell-Mann-Slansky conjecture ${ }^{27}$ for two irreps as a guide for finding the orbit space boundary. Then our results were tested with the boundary conditions. It was realized that we need not solve high degree algebraic equations to find orbit space boundaries. The procedure is facilitated by some general mathematical results. ${ }^{28,29,16}$ Using these results, we look for branching rules ${ }^{27,30}$ and singlet forms of the given representation under various subgroups, starting from the highest level to successively lower levels. In any case we need to know at least this much information to specify the absolute minimum. "Usable boundaries" (where the potential may have a minimum) correspond to higher symmetry groups. In practice one finds the whole boundary before he reaches the lowest level.

Much work has been done by mathematicians ${ }^{31,32,29}$ on the structure of the complete orbit space. Their results were originally derived from the properties of linear actions of compact transformation groups. However, Ref. 32 deals with the relationship between orbits and invariants. Recently a comprehensive review article ${ }^{29}$ has been published for physicists. Our formalism is entirely based on the invariant
polynomials and requires less mathematical background, presenting a concrete and intuitive picture without losing generality. The main result is that the orbit space consists of some $l$-dimensional volume occupied by the generic stratum of the lowest level symmetry group with all the other strata of higher symmetries forming the singular boundaries.
Equivalently, the generic stratum occupies an open, dense, topologically connected region and thus the boundaries must belong to the lower dimensional strata. It was explicitly shown ${ }^{12,29}$ that a lower dimensional stratum of a higher symmetry is a subspace which is spanned by the gradients of basic invariant polynomials. (This is equivalent to our boundary conditions. ${ }^{16}$ )

In this paper we present concrete examples, showing that lower dimensional strata of higher symmetry groups always form the boundaries of higher dimensional strata of lower symmetry groups. We also observe that high symmetry strata are normally ${ }^{33}$ more protrudent than lower symmetry ones, which was conjectured in our earlier works. ${ }^{14-16}$ This protrusiveness of orbit spaces (defined in terms of ratios of invariant polynomials) is important physically because it indicates that a physical system tries to retain the highest symmetries possible when the spontaneous symmetry breaking takes place, which is the spirit of the Michel-Radicati and the Gell-Mann-Slansky conjectures. It also makes our method powerful. The hierarchy of protrusiveness on the boundaries is essential to predict how small the little groups can be in the presence of nonmonotonic orbit parameters. ${ }^{17}$

In Sec. 2, we briefly review the minimization problem in orbit space. In Sec. 3, we construct orbit spaces of adjoint representations. We observe that they form polyhedrons as conjectured in Ref. 16. In Sec. 4, second-rank symmetric and antisymmetric tensors of all the classical Lie groups and other low-dimensional single irreps are analyzed. We observe that the tensors have the same orbit spaces as adjoint representations of other groups and that there is an interesting relationship between the number of maximal little groups and the degrees of basic invariants. We discuss the implications of the observed properties in the minimization problem. In Sec. 5, orbit spaces of two irreps are shown. We find that the generic stratum is semiclosed. It is shown that dimension and concavity of different strata are not sharply distinguished. In Appendix A, we compare our method to the conventional one to help the reader to understand the workings of our method. We also show how to find all the extrema (in the representation space) of a general Higgs potential. If a Higgs potential contains more than four independent invariant polynomials it seems difficult to locate the absolute minimum visually. In Appendix B, we show that the minimization problem can always be reduced to a twodimensional one in the case of the most general Higgs potential for a single irrep and to a three-dimensional one in the case of an even-degree Higgs potential for two irreps. Thus we can visually minimize the Higgs potentials of these two types using the contours of directional minima we derived previously.

Once the orbit space is constructed, the absolute minimum of the Landau-Higgs potential for a given representation can be read off the list right away using the results de-
rived in Refs. 14-16.

## 2. HIGGS PROBLEM AND ORBIT PARAMETERS

In a nonabelian gauge theory, where the scalar potential has a symmetry $G \times$ reflection and the scalars transform as an $n$-dimensional irreducible representation $R$ of a semi-simple compact Lie group $G$, the Higgs potential can be written as

$$
\begin{align*}
V(\varphi)= & -\frac{1}{2} m^{2} \sum_{i=1}^{n} \varphi_{i}^{*} \varphi_{i}+\frac{1}{4} A\left(\sum_{i=1}^{n} \varphi_{i}^{*} \varphi_{i}\right)^{2} \\
& +\frac{1}{4} A_{1} f_{i j k l} \varphi_{i}^{*} \varphi_{j} \varphi_{k}^{*} \varphi_{i} \\
& +\frac{1}{4} A_{2} g_{i j k l} \varphi_{i}^{*} \varphi_{j} \varphi_{k}^{*} \varphi_{i}+\cdots . \tag{1}
\end{align*}
$$

$V(\varphi)$ is invariant under a group transformation, $\varphi_{j}^{\prime}=\Sigma_{i=1}^{n} T(\vartheta)_{j i} \varphi_{i} . T(\vartheta)$ is an $n \times n$ matrix representing a group element. ${ }^{34}$ It can be written in general, $T(\vartheta)=\exp \left(-i \Sigma_{i=1}^{N} \vartheta_{L} X_{L}\right) \cdot X_{L}$ are $n \times n$ matrices representing the generators of the group, and $\vartheta_{L}$ are real or complex parameters specifying an element of the group. Our objective is to find the field configuration and the corresponding symmetry that yield the minimum energy. We set the scalar fields constant in space-time and minimize the resulting potential.

We introduce some useful group theoretical concepts, nicely explained by O'Raifeartaigh. ${ }^{11}$ The orbit of $\varphi_{a}$ is defined to be the set of vectors $\varphi^{(a)}$ that can be expressed as $\varphi^{(a)}=T(\vartheta) \varphi_{a}$ with $T(\vartheta)$ an element of $G$. The little group of $\varphi_{a}$ is defined to be the subgroup $G_{a}{ }_{a}$ of $G$ that leaves $\varphi_{a}$ invariant: $T(\vartheta) \varphi_{a}=\varphi_{a}$ for $T(\vartheta) \in G_{a}^{\prime} \subset G$. The vectors on an orbit are in one-to-one correspondence with the coset $G / G_{a}^{\prime}$. It can easily be shown that the little group $G_{b}^{\prime}$ of any vector $\varphi_{b}$ on the orbit of $\varphi_{a}$ is conjugate to $G_{a}^{\prime}$. If the $T(\vartheta)$ are unitary, then all the vectors $\varphi^{(a)}$ have the same norm $\varphi_{a}^{*} \varphi_{a}$. In general, there is a continuum of distinct orbits respecting the same little group up to conjugation. The set of all such orbits is called the stratum of the little group. Note that if the little groups of two orbits are distinct, then the orbits are distinct. However, the converse is not true, i.e., if two orbits are distinct, their little groups are not necessarily different.

By definition an invariant polynomial is constant on an orbit and thus is a function of orbits. A classical Higgs potential is a polynomial of some algebraically independent invariant polynomials. When we seek a solution to the Higgs problem, we are actually seeking the orbit that minimizes the potential, and its little group.

However we need to find a better way to specify an orbit, because to an orbit there corresponds a trajectory of vectors in the $\varphi$-space. Aronhold ${ }^{20}$ realized that invariant polynomials specify orbits, which we adopt for our purposes. One is naturally led to the fact that there are only a finite number of independent invariants because there are only a finite number of real parameters specifying a vector in the representation space. Mathematicians have more to say. Hilbert ${ }^{19}$ proved that there exists a set of invariant polynomials $I_{a}(\varphi)$, called the integrity basis, such that every invariant polynomial $P(\varphi)$ can be expressed as a polynomial of $I_{a}$ : $P(\varphi)=\bar{P}\left[I_{a}(\varphi)\right]$. The invariants in the integrity basis are not necessarily independent, and indeed, for some representations, called noncoregular representations, there are po-
lynomial identities among them, called syzygies. We will call the complete set of lowest degree independent invariants, "basic invariants." The number $(l+1)$ of basic invariants is different for each different representation. We can visualize an orbit as a point in the $(l+1)$-dimensional space of $I_{a}$.

The dimensionless ratios of invariants to the magnitude of the $\varphi$ vector, for example,

$$
\begin{equation*}
\lambda=f_{i j k l} \varphi_{i}^{*} \varphi_{j} \varphi_{k}^{*} \varphi_{I} /\left(\sum_{i=1}^{n} \varphi_{i}^{*} \varphi_{i}\right)^{2} \tag{2}
\end{equation*}
$$

can be used to specify strata, and yield a powerful tool in the minimization problem. We will call the dimensionless ratios orbit parameters. They can be considered as a set of generalized angles containing all the directional information. From the definition we can readily see that their ranges are bounded, and thus they occupy a localized region (called the orbit space ${ }^{35}$ in the orbit parameter space, which can be regarded as an $l$-dimensional vector space.

Our method reduces the minimization problem to one of finding "contours" of directional minima (the minimum of the potential in the direction specified by a set of orbit parameters). The "contour" for the most general Higgs potential of one irrep has been analyzed in Ref. 16. It is a curve somewhat similar to a parabola or a surface made by translating the curve. The absolute minimum of the potential occurs at the most protrudent portions of the projected orbit space boundary, corresponding to higher level little groups. The "contour" for the most general even degree Higgs potential of two irreps has been analyzed in Ref. 15. It is a cone and again the absolute minimum occurs at the most protrudent portions of the projected orbit space boundary. This result yields a powerful method for locating the absolute minimum.

When the orbit space dimension is less than four, one can visually locate the absolute minimum. When the dimension is higher than three, one would compare the potential values at different extremum points and pick the lowest one to find the absolute minimum. In Appendix A, we show, by derivation, that there are only a finite number of extrema (in the representation space) of a general Higgs potential, including the ones corresponding to lower level little groups. The absolute minimum normally occurs at the stratum of one of the maximal or maximaximal little groups because they normally correspond to the most protrudent portions of the orbit space boundary. However, we can still visually locate the potential minimum by projecting the orbit space further. In Appendix B, we show that the minimization problem can be reduced to a two-dimensional one in the case of the most general Higgs potential for a single irrep and to a three-dimensional one in the case of an even-degree Higgs potential for two irreps.

When the potential is not monotonic in orbit parameters, the situation is more complicated. We have shown ${ }^{17}$ that, in a nontrivial case, each time an orbit parameter appears in the potential nonmonotonically the problem reduces to the same form on the constraint "surface" introduced by the nonmonotonicity. Thus the absolute minimum is now most likely to occur on the less (by one level) protrudent portions of the orbit space boundary. However, we cannot totally exclude trivial cases where the maximal or
maximaximal little groups are still favored.
Deeper knowledge of the orbit space structure is essential to understand the Michel-Radicati and the Gell-MannSlansky conjectures on the minimal symmetry breaking principle and to see how the principle (not the conjectures themselves) works in the presence of nonmonotonic orbit parameters. The above conjectures seem to hold most of the time but counterexamples ${ }^{36,37,17}$ have already been found recently.

In the following we tabulate orbit spaces of all the coregular representations that admit less than (or equal to) five independent basic invariants. Although the orbit space in its original sense is a uniquely defined mathematical object, there is some arbitrariness in defining it using invariant functions. Mathematicians would say that any $(l+1)$ independent smooth invariants would do the job. Physicists would try to be more specific and to make a definition useful for their own needs, preferably a visual and compact one. Our definition was formed in ignorance: dimensionless ratios of lowest degree independent invariant polynomials in the integrity basis to the unique quadratic invariant. This set itself is not uniquely defined because any linear combinations of the same-degree invariant polynomials are equally qualified. Since the concavity of a geometrical object does not change upon linear transformations of the coordinates, our definition is safe.

## 3. COMPLETE ORBIT SPACES OF ADJOINT REPRESENTATIONS

As we shall see, the orbit spaces of adjoint representations are prototypes for many other representations. We describe them in detail. Let us briefly review some group theoretical results ${ }^{38}$ to set up our notation. For the algebra of order $N$ and rank $(l+1)$ we choose a Cartan-Weyl basis, so that the commutation relations assume the standard form:
$\left[H_{i}, H_{j}\right]=0, \quad i, j=1,2, \ldots,(l+1)$,
$\left[H_{i}, E_{ \pm \alpha}\right]= \pm r_{i}(\alpha) E_{ \pm \alpha^{\prime}} \quad \alpha=1,2, \ldots,(N-l-1) / 2,(3 \mathrm{~b})$
$\left[E_{\alpha}, E_{-\alpha}\right]=\sum_{i=1}^{l+1} r_{i}(\alpha) H_{i}$,
$\left[E_{\alpha}, E_{\beta}\right]=N_{\alpha \beta} E_{\alpha+\beta}$,
where $N_{\alpha \beta} \neq 0$ only if $\mathbf{r}(\alpha)+\mathbf{r}(\beta)$ is also a root. The Killing scalar products are

$$
\begin{equation*}
\left(H_{i}, H_{i}\right)=1, \quad\left(E_{\alpha}, E_{-\alpha}\right)=1 \tag{4}
\end{equation*}
$$

with all other scalar products being zero. Furthermore, the roots $\mathbf{r}(\alpha)$ satisfy the condition

$$
\begin{equation*}
\sum_{\alpha} r_{i}(\alpha) r_{j}(\alpha)=\delta_{i j} \tag{5}
\end{equation*}
$$

Using the generalized Casimir operators derived by Racah, ${ }^{39}$ Gruber and O'Raifeartaigh ${ }^{40}$ have derived forms for the Casimir invariants that are more useful in practice. [The field components can be reduced by a group transformation to $(l+1)$ (number of rank) irreducible components which correspond to $H_{i}$ 's in the Cartan-Weyl basis. Utilizing these results, we can readily write down the tractable form of each invariant.] The complete set of invariant polynomials for ad-
joint representations can be obtained by using the matrix form for the representation vector,

$$
\begin{equation*}
\varphi=\sum_{i=1}^{N} \varphi_{i} X_{i} \tag{6}
\end{equation*}
$$

where $\varphi_{i}$ is the $i$ th component of $\varphi$ in vector notation and $X_{i}$ is the matrix corresponding to the $i$ th generator. Note that $X_{i}$ can be based on any representation. Using the notation

$$
\begin{equation*}
I_{m}=\operatorname{Tr} \varphi^{m} \tag{7}
\end{equation*}
$$

we list the complete set of invariant polynomials in Table I along with other useful properties for each classical and exceptional Lie group. The $I_{n}^{\prime}$ of $\mathrm{SO}_{2 n}$ is of a form similar to $A_{5}$ in Eq. (39) of Ref. 17.

Using the convention

$$
\begin{equation*}
\varphi=\sum_{i=1}^{l+1} \varphi_{i} H_{i} \equiv\left[a_{1}, a_{2}, \cdots\right] \tag{8}
\end{equation*}
$$

where we have defined the square bracket as the diagonal elements of the matrix, we can directly write down the orbit parameters in the following generic form:

$$
\begin{align*}
& \alpha_{m} \equiv \frac{\operatorname{Tr} \varphi^{m}}{\left(\operatorname{Tr} \varphi^{2}\right)^{m / 2}}  \tag{9a}\\
& \alpha_{m}^{\prime} \equiv \frac{2^{m} a_{1} a_{2} \cdots a_{m}}{\left(\operatorname{Tr} \varphi^{2}\right)^{m / 2}} \tag{9b}
\end{align*}
$$

## A. Groups of rank two

There is only one orbit parameter for the adjoint representation of a group of rank 2 , and thus the orbit space is a line.

## SU(3)

We choose the vector representation for the basis of the matrices. Then the generic stratum and the orbit parameter are represented as follows:

$$
\begin{align*}
& U_{1} \times U_{1}: \\
& \varphi=[a, b,-a-b] \\
& \alpha_{3}=\left(a^{3}+b^{3}-(a+b)^{3}\right) /\left(a^{2}+b^{2}+(a+b)^{2}\right)^{3 / 2} \tag{10}
\end{align*}
$$

TABLE I. List of Casimir invariants, order and rank of classical and exceptional Lie groups.

| Group | Invariants | Order | Rank |
| :---: | :---: | :---: | :---: |
| $\mathrm{SU}_{n+1}$ | $I_{2}, I_{3}, \ldots, I_{n+1}$ | $n(n+2)$ | $n$ |
| $\mathrm{SO}_{2 n+1}$ | $I_{2}, I_{4}, \ldots, I_{2 n}$ | $n(2 n+1)$ | $n$ |
| $\mathrm{Sp}_{2 n}$ | $I_{2}, I_{4}, \ldots, I_{2 n}$ | $n(2 n+1)$ | $n$ |
| $\mathrm{SO}_{2 n}$ | $I_{2}, I_{4}, \ldots, I_{2 n-2}, I_{n}$ | $n(2 n-1)$ | $n$ |
| $G_{2}$ | $I_{2}, I_{6}$ | 14 | 2 |
| $F_{4}$ | $I_{2}, I_{6}, I_{8}, I_{12}$ | 52 | 4 |
| $E_{6}$ | $I_{2}, I_{5}, I_{6}, I_{8}, I_{9}, I_{12}$ | 78 | 6 |
| $E_{7}$ | $I_{2}, I_{6}, I_{8}, I_{1}, I_{12}, I_{44}, I_{18}$ | 133 | 7 |
| $E_{8}$ | $I_{2}, I_{8}, I_{12}, I_{14}, I_{18}, I_{20}, I_{24}, I_{30}$ | 248 | 8 |

The stratum of each little group is represented as follows:

$$
\begin{align*}
& S U_{2} \times U_{1}: \\
& 3=1[-2]+2[1] \\
& \varphi=[a, a,-2 a], \quad \alpha_{3}= \pm 1 / \sqrt{6} \tag{11}
\end{align*}
$$

The orbit space consists of two end points corresponding to $\left[S U_{2} \times U_{1}\right]$ and the interior corresponding to [ $\left.U_{1} \times U_{1}\right]$.

## SO(5) and Sp(4)

We choose the five-dimensional vector representation for the basis. The generic stratum and the orbit parameter are represented as follows:

$$
\begin{align*}
& U_{1} \times U_{1}: \\
& \varphi=[a,-a, b,-b, 0],  \tag{12}\\
& \alpha_{4}=\left(2 a^{4}+2 b^{4}\right) /\left(2 a^{2}+2 b^{2}\right)^{2} .
\end{align*}
$$

The stratum of each little group is represented as follows:

$$
\begin{align*}
& S O_{3} \times U_{1}: \\
& 5=1[1]+1[-1]+3[0]  \tag{13}\\
& \varphi=[a,-a, 0,0,0], \quad \alpha_{4}=\frac{1}{2} \\
& S U_{2} \times U_{1}: \\
& 5=1[0]+2[1]+2[-1] \\
& \varphi=[a,-a, a,-a, 0], \quad \alpha_{4}=\frac{1}{4} \tag{14}
\end{align*}
$$

The orbit space consists of two end points corresponding to $\left[\mathrm{SO}_{3} \times U_{1}\right],\left[S U_{2} \times U_{1}\right]$ and the interior corresponding to $\left[U_{1} \times U_{1}\right]$.

## SO(4)

Although $\mathrm{SO}_{4}$ can be considered to be a direct product group $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$, we include it for completeness. We choose the vector representation for the basis. The generic stratum and the orbit parameter are represented as follows:

$$
\begin{align*}
& U_{1} \times U_{1}: \\
& \varphi=[a,-a, b,-b], \\
& \alpha_{2}^{\prime}=2^{2} a b /\left(2 a^{2}+2 b^{2}\right) . \tag{15}
\end{align*}
$$

The stratum of each little group is represented as follows:

$$
\begin{align*}
& S U_{2} \times U_{1}: \\
& (2,2)=2[1]+2[-1] \\
& \varphi=[a,-a, a,-a], \quad \alpha_{2}= \pm 1 \tag{16}
\end{align*}
$$

The orbit space consists of two end points corresponding to $\left[\mathrm{SU}_{2} \times \mathrm{U}_{1}\right]$ and the interior corresponding to $\left[U_{1} \times U_{1}\right]$.

## G(2)

We choose the seven-dimensional representation for
the basis. The generic stratum and the orbit parameter are represented as follows:

$$
\begin{align*}
& U_{1} \times U_{1}: \\
& \varphi=[2 a, 0,-2 a, a+b, a-b,-a+b,-a-b], \\
& \alpha_{6}=\frac{2(2 a)^{6}+2(a+b)^{6}+2(a-b)^{6}}{\left[2(2 a)^{2}+2(a+b)^{2}+2(a-b)^{2}\right]^{3}} . \tag{17}
\end{align*}
$$

The stratum of each little group is represented as follows:

$$
\begin{aligned}
& S O_{3} \times U_{1}: \\
& 7=3[0]+2[1]+2[-1], \\
& \varphi=[a,-a, a,-a, 0,0,0], \\
& \alpha_{6}=\frac{1}{16} ; \\
& S U_{2} \times U_{1}: \\
& 7=1[0]+1[2]+1[-2]+2[1]+2[-1], \\
& \varphi=[2 a, 0,-2 a, a,-a, a,-a,], \\
& \alpha_{6}=\frac{33}{128} .
\end{aligned}
$$

The orbit space consists of two end points corresponding to $\left[\mathrm{SO}_{3} \times U_{1}\right],\left[\mathrm{SU}_{2} \times U_{1}\right]$ and the interior corresponding to $\left[U_{1} \times U_{1}\right]$.

## B. Groups of rank three

There are two orbit parameters for the adjoint representation of a Lie group of rank 3. The orbit space turns out to be a warped triangle.

## SU(4)

We choose the four-dimensional representation for the basis of the matrices. The generic stratum and the orbit parameters are represented as follows:

$$
\begin{align*}
& U_{1} \times U_{1} \times U_{1}: \\
& \varphi=[a, b, c,-a-b-c] \\
& \alpha_{3}=\frac{a^{3}+b^{3}+c^{3}-(a+b+c)^{3}}{\left[a^{2}+b^{2}+c^{2}+(a+b+c)^{2}\right]^{3 / 2}},  \tag{20}\\
& \alpha_{4}=\frac{a^{4}+b^{4}+c^{4}+(a+b+c)^{4}}{\left[a^{2}+b^{2}+c^{2}+(a+b+c)^{2}\right]^{2}} .
\end{align*}
$$

The stratum of each little group is represented as follows:

$$
\begin{align*}
& S U_{3} \times U_{1}: \\
& 4=1[-3]+3[1] \\
& \varphi=[a, a, a,-3 a]  \tag{21}\\
& \alpha_{3}= \pm 1 / \sqrt{3}, \alpha_{4}=\frac{7}{12} \\
& S U_{2} \times S U_{2} \times U_{1}: \\
& 4=(2,1)[1]+(1,2)[-1], \\
& \varphi=[a, a,-a,-a]  \tag{22}\\
& \alpha_{3}=0, \alpha_{4}=\frac{1}{4} \\
& S U_{2} \times U_{1} \times U_{1}: \\
& 4=1[1,1]+1[1,-1]+2[-1,0]  \tag{23}\\
& \varphi=[a, a, b,-2 a-b]
\end{align*}
$$

The orbit space is shown in Fig. 1. It is a warped triangle. Two cusps $\pm \mathbf{P} 1$ of $\left[\mathrm{SU}_{3} \times \mathrm{U}_{1}\right]$ and cusp $\mathbf{P} 2$ of $\left[\mathrm{SU}_{2}\right.$ $\times \mathrm{SU}_{2} \times \mathrm{U}_{1}$ ] are connected by the curve of $\left[\mathrm{SU}_{2} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right]$. The cusps and the curve together form the boundary of the generic stratum of $\left[\mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right]$ which occupies the interior.

## SO(6)

Since $\mathrm{SO}_{6}$ is isomorphic to $\mathrm{SU}_{4}$, the orbit spaces of their adjoints are identical up to scale factors and locations. If we choose the vector representation for the basis, the generic stratum and the orbit parameters are represented as follows:

$$
\begin{align*}
& U_{1} \times U_{1} \times U_{1}: \\
& \varphi=[a,-a, b,-b, c,-c] \\
& \bar{\alpha}_{4}=\frac{2 a^{4}+2 b^{4}+2 c^{4}}{\left(2 a^{2}+2 b^{2}+2 c^{2}\right)^{2}}, \\
& \bar{\alpha}_{3}^{\prime}=\frac{2^{3} a b c}{\left(2 a^{2}+2 b^{2}+2 c^{2}\right)^{3 / 2}} .
\end{align*}
$$

The stratum of each little group is represented as follows:

$$
\begin{align*}
& S U_{3} \times U_{1}: \\
& 6=3[2]+\overline{3}[-2] \\
& \varphi=[a,-a, a,-a, a,-a] \\
& \bar{\alpha}_{4}=\frac{1}{6}, \quad \bar{\alpha}_{3}^{\prime}= \pm 4 / 3 \sqrt{6} \\
& S U_{2} \times S U_{2} \times U_{1}: \\
& 6=(1,1)[2]+(1,1)[-2]+(2,2)[0] \\
& \varphi=[a,-a, 0,0,0,0] \\
& \bar{\alpha}_{4}=\frac{1}{2}, \quad \bar{\alpha}_{3}^{\prime}=0 \\
& S U_{2} \times U_{1} \times U_{1}: \\
& 6=1[2,0]+1[-2,0]+2[0,1]+2[0,-1] \\
& \varphi=[a,-a, a,-a, b,-b]
\end{align*}
$$

The orbit space of the $\mathrm{SO}_{6}$ adjoint is obtained from that of $\mathrm{SU}_{4}$ by the following substitutions: $\bar{\alpha}_{4}=-\alpha_{4}+\frac{3}{4}$ and $\bar{\alpha}_{3}^{\prime}=-\alpha_{3}(4 / 3 \sqrt{2})$.


FIG. 1. The orbit space of the $\mathrm{SU}_{4}\left(\mathrm{SO}_{6}\right)$ adjoint representation.

SO(7)
We choose the vector representation for the basis. The generic stratum and the orbit parameters are represented as follows:

$$
\begin{align*}
& U_{1} \times U_{1} \times U_{1}: \\
& \varphi=[a,-a, b,-b, c,-c, 0] \\
& \alpha_{4}=\frac{2 a^{4}+2 b^{4}+2 c^{4}}{\left(2 a^{2}+2 b^{2}+2 c^{2}\right)^{2}}  \tag{24}\\
& \alpha_{6}=\frac{2 a^{6}+2 b^{6}+2 c^{6}}{\left(2 a^{2}+2 b^{2}+2 c^{2}\right)^{3}}
\end{align*}
$$

The stratum of each little group is represented as follows:

$$
\begin{align*}
& S O_{5} \times U_{1}: \\
& 7=1[1]+1[-1]+5[0], \\
& \varphi=[a,-a, 0,0,0,0,0],  \tag{25}\\
& \alpha_{4}=\frac{1}{2}, \quad \alpha_{6}=\frac{1}{4} ; \\
& S U_{2} \times S O_{3} \times U_{1}: \\
& 7=(1,3)[0]+(2,1)[1]+(2,1)[-1] \text {, } \\
& \varphi=[a,-a, a,-a, 0,0,0] \text {, }  \tag{26}\\
& \alpha_{4}=\frac{1}{4}, \quad \alpha_{6}=\frac{1}{16} ; \\
& S U_{3} \times U_{1}: \\
& 7=1[0]+3[1]+\overline{3}[-1] \text {, } \\
& \varphi=[a,-a, a,-a, a,-a, 0] \text {, }  \tag{27}\\
& \alpha_{4}=\frac{1}{6}, \quad \alpha_{6}=\frac{1}{36} ; \\
& S U_{2} \times U_{1} \times U_{1}: \\
& 7=1[0,0]+1[0,1]+1[0,-1]+2[1,0] \\
& +2[-1,0], \\
& \varphi=[a,-a, a,-a, b,-b, 0] \text {; }  \tag{28}\\
& \mathrm{SO}_{3} \times U_{1} \times U_{1}: \\
& 7=1[1,1]+1[1,-1]+1[-1,1] \\
& +1[-1,-1]+3[0,0],  \tag{29}\\
& \varphi=[a,-a, b,-b, 0,0,0] .
\end{align*}
$$

The orbit space is shown in Fig. 2. It is again a warped triangle. Cusp $\mathbf{P} 1$ of $\left[\mathrm{SO}_{5} \times \mathrm{U}_{1}\right]$ and cusp P 2 of $\left[\mathrm{SU}_{2}\right.$ $\left.\times \mathrm{SO}_{3} \times \mathrm{U}_{1}\right]$ are connected by straight line L 1 of [ $\mathrm{SO}_{3} \times \mathrm{U}_{1} \times \mathrm{U}_{1}$ ]. All three cusps including cusp P 3 of


FIG. 2. The orbit space of the $\mathrm{SO}_{7}$ adjoint representation.
[ $\mathrm{SU}_{3} \times \mathrm{U}_{1}$ ] are connected by curve $\mathbf{C} 2$ of $\left[\mathrm{SU}_{2} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right]$. All the cusps and $\mathbf{L} 1$ and $\mathbf{C} 2$ together form the boundary of the generic stratum $\left[\mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right.$ ] which occupies the interior.

## Sp(6)

We choose the vector representation for the basis. The generic stratum and the orbit parameters are represented as follows:

$$
\begin{align*}
& U_{1} \times U_{1} \times U_{1}: \\
& \varphi=[a,-a, b,-b, c,-c], \\
& \alpha_{4}=\frac{2 a^{4}+2 b^{4}+2 c^{4}}{\left(2 a^{2}+2 b^{2}+2 c^{2}\right)^{2}},  \tag{30}\\
& \alpha_{6}=\frac{2 a^{6}+2 b^{6}+2 c^{6}}{\left(2 a^{2}+2 b^{2}+2 c^{2}\right)^{3}} .
\end{align*}
$$

The stratum of each little group is represented as follows:

$$
\begin{align*}
& S p_{4} \times U_{1}: \\
& 6=1[1]+1[-1]+4[0] \\
& \varphi=[a,-a, 0,0,0,0]  \tag{31}\\
& \alpha_{4}=\frac{1}{2}, \alpha_{6}=\frac{1}{4} ; \\
& S U_{2} \times S U_{2} \times U_{1}: \\
& 6=(2,1)[0]+(1,2)[1]+(1,2)[-1] \\
& \varphi=[a,-a, a,-a, 0,0]  \tag{32}\\
& \alpha_{4}=\frac{1}{4}, \quad \alpha_{6}=\frac{1}{16} ; \\
& S U_{3} \times U_{1}: \\
& 6=3[1]+3[-1] \\
& \varphi=[a,-a, a,-a, a,-a]  \tag{33}\\
& \alpha_{4}=\frac{1}{6}, \quad \alpha_{6}=\frac{1}{36} ; \\
& S U_{2} \times U_{1} \times U_{1}(A): \\
& 6=1[0,1]+1[0,-1]+2[1,0]+2[-1,0] \\
& \varphi=[a,-a, a,-a, b,-b]  \tag{34}\\
& S U_{2} \times U_{1} \times U_{1}(B): \\
& 6=1[1,1]+1[1,-1]+1[-1,1] \\
& \quad+1[-1,-1]+2[0,0]  \tag{35}\\
& \varphi=[a,-a, b,-b, 0,0]
\end{align*}
$$

The orbit space is shown in Fig. 3. As we can see from Figs. 2 and 3 the orbit space of the $\mathrm{Sp}_{6}$ adjoint is identical to


FIG. 3. The orbit space of the $S p_{6}$ adjoint representation.
that of the $\mathrm{SO}_{7}$ adjoint. This identity persists between the $\mathrm{Sp}_{2 n}$ adjoint and the $\mathrm{SO}_{2 n+1}$ adjoint for any $n$ because the orbit parameters are identically defined. Only the labeling of the little groups is different.

## C. Groups of rank four

There are three orbit parameters for the adjoint representation of a Lie group of rank 4. The orbit space turns out to be a warped tetrahedron.

## SU(5)

We choose the vector representation for the basis of the matrices. The generic stratum and the orbit parameters are represented as follows:

$$
\begin{align*}
& U_{1} \times U_{1} \times U_{1} \times U_{1}: \\
& \varphi=[a, b, c, d,-a-b-c-d] \\
& \alpha_{3}=\frac{a^{3}+b^{3}+c^{3}+d^{3}-(a+b+c+d)^{3}}{\left[a^{2}+b^{2}+c^{2}+d^{2}+(a+b+c+d)^{2}\right]^{3 / 2}},  \tag{36}\\
& \alpha_{4}=\frac{a^{4}+b^{4}+c^{4}+d^{4}+(a+b+c+d)^{4}}{\left[a^{2}+b^{2}+c^{2}+d^{2}+(a+b+c+d)^{2}\right]^{2}}, \\
& \alpha_{5}=\frac{a^{5}+b^{5}+c^{5}+d^{5}-(a+b+c+d)^{5}}{\left[a^{2}+b^{2}+c^{2}+d^{2}+(a+b+c+d)^{2}\right]^{5 / 2}} .
\end{align*}
$$

The stratum of each little group is represented as follows:

$$
\begin{align*}
& S U_{4} \times U_{1}: \\
& 5=1[-4]+4[1] \\
& \varphi=[a, a, a, a,-4 a]  \tag{37}\\
& \alpha_{3}= \pm \frac{3}{2 \sqrt{5}}, \quad \alpha_{4}=\frac{13}{20}, \quad \alpha_{5}= \pm \frac{51}{40 \sqrt{5}} \\
& S U_{3} \times S U_{2} \times U_{1}: \\
& 5=(3,1)[2]+(1,2)[-3] \\
& \varphi=[2 a, 2 a, 2 a,-3 a,-3 a],  \tag{38}\\
& \alpha_{3}= \pm \frac{1}{\sqrt{30}}, \quad \alpha_{4}=\frac{7}{30}, \quad \alpha_{5}= \pm \frac{13}{30 \sqrt{30}} \\
& S U_{3} \times U_{1} \times U_{1}: \\
& 5=1[0,1]+1[-3,-1]+3[1,0]  \tag{39}\\
& \varphi=[a, a, a, b,-3 a-b] ; \\
& S U_{2} \times S U_{2} \times U_{1} \times U_{1}: \\
& 5=(1,1)[-2,-2]+(1,2)[1,0]+(2,1)[0,1]  \tag{40}\\
& \varphi= \\
& S=[a, a, b, b,-2 a-2 b] ; \\
& S U_{2} \times U_{1} \times U_{1} \times U_{1}: \\
& 5=1[0,1,0]+1[0,0,1]+1[-2,-1,-1]  \tag{41}\\
& \quad+2[1,0,0], \\
& \varphi=
\end{align*}
$$

The orbit space is shown in Fig. 4. It is a thin warped tetrahedron. Cusps $\pm \mathbf{P} 1$ of $\left[\mathrm{SU}_{4} \times \mathrm{U}_{1}\right]$ and cusps $\pm \mathbf{P} 2$ of [ $\mathrm{SU}_{3} \times \mathrm{SU}_{2} \times \mathrm{U}_{1}$ ] are connected by both curves $\mathbf{C 1}$ of [ $\left.\mathrm{SU}_{3} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right]$ and curves $\mathbf{C} 2$ of $\left[\mathrm{SU}_{2} \times \mathrm{SU}_{2} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right]$.


FIG. 4. The complete orbit space of the $\mathrm{SU}_{5}$ adjoint representation. Shown at the upper left corner is a view from the direction oriented $30^{\circ}$ from the $\alpha_{3}$ axis and $60^{\circ}$ from the $\alpha_{4}$ axis. The numbers in the square brackets are the relative ratios of scale. Each projection is a view from the positive direction of the axis not shown in the picture. The dotted curves represent edges on the back (hidden) side of the orbit space.

The two curves lie on the warped surfaces of [ $\mathrm{SU}_{2} \times \mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1}$ ]. All these cusps, curves, and surfaces together form the boundary of the generic stratum [ $\mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1}$ ] which occupies the interior.

The curves are all concave. One of the principal curvatures of each surface is zero (the surface is flat in this direction) and the other is negative (the surface is concave in this direction).

SO(9)
We choose the vector representation for the basis. The generic stratum and the orbit parameters are represented as follows:

$$
\begin{align*}
& U_{1} \times U_{1} \times U_{1} \times U_{1}: \\
& \varphi=[a,-a, b,-b, c,-c, d,-d, 0] \\
& \alpha_{4}=\frac{2 a^{4}+2 b^{4}+2 c^{4}+2 d^{4}}{\left(2 a^{2}+2 b^{2}+2 c^{2}+2 d^{2}\right)^{2}},  \tag{42}\\
& \alpha_{6}=\frac{2 a^{6}+2 b^{6}+2 c^{6}+2 d^{6}}{\left(2 a^{2}+2 b^{2}+2 c^{2}+2 d^{2}\right)^{3}},  \tag{47}\\
& \alpha_{8}=\frac{2 a^{8}+2 b^{8}+2 c^{8}+2 d^{8}}{\left(2 a^{2}+2 b^{2}+2 c^{2}+2 d^{2}\right)^{4}} .
\end{align*}
$$

The stratum of each little group is represented as follows:

$$
\begin{align*}
& S O_{7} \times U_{1}: \\
& 9=1[1]+1[-1]+7[0] \\
& \varphi=[a,-a, 0,0,0,0,0,0,0]  \tag{43}\\
& \alpha_{4}=\frac{1}{2}, \quad \alpha_{6}=\frac{1}{4}, \quad \alpha_{8}=\frac{1}{8} \tag{49}
\end{align*}
$$

$$
\begin{align*}
& S O_{5} \times S U_{2} \times U_{1}: \\
& 9=(5,1)[0]+(1,2)[1]+(1,2)[-1] \text {, } \\
& \varphi=[a,-a, a,-a, 0,0,0,0,0] \text {, }  \tag{44}\\
& \alpha_{4}=\frac{1}{4}, \quad \alpha_{6}=\frac{1}{16}, \quad \alpha_{8}=\frac{1}{64} ; \\
& S U_{3} \times S U_{2} \times U_{1}: \\
& 9=(3,1)[1]+(\overline{3}, 1)[-1]+(1,3)[0] \text {, } \\
& \varphi=[a,-a, a,-a, a,-a, 0,0,0],  \tag{45}\\
& \alpha_{4}=\frac{1}{6}, \quad \alpha_{6}=\frac{1}{36}, \quad \alpha_{8}=\frac{1}{216} ; \\
& S U_{4} \times U_{1} \text { : } \\
& 9=1[0]+4[1]+\overline{4}[-1] \text {, } \\
& \varphi=[a,-a, a,-a, a,-a, a,-a, 0],  \tag{46}\\
& \alpha_{4}=\frac{1}{8}, \quad \alpha_{6}=\frac{1}{64}, \quad \alpha_{8}=\frac{1}{512} ; \\
& S U_{3} \times U_{1} \times U_{1} \text { : } \\
& 9=1[0,0]+1[0,1]+1[0,-1] \\
& +3[1,0]+\overline{3}[-1,0], \\
& \varphi=[a,-a, a,-a, a,-a, b,-b, 0] ; \\
& S U_{2} \times S U_{2} \times U_{1} \times U_{1}: \\
& 9=(1,1)[0,0]+(2,1)[1,0]+(2,1)[-1,0] \\
& +(1,2)[0,1]+(1,2)[0,-1], \\
& \varphi=[a,-a, a,-a, b,-b, b,-b, 0] ;  \tag{48}\\
& S U_{2} \times S O_{3} \times U_{1} \times U_{1}: \\
& 9=(1,1)[0,1]+(1,1)[0,-1]+(2,1)[1,0] \\
& +(2,1)[-1,0]+(1,3)[0,0], \\
& \varphi=[a,-a, a,-a, b,-b, 0,0,0] ;
\end{align*}
$$

$$
\begin{aligned}
S O_{5} \times & U_{1} \times U_{1}: \\
9= & 1[1,0]+1[-1,0]+1[0,1] \\
& +1[0,-1]+5[0,0] \\
\varphi= & {[a,-a, b,-b, 0,0,0,0,0] } \\
S U_{2} \times & U_{1} \times U_{1} \times U_{1}(A): \\
9= & 1[0,0,0]+1[0,1,0]+1[0,-1,0] \\
& +1[0,0,1]+1[0,0,-1] \\
& +2[1,0,0]+2[-1,0,0] \\
\varphi= & {[a,-a, a,-a, b,-b, c,-c, 0] } \\
S U_{2} \times & U_{1} \times U_{1} \times U_{1}(B): \\
9= & 1[1,0,0]+1[-1,0,0]+1[0,1,0]+1[0,-1,0] \\
& +1[0,0,1]+1[0,0,-1]+3[0,0,0] \\
\varphi= & {[a,-a, b,-b, c,-c, 0,0,0] }
\end{aligned}
$$

The orbit space is shown in Fig. 5. It is a thin and sharp tetrahedron. Cusp $\mathbf{P} 1$ of $\left[\mathrm{SO}_{7} \times \mathrm{U}_{1}\right]$ and cusp $\mathbf{P} 2$ of $\left[\mathrm{SO}_{5}\right.$ $\left.\times \mathrm{SU}_{2} \times \mathrm{U}_{1}\right]$ are connected by curve Cl of $\left[\mathrm{SO}_{5} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right]$. Cusp P3 of $\left[\mathrm{SU}_{3} \times \mathrm{SU}_{2} \times \mathrm{U}_{1}\right]$ and cusp $\mathbf{P} 4$ of $\left[\mathrm{SU}_{4} \times \mathrm{U}_{1}\right]$ are connected by curve $\mathbf{C} 2$ of $\left[\mathrm{SU}_{3} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right]$ which connects also P1 and P4. P2 and P4 are connected by curve C3 of [ $\mathrm{SU}_{2} \times \mathrm{SU}_{2} \times \mathrm{U}_{1} \times \mathrm{U}_{1}$ ]. $\mathbf{P} 1, \mathbf{P} 2$, and $\mathbf{P} 3$ are connected by curve $\mathbf{C 4}$ of $\left[\mathrm{SU}_{2} \times \mathrm{SO}_{3} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right.$ ]. The stratum of [ $\left.\mathrm{SU}_{2} \times \mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1}(B)\right]$ occupies the warped triangular surface P1-P2-P3 bounded by $\mathbf{C 1}$ and $\mathbf{C 4}$. The stratum of [ $\left.\mathrm{SU}_{2} \times \mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1}(\boldsymbol{A})\right]$ closes the rest of the boundary of the generic stratum [ $\mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1}$ ] which occupies the interior.

Curves $\mathbf{C 1}$ and $\mathbf{C 3}$ are convex plane-curves and curves $\mathbf{C} 2$ and $\mathbf{C} 4$ are concave space-curves. Surface $\mathbf{P} 1-\mathbf{P} 2-\mathbf{P} 3$ is convex along its length but it meets with a $\alpha_{4}=$ const plane along a straight line. All the other surfaces meet with a $\alpha_{4}=$ const plane along concave curves. Surface P1-P3-P4 is totally concave. Each of the surfaces P2-P3-P4 and P1-P2-P4 have two principal curvatures of opposite sign, i.e., the surfaces are saddle-shaped.

## Sp(8)

We choose the vector representation for the basis. The generic stratum and the orbit parameters are represented as follows:

$$
\begin{align*}
& U_{1} \times U_{1} \times U_{1} \times U_{1}: \\
& \varphi=[a,-a, b,-b, c,-c, d,-d] \\
& \alpha_{4}=\frac{2 a^{4}+2 b^{4}+2 c^{4}+2 d^{4}}{\left(2 a^{2}+2 b^{2}+2 c^{2}+2 d^{2}\right)^{2}} \\
& \alpha_{6}=\frac{2 a^{6}+2 b^{6}+2 c^{6}+2 d^{6}}{\left(2 a^{2}+2 b^{2}+2 c^{2}+2 d^{2}\right)^{3}}  \tag{53}\\
& \alpha_{8}=\frac{2 a^{8}+2 b^{8}+2 c^{8}+2 d^{8}}{\left(2 a^{2}+2 b^{2}+2 c^{2}+2 d^{2}\right)^{4}}
\end{align*}
$$

The stratum of each little group is represented as follows:

$$
\begin{align*}
& S p_{6} \times U_{1} \\
& 8=1[1]+1[-1]+6[0] \\
& \varphi=[a,-a, 0,0,0,0,0,0]  \tag{54}\\
& \alpha_{4}=\frac{1}{2}, \quad \alpha_{6}=\frac{1}{4}, \quad \alpha_{8}=\frac{1}{8}
\end{align*}
$$



FIG. 5. The complete orbit space of the $\mathrm{SO}_{9}$ adjoint representation Shown at the upper left corner is a view from the direction oriented $55^{\circ}$ from the $\alpha_{6}$ axis and $55^{\circ}$ from the $\alpha_{4}$ axis. The numbers in the square brackets are the relative ratios of scale. Each projection is a view from the positive direction of the axis not shown in the picture. The dotted curves represent edges on the back (hidden) side of the orbit space.

$$
\begin{align*}
& S p_{4} \times S U_{2} \times U_{1}: \\
& 8=(4,1)[0]+(1,2)[1]+(1,2)[-1] \text {, } \\
& \varphi=[a,-a, a,-a, 0,0,0,0] \text {, }  \tag{55}\\
& \alpha_{4}=\frac{1}{4}, \quad \alpha_{6}=\frac{1}{16}, \quad \alpha_{8}=\frac{1}{64} ; \\
& S U_{3} \times S U_{2} \times U_{1}: \\
& 8=(3,1)[1]+(\overline{3}, 1)[-1]+(1,2)[0] \text {, } \\
& \varphi=[a,-a, a,-a, a,-a, 0,0] \text {, }  \tag{56}\\
& \alpha_{4}=\frac{1}{6}, \quad \alpha_{6}=\frac{1}{36}, \quad \alpha_{8}=\frac{1}{216} ; \\
& S U_{4} \times U_{1} \text { : } \\
& 8=4[1]+\overline{4}[-1] \text {, } \\
& \varphi=[a,-a, a,-a, a,-a, a,-a] \text {, }  \tag{57}\\
& \alpha_{4}=\frac{1}{8}, \quad \alpha_{6}=\frac{1}{64}, \quad \alpha_{8}=\frac{1}{512} ; \\
& S U_{3} \times U_{1} \times U_{1} \text { : } \\
& 8=1[0,1]+1[0,-1]+3[1,0]+\overline{3}[-1,0] \text {, }  \tag{58}\\
& \varphi=[a,-a, a,-a, a,-a, b,-b] ; \\
& S U_{2} \times S U_{2} \times U_{1} \times U_{1}(A): \\
& 8=(1,2)[1,0]+(1,2)[-1,0]+(2,1)[0,1] \\
& +(2,1)[0,-1] \text {, }  \tag{59}\\
& \varphi=[a,-a, a,-a, b,-b, b,-b] ; \\
& S U_{2} \times S U_{2} \times U_{1} \times U_{1}(B): \\
& 8=(1,1)[0,1]+(1,1)[0,-1]+(1,2)[0,0] \\
& +(2,1)[1,0]+(2,1)[-1,0],  \tag{60}\\
& \varphi=[a,-a, a,-a, b,-b, 0,0] ; \\
& S p_{4} \times U_{1} \times U_{1}: \\
& 8=1[1,0]+1[-1,0]+1[0,1] \\
& +1[0,-1]+4[0,0],  \tag{61}\\
& \varphi=[a,-a, b,-b, 0,0,0,0] ; \\
& S U_{2} \times U_{1} \times U_{1} \times U_{1}(A): \\
& 8=[0,1,0]+1[0,-1,0]+1[0,0,1] \\
& +1[0,0,-1]+2[1,0,0]+2[-1,0,0],  \tag{62}\\
& \varphi=[a,-a, a,-a, b,-b, c,-c] ; \\
& S U_{2} \times U_{1} \times U_{1} \times U_{1}(B): \\
& 8=1[1,0,0]+1[-1,0,0]+1[0,1,0] \\
& +1[0,-1,0]+1[0,0,1]+1[0,0,-1] \\
& +2[0,0,0] \text {, }  \tag{63}\\
& \varphi=[a,-a, b,-b, c,-c, 0,0] .
\end{align*}
$$

The orbit space of the $\mathrm{Sp}_{8}$ adjoint is identical to the $\mathrm{SO}_{9}$ case except for the labeling of the little groups.

## SO(8)

We choose the vector representation for the basis. The generic stratum and the orbit parameters are represented as follows:

$$
\begin{align*}
& U_{1} \times U_{1} \times U_{1} \times U_{1}: \\
& \varphi=[a,-a, b,-b, c,-c, d,-d] \\
& \alpha_{4}=\frac{2 a^{4}+2 b^{4}+2 c^{4}+2 d^{4}}{\left(2 a^{2}+2 b^{2}+2 c^{2}+2 d^{2}\right)^{2}} \\
& \alpha_{6}=\frac{2 a^{6}+2 b^{6}+2 c^{6}+2 d^{6}}{\left(2 a^{2}+2 b^{2}+2 c^{2}+2 d^{2}\right)^{3}}  \tag{64}\\
& \alpha_{4}^{\prime}=\frac{2^{4} a b c d}{\left(2 a^{2}+2 b^{2}+2 c^{2}+2 d^{2}\right)^{2}}
\end{align*}
$$

The stratum of each little group is represented as follows:

$$
\begin{align*}
& S O_{6} \times U_{1}: \\
& 8=1[1]+1[-1]+6[0] \text {, } \\
& \varphi=[a,-a, 0,0,0,0,0,0] \text {, }  \tag{65}\\
& \alpha_{4}=\frac{1}{2}, \quad \alpha_{6}=\frac{1}{4}, \quad \alpha_{4}^{\prime}=0 ; \\
& \mathrm{SO}_{4} \times S U_{2} \times U_{1}: \\
& 8=(2,1,1)[1]+(2,1,1)[-1]+(1,2,2)[0] \text {, } \\
& \varphi=[a,-a, a,-a, 0,0,0,0] \text {, }  \tag{66}\\
& \alpha_{4}=\frac{1}{4}, \quad \alpha_{6}=\frac{1}{16}, \quad \alpha_{4}^{\prime}=0 ; \\
& S U_{4} \times U_{1}: \\
& 8=4[1]+\overline{4}[-1] \text {, } \\
& \varphi=[a,-a, a,-a, a,-a, a,-a],  \tag{67}\\
& \alpha_{4}=\frac{1}{8}, \quad \alpha_{6}=\frac{1}{64}, \quad \alpha_{4}^{\prime}= \pm \frac{1}{4} ; \\
& S U_{3} \times U_{1} \times U_{1}: \\
& 8=1[0,1]+1[0,-1]+3[1,0]+\overline{3}[-1,0], \\
& \varphi=[a,-a, a,-a, a,-a, b,-b] ;  \tag{68}\\
& S U_{2} \times S U_{2} \times U_{1} \times U_{1}: \\
& 8=(2,1)[1,0]+(2,1)[-1,0]+(1,2)[0,1] \\
& +(1,2)[0,-1] \text {, }  \tag{69}\\
& \varphi=[a,-a, a,-a, b,-b, b,-b] ; \\
& \mathrm{SO}_{4} \times U_{1} \times U_{1}: \\
& 8=(1,1)[1,0]+(1,1)[-1,0]+(1,1)[0,1] \\
& +(1,1)[0,-1]+(2,2)[0,0],  \tag{70}\\
& \varphi=[a,-a, b,-b, 0,0,0,0] ; \\
& S U_{2} \times U_{1} \times U_{1} \times U_{1}: \\
& 8=1[0,1,0]+1[0,-1,0]+1[0,0,1]+1[0,0,-1] \\
& +2[1,0,0]+2[-1,0,0],  \tag{71}\\
& \varphi=[a,-a, a,-a, b,-b, c,-c] \text {. }
\end{align*}
$$

The orbit space is shown in Fig. 6. It is a warped tetrahedron. Cusp P 1 of $\left[\mathrm{SO}_{6} \times \mathrm{U}_{1}\right]$ and cusp P 2 of $\left[\mathrm{SO}_{4}\right.$ $\left.\times \mathrm{SU}_{2} \times \mathrm{U}_{1}\right]$ are connected by line L 1 of $\left[\mathrm{SO}_{4} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right]$. Cusps $\pm \mathbf{P} 3$ of $\left[\mathrm{SU}_{4} \times \mathrm{U}_{1}\right]$ and $\mathbf{P} 2$ are connected by line $\mathbf{L} 2$ of $\left[\mathrm{SU}_{2} \times \mathrm{SU}_{2} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right]$. P 1 and $\pm \mathbf{P 3}$ are connected by curve $\mathbf{C 3}$ of $\left[\mathrm{SU}_{3} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right]$. The stratum of [ $\mathrm{SU}_{2} \times \mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1}$ ] closes the boundary of the generic stratum $\left[\mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right]$ which occupies the interior.

The projected orbit space $\alpha_{4}-\alpha_{6}$ is not closed by the


FIG. 6. The complete orbit space of the $\mathrm{SO}_{8}$ adjoint representation. Shown at the upper left corner is a view from the direction oriented $32^{\circ}$ from the $\alpha_{4}$ axis and $90^{\circ}$ from the $\alpha_{4}^{\prime}$ axis. The numbers in the square brackets are the relative ratios of scale. Each projection is a view from the positive direction of the axis not shown in the picture except for the one viewed from the $-\alpha_{6}$ axis. The dotted curve represents the edge on the back (hidden) side of the orbit space.
one-dimensional strata $\mathbf{L} 1, \mathbf{L} 2$, and $\mathbf{C 3}$. The concave punctured portion belongs to the two-dimensional stratum. This is related to the fact that the triangular surface $\mathbf{P} 2-+\mathbf{P} 3-$ $-\mathbf{P} 3$ is convex in the direction $+\mathbf{P} 3 \rightarrow-\mathbf{P} 3$ but concave in the direction normal to it. All the surfaces that contain cusp $\mathbf{P} 2$ are saddle-shaped. Surface $\mathbf{P} 1-+\mathbf{P 3}--\mathbf{P} 3$ is totally concave.
$F(4)$
We choose the 26 -dimensional representation for the basis. The generic stratum and the orbit parameters are represented as follows:

$$
\begin{align*}
& U_{1} \times U_{1} \times U_{1} \times U_{1}: \\
\varphi= & {[2 a, 0,-2 a, 2 c, 0,-2 c, b+d, b-d,-b+d,} \\
& -b-d, a+b+c, a+b-c, a-b+c,-a+b+c, \\
& -a-b-c,-a-b+c,-a+b-c, a-b-c, \\
& a+c+d, a+c-d, a-c+d,-a+c+d, \\
& -a-c-d,-a-c+d,-a+c-d, a-c-d], \tag{72}
\end{align*}
$$

$$
\alpha_{6}=\frac{\sum_{i=1}^{26} \varphi_{i}^{6}}{\left[\sum_{i=1}^{26} \varphi_{i}^{2}\right]^{3}}, \quad \alpha_{8}=\frac{\sum_{i=1}^{26} \varphi_{i}^{8}}{\left[\sum_{i=1}^{26} \varphi_{i}^{2}\right]^{4}}, \quad \alpha_{12}=\frac{\sum_{i=1}^{26} \varphi_{i}^{12}}{\left[\sum_{i=1}^{26} \varphi_{i}^{2}\right]^{6}} .
$$

The stratum of each little group is represented as follows:

$$
\begin{align*}
& S O_{7} \times U_{1}: \\
& 26=1[0]+1[2]+1[-2]+7[0]+8[1]+8[-1] \text {, } \\
& \varphi=[2 a,-2 a, 8 a \text { 's , } 8(-a) \text { 's , } 80 \text { 's }] \text {, }  \tag{73}\\
& \alpha_{6}=\frac{1}{96}, \quad \alpha_{8}=\frac{11}{6912}, \quad \alpha_{12}=\frac{19}{442368} ; \\
& S p_{6} \times U_{1}: \\
& 26=6[1]+6[-1]+14[0], \\
& \varphi=[6 a ' \mathrm{~s}, 6(-a) \text { 's , } 140 \text { 's }] \text {, }  \tag{74}\\
& \alpha_{6}=\frac{1}{144}, \quad \alpha_{8}=\frac{1}{864}, \quad \alpha_{12}=\frac{1}{124416} ; \\
& S U_{3} \times S U_{2} \times U_{1}(A): \\
& 26=(8,1)[0]+(3,2)[1]+(3,1)[-2] \\
& +(\overline{3}, 2)[-1]+(\overline{3}, 1)[2], \\
& \varphi=[6 a \text { 's, } 6(-a) \text { 's, } 3(2 a) \text { 's, } 3(-2 a) \text { 's, } 8 \quad 0 \text { 's }] \text {, } \\
& \alpha_{6}=11 / 1296, \quad \alpha_{8}=43 / 46656,  \tag{75}\\
& \alpha_{12}=683 / 60466176 \text {; } \\
& S U_{3} \times S U_{2} \times U_{1}(B): \\
& 26=(1,1)[0]+(1,2)[3]+(1,2)[-3] \\
& +(1,3)[0]+(3,1)[-2]+(3,2)[1] \\
& +(\overline{3}, 1)[2]+(\overline{3}, 2)[-1] \text {, } \\
& \varphi=[2(3 a) \text { 's , } 2(-3 a) \text { 's , } 6 a \text { 's , } 6(-a) \text { 's , } \\
& 3(2 a) \text { 's , } 3(-2 a) \text { 's , } 40 \text { 's], }  \tag{76}\\
& \alpha_{6}=23 / 2592, \quad \alpha_{8}=193 / 186624 \text {, } \\
& \alpha_{12}=14933 / 967458816 \text {; }
\end{align*}
$$

$$
\begin{align*}
& S O_{5} \times U_{1} \times U_{1}: \\
& 26=1[0,0]+1[2,0]+1[-2,0]+1[0,2] \\
& +1[0,-2]+5[0,0]+4[1,1]+4[1,-1] \\
& +4[-1,1]+4[-1,-1] \text {, }  \tag{77}\\
& \varphi=[2 a,-2 a, 2 b,-2 b, 60 \text { 's, } \\
& 4(a+b) \text { 's, } 4(a-b) \text { 's, } \\
& 4(-a+b) \text { 's , } 4(-a-b) \text { 's]; } \\
& S U_{2} \times S U_{2} \times U_{1} \times U_{1}: \\
& 26=(1,1)[2,0]+(1,1)[0,0]+(1,1)[-2,0]+(1,3)[0,0] \\
& +(2,1)[0,1]+(2,1)[0,-1]+(1,2)[1,1] \\
& +(1,2)[1,-1]+(2,2)[1,0]+(1,2)[-1,1] \\
& +(1,2)[-1,-1]+(2,2)[-1,0],  \tag{78}\\
& \varphi=[2 a,-2 a, b, b,-b,-b,(a+b),(a+b),(a-b), \\
& (a-b),(-a+b),(-a+b),(-a-b), \\
& (-a-b), 4 a \text { 's, } 4(-a) \text { 's , } 40 \text { 's] ; } \\
& \varphi=[3(a+b) \text { 's, } 3(a-b) \text { 's, } 3(-a+b) \text { 's, }  \tag{79}\\
& 3(-a-b) \text { 's, } 3(2 a) \text { 's, } 3(-2 a) \text { 's, } 80 \text { 's }] \text {; } \\
& S U_{3} \times U_{1} \times U_{1}(B): \\
& 26=1[2,0]+1[0,0]+1[-2,0]+1[0,0]+3[0,2] \\
& +\overline{3}[0,-2]+1[1,3]+3[1,-1]+1[1,-3] \\
& +\overline{3}[1,1]+1[-1,3]+3[-1,-1] \\
& +1[-1,-3]+\overline{3}[-1,1] \text {, }  \tag{80}\\
& \varphi=[2 a, 0,-2 a, 0,3(2 b) \text { 's, } 3(-2 b) \text { 's, } \\
& (a+3 b), 3(a-b) \text { 's, }(a-3 b), 3(a+b) \text { 's, } \\
& (-a+3 b), 3(-a-b) \text { 's, }(-a-3 b), \\
& 3(-a+b) \text { 's], } \\
& S U_{2} \times U_{1} \times U_{1} \times U_{1}(A): \\
& 26=1[2,0,0]+1[0,0,0]+1[-2,0,0]+3[0,0,0] \\
& +1[0,1,1]+1[0,1,-1]+1[0,-1,1] \\
& +1[0,-1,-1]+2[1,1,0]+2[1,-1,0] \\
& +2[1,0,1]+2[1,0,-1]+2[-1,1,0] \\
& +2[-1,-1,0]+2[-1,0,1]+2[-1,0,-1] \text {; } \tag{81}
\end{align*}
$$

$$
S U_{2} \times U_{1} \times U_{1} \times U_{1}(B):
$$

$$
\begin{align*}
26= & 1[2,0,0]+1[0,0,0]+1[-2,0,0]+1[0,0,2] \\
& +1[0,0,0]+1[0,0,-2]+2[0,1,0]+2[0,-1,0] \\
& +1[1,1,1]+1[1,1,-1]+1[1,-1,1] \\
& +1[1,-1,-1]+2[1,0,1]+2[1,0,-1] \\
& +1[-1,1,1]+1[-1,1,-1]+1[-1,-1,1] \\
& +1[-1,-1,-1]+2[-1,0,1] \\
& +2[-1,0,-1] . \tag{82}
\end{align*}
$$

The unspecified components of $\varphi$ in Eqs. (81) and (82) can be obtained as follows: in order to get $\varphi_{i}$, multiply the first number in the $i$ th square bracket by $a$, the second by $b$, the third by $c$, and sum all three.

The orbit space is shown in Fig. 7. It is a very thin warped tetrahedron. Cusp $\mathbf{P} 1$ of $\left[\mathrm{SO}_{7} \times \mathrm{U}_{1}\right]$ and cusp $\mathbf{P} 2$ of [ $\mathrm{Sp}_{6} \times \mathrm{U}_{1}$ ] are connected by curve C 1 of $\left[\mathrm{SO}_{5} \times \mathrm{U}_{1} \times \mathrm{U}_{1}\right]$. Cusp P2 and cusp $\mathbf{P} 3$ of $\left[\mathrm{SU}_{3} \times \mathrm{SU}_{2} \times \mathrm{U}_{1}(A)\right]$ are connected by curve $\mathbf{C} 2$ of $\left[\mathrm{SU}_{3} \times \mathrm{U}_{1} \times \mathrm{U}_{1}(\boldsymbol{A})\right]$. Cusp $\mathbf{P} 1$ and cusp $\mathbf{P} 4$ of [ $\left.\mathrm{SU}_{3} \times \mathrm{SU}_{2} \times \mathrm{U}_{1}(B)\right]$ are connected by curve $\mathbf{C} 3$ of $\left[\mathrm{SU}_{3} \times \mathrm{U}_{1} \times \mathrm{U}_{1}(B)\right]$. All the cusps are connected by curve $\mathbf{C} 4$ of $\left[\mathrm{SU}_{2} \times \mathrm{SU}_{2} \times \mathbf{U}_{1} \times \mathbf{U}_{1}\right]$. Surface $\mathbf{S} 1(\mathbf{P} 1-\mathbf{P} 2-\mathrm{P} 3)$ and surface $\mathbf{S} 2(\mathbf{P} 2-\mathbf{P} 3-\mathbf{P} 4)$ belong to the stratum of $\left[\mathrm{SU}_{2} \times \mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1}(A)\right]$. Surface $\mathbf{S 3}(\mathbf{P} 1-\mathbf{P} 3-\mathbf{P} 4)$ and surface $\mathbf{S 4}(\mathbf{P} 1-\mathbf{P} 2-\mathbf{P} 4)$ belong to the stratum of
[ $\left.\mathrm{SU}_{2} \times \mathrm{U}_{1} \times \mathrm{U}_{1} \times \mathrm{U}_{1}(B)\right]$. The interior is occupied by the generic stratum of $\left[U_{1} \times U_{1} \times U_{1} \times U_{1}\right]$.

C 2 and C 3 are convex plane-curves. C 1 and the portion of C 4 between P3 and P4 are concave space-curves. The other portions of $\mathbf{C 4}$ are convex space-curves. Surface $\mathbf{P}_{1-}$ P3-P4 is totally concave. All the other surfaces are saddleshaped.

## 4. SINGLE IRREDUCIBLE REPRESENTATIONS WITH LOW-DIMENSIONAL ORBIT SPACES

In this section we tabulate orbit spaces of all the single coregular irreducible representations which allow less than (or equal to) ${ }^{41}$ five independent basic invariant polynomials. Since all the generators that do not leave a generic orbit invariant are consumed in simplifying the scalar fields through a global gauge transformation, the number $I$ of independent basic invariants is given by

$$
\begin{equation*}
I=D-\left(\operatorname{dim} G-\operatorname{dim} G_{g}\right), \tag{83}
\end{equation*}
$$

where $D$ is the dimension of the representation, $\operatorname{dim} G$ the number of generators of the symmetry group $G$, and $\operatorname{dim} G_{g}$ the number of generators of the little group of the generic orbit. The little group of the generic orbit is trivial for most irreps. Hsiang and Hsiang ${ }^{31}$ listed the nontrivial little groups of generic strata of all the single irreps of compact connected Lie groups.

It is a nontrivial job to construct the invariant polynomials in the integrity basis for a given representation. Although there exists a systematic method ${ }^{42}$ for constructing them, it is excessively laborious to build high degree invariant polynomials. However, we do have practical methods


FIG. 7. The complete orbit space of the $F_{4}$ adjoint representation. Shown at the upper left corner is a view from the direction oriented $45^{\circ}$ from the $\alpha_{8}$ axis and $50^{\circ}$ from the $\alpha_{6}$ axis. The numbers in the square brackets are the relative ratios of scale. Each projection is a view from the positive direction of the axis not shown in the picture. The dotted curves represent edges on the back (hidden) side of the orbit space. The unlabeled curves are all portions of $C 4$.
for some representations such as the examples considered in this paper.

Some valuable hints are available in the mathematical literature. Reference 32 lists the degrees and symmetry properties of the polynomials for coregular representations. Noncoregular representations admit polynomial identities (syzygies) among the members of the integrity basis. Patera and Sharp ${ }^{43}$ developed a powerful method for finding character generating functions of finite group representations, which can be used for finding the degrees of polynomials in an integrity basis and the degrees of the syzygies among them.

It is convenient to have tables of maximal little groups ${ }^{44}$ in carrying out classification of little groups.

## A. Symmetric tensor representations

## 1. Symmetric tensors of SU(N)

Symmetric tensors $\psi_{i j}$ of $\mathrm{SU}_{N}$ can be diagonalized through a group transformation, $\psi_{i j}^{\prime}=U_{i k}(g) U_{j l}(g) \psi_{k l}$, where $U_{i j}(g)$ is a unitary matrix representing a group element. We abbreviate the diagonal elements as $\psi_{i j}=\operatorname{diag}\left(\psi_{1}, \psi_{2}, \ldots, \psi_{N}\right) \exp (i \delta)$ with $\psi_{i}$ real. Thus there are $N+1$ independent basic invariants. They are given by

$$
\begin{align*}
& I_{2}=\psi_{i j} \psi^{i j}, \quad I_{4}=\psi_{i j} \psi^{j k} \psi_{k l} \psi^{l i}, \cdots \\
& I_{N}^{\prime}=\epsilon^{i j \cdots k} \psi_{1 i} \psi_{22} \cdots \psi_{(N-1) k} \psi_{N l}  \tag{84}\\
& I_{N}^{\prime *}=\epsilon_{i j \cdots k l} \psi^{1 i} \psi^{2 j} \cdots \psi^{(N-1) k} \psi^{N l}
\end{align*}
$$

We shall see that the cross section of the orbit space of an $\mathrm{SU}_{N}$ symmetric tensor at any phase angle is identical, except for different scale factors, to the orbit space of the $\mathrm{SO}_{2 N}$ adjoint representation.
$S U(3)$ symmetric tensor $6+6$ : The generic stratum is invariant under a finite group, $\left[Z_{2} \times Z_{2}\right]$, $Z_{2}$ : a finite group of order 2$)$ and is represented by $\psi_{i j}=\operatorname{diag}(a, b, c) \exp (i \delta)$. Orbit parameters are defined as follows:

$$
\begin{align*}
& \alpha_{4}=\left(a^{4}+b^{4}+c^{4}\right) /\left(a^{2}+b^{2}+c^{2}\right)^{2} \\
& \alpha_{3}^{\prime}=\exp (3 i \delta) a b c /\left(a^{2}+b^{2}+c^{2}\right)^{3 / 2}  \tag{85}\\
& \alpha_{3}^{\prime *}=\exp (-3 i \delta) a b c /\left(a^{2}+b^{2}+c^{2}\right)^{3 / 2}
\end{align*}
$$

Each stratum and its little group are represented as follows:

$$
\begin{align*}
& \mathrm{SO}_{3}: 3=3: \\
& \psi=\operatorname{diag}(a, a, a) \exp (i \delta),  \tag{86}\\
& \alpha_{4}=\frac{1}{3}, \quad \alpha_{3}^{\prime}=\exp (3 i \delta) / \sqrt{3} ; \\
& \mathrm{SU}_{2} \times Z_{2}: 3=1+2: \\
& \psi=\operatorname{diag}(a, 0,0) \exp (i \delta),  \tag{87}\\
& \alpha_{4}=1, \quad \alpha_{3}^{\prime}=0 ; \\
& \mathrm{U}_{1} \times Z_{2}: \\
& \psi=\operatorname{diag}(a, b, b) \exp (i \delta) \tag{88}
\end{align*}
$$

The cross section of the orbit space at any angle $\delta$ is identical, except for different scale factors and locations, to the orbit space of the $\mathrm{SO}_{6}$ adjoint representation (Fig. 1) with $\left[\mathrm{SO}_{3}\right]$ at $\pm \mathrm{P} 1,\left[\mathrm{SU}_{2} \times Z_{2}\right]$ at P 2 , and $\left[\mathrm{U}_{1} \times Z_{2}\right]$ at $\mathbf{C 1}$.
$S U$ (4) symmetric tensor $10+\overline{10}$ : The generic stratum is invariant under a finite group, $\left[Z_{2} \times \boldsymbol{Z}_{2} \times \boldsymbol{Z}_{2}\right.$ ], and is represented by $\psi_{i j}=\operatorname{diag}(a, b, c, d) \exp (i \delta)$. Orbit parameters are defined as follows:

$$
\begin{align*}
& \alpha_{4}=\left(a^{4}+b^{4}+c^{4}+d^{4}\right) /\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{2}, \\
& \alpha_{6}=\left(a^{6}+b^{6}+c^{6}+d^{6}\right) /\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{3}, \\
& \alpha_{4}^{\prime}=\exp (4 i \delta) a b c d /\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{2},  \tag{89}\\
& \alpha_{4}^{\prime *}=\exp (-4 i \delta) a b c d /\left(a^{2}+b^{2}+c^{2}+d^{2}\right)^{2} .
\end{align*}
$$

Each stratum and its little group are represented as follows:

$$
\begin{align*}
& \mathrm{SU}_{3} \times Z_{2}: \\
& 4=1+3 \text {, } \\
& \psi=\operatorname{diag}(a, 0,0,0) \exp (i \delta) \text {, }  \tag{90}\\
& \alpha_{4}=1, \alpha_{6}=1, \alpha_{4}^{\prime}=0 ; \\
& \mathrm{SU}_{2} \times \mathrm{U}_{1} \times \boldsymbol{Z}_{2}: \\
& 4=1[1]+1[-1]+2[0] \text {, } \\
& \psi=\operatorname{diag}(a, a, 0,0) \exp (i \delta) \text {, }  \tag{91}\\
& \alpha_{4}=\frac{1}{2}, \quad \alpha_{6}=\frac{1}{4}, \quad \alpha_{4}^{\prime}=0 ; \\
& \mathrm{SU}_{2} \times \mathrm{SU}_{2}: \\
& 4=(2,2) \text {, } \\
& \psi=\operatorname{diag}(a, a, a, a) \exp (i \delta),  \tag{92}\\
& \alpha_{4}=\frac{1}{4}, \quad \alpha_{6}=\frac{1}{16}, \quad \alpha_{4}^{\prime}=\exp (4 i \delta) / 16 ; \\
& \mathrm{SU}_{2} \times \boldsymbol{Z}_{2} \times \boldsymbol{Z}_{2}: \\
& 4=1+1+2 \text {, } \\
& \psi=\operatorname{diag}(a, b, 0,0) \exp (i \delta) ;  \tag{93}\\
& \mathrm{U}_{1} \times \mathrm{U}_{1} \times Z_{2}: \\
& 4=1[1,0]+1[-1,0]+1[0,1]+1[0,-1] \text {, } \\
& \psi=\operatorname{diag}(a, a, b, b) \exp (i \delta) ;  \tag{94}\\
& \mathrm{SO}_{3} \times Z_{2}: \\
& 4=1+3 \text {, } \\
& \psi=\operatorname{diag}(a, b, b, b) \exp (i \delta) ;  \tag{95}\\
& \mathrm{U}_{1} \times Z_{2} \times Z_{2}: \\
& 4=1[0]+1[0]+1[1]+1[-1] \text {, } \\
& \psi=\operatorname{diag}(a, b, c, c) \exp (i \delta) . \tag{96}
\end{align*}
$$

The cross section of the orbit space at any angle $\delta$ is identical, except for different scale factors, to the orbit space of the $\mathrm{SO}_{8}$ adjoint representation (Fig. 6) with [ $\mathrm{SU}_{3} \times Z_{2}$ ] at $\mathbf{P} 1,\left[\mathrm{SU}_{2} \times \mathrm{U}_{1} \times \mathrm{Z}_{2}\right]$ at $\mathrm{P} 2,\left[\mathrm{SU}_{2} \times \mathrm{SU}_{2}\right]$ at $\pm \mathbf{P} 3$, $\left[\mathrm{SU}_{2} \times \boldsymbol{Z}_{2} \times \boldsymbol{Z}_{2}\right]$ at $\mathrm{L} 1,\left[\mathrm{U}_{1} \times \mathrm{U}_{1} \times \boldsymbol{Z}_{2}\right]$ at $\mathbf{L} 2,\left[\mathrm{SO}_{3} \times \boldsymbol{Z}_{2}\right]$ at C3, and $\left[\mathrm{U}_{1} \times \boldsymbol{Z}_{2} \times \boldsymbol{Z}_{2}\right]$ on the surfaces.

## 2. Symmetric traceless tensors of $S O(N)$

Symmetric traceless tensors $\psi_{i j}$ of $\mathrm{SO}_{N}$ can be diagonalized through a group transformation, $\psi_{i j}^{\prime}=O_{i k}(g) O_{j l}(g) \psi_{k l}$, where $O_{i j}(g)$ is a real orthogonal matrix representing a group element. We abbreviate the diagonal elements as $\psi_{i j}=\operatorname{diag}\left(\psi_{1}, \psi_{2}, \ldots, \psi_{N}\right)$ with $\psi_{i}$ real. The traceless condition is given by
$\delta_{i j} \psi_{i j}=\psi_{1}+\psi_{2}+\cdots+\psi_{N}=0$. Thus there are $N-1$ independent basic invariants. They are given by

$$
\begin{equation*}
I_{2}=\psi_{i j} \psi_{i j}, \quad I_{3}=\psi_{i j} \psi_{j k} \psi_{k i}, \quad I_{4}=\psi_{i j} \psi_{j k} \psi_{k l} \psi_{l i}, \cdots \tag{97}
\end{equation*}
$$

We immediately see that the orbit space of an $\mathrm{SO}_{N}$ symmetric traceless tensor is identical to that of the $\mathrm{SU}_{N}$ adjoint representation.

SO (3) symmetric traceless tensor 5: The orbit space is identical to that of $\mathrm{SU}_{3}$ adjoint:

$$
\mathrm{U}_{1} \times Z_{2}[3=1(0)+1(1)+1(-1)], \alpha_{3}= \pm 1 / \sqrt{6}
$$

$Z_{2} \times Z_{2}$ occupying the interior.
SO (5) symmetric traceless tensor 14: Without going into details we identify various portions of the orbit space (Fig. 4) as follows:

$$
\begin{aligned}
& \mathrm{SU}_{2} \times \mathrm{SU}_{2} \times Z_{2}[5=(1,1)+(2,2)] \text { at } \pm \mathbf{P} 1, \\
& \mathrm{SO}_{3} \times \mathrm{U}_{1} \times Z_{2}[5=1(2)+1(-2)+3(0)] \text { at } \pm \mathbf{P} 2, \\
& \mathrm{SO}_{3} \times Z_{2} \times Z_{2}[5=1+1+3] \text { at } \mathrm{C} 1, \\
& \mathrm{U}_{1} \times \mathrm{U}_{1} \times Z_{2} \times Z_{2} \text { at } \mathbf{C} 2, \\
& \mathrm{U}_{1} \times Z_{2} \times Z_{2} \times Z_{2} \text { on the surfaces, and } \\
& Z_{2} \times Z_{2} \times Z_{2} \times Z_{2} \text { occupying the interior. }
\end{aligned}
$$

Embedding of each subgroup is indicated by the branching rule given in the square bracket.

## 3. Symmetric tensors of $\operatorname{Sp}(2 N)$

Symmetric tensors $\psi_{i j}$ of $\mathrm{Sp}_{2 N}$ are adjoint representations.

## B. Antisymmetric tensor representations

## 1. Antisymmetric tensors of $S U(N)$

Antisymmetric tensors, $\varphi_{i j}$, of $\mathrm{SU}_{N}$ can be skew-diagonalized through a group transformation, $\varphi_{i j}^{\prime}=U_{i k}(g) U_{j l}(g) \varphi_{k l}$. Each diagonal element consists of a real number for odd $N$ and it comes with an overall phase factor for even $N$. Thus there are $(N-1) / 2$ for odd $N(N /$ $2+1$ for even $N$ ) independent basic invariants. They are given by

$$
\begin{aligned}
& I_{2}=\varphi_{i j} \varphi^{i j}, \quad I_{4}=\varphi_{i j} \varphi^{j k} \varphi_{k l} \varphi^{l i}, \cdots, \quad \text { for odd } N,(98 \mathrm{a}) \\
& I_{2}=\varphi_{i j} \varphi^{i j}, \quad I_{4}=\varphi_{i j} \varphi^{j k} \varphi_{k l} \varphi^{l i}, \cdots, \\
& I_{N / 2}^{\prime}=\epsilon^{i j \cdots k l} \varphi_{i j} \cdots \varphi_{k l}, \\
& I_{N / 2}^{\prime *}=\epsilon_{i j \cdots k l} \varphi^{i j} \cdots \varphi^{k l}, \quad \text { for even } N .
\end{aligned}
$$

We immediately see that (the cross section at any angle $\delta$ of) the orbit space of an $\mathrm{SU}_{N}$ antisymmetric tensor is identical to that of the $\mathrm{SO}_{N}$ adjoint for $N>4$. In the following we match various portions of each pair of orbit spaces.
$S U$ (5) antisymmetric tensor $10+\overline{10}$ : The orbit space is identical to that of the $\mathrm{SO}_{5}$ adjoint, with
$\mathrm{SU}_{2} \times \mathrm{SU}_{3}[5=(2,1)+(1,3)]$ replacing $\mathrm{SO}_{3} \times \mathrm{U}_{1}$,
$\mathrm{Sp}_{4}[5=1+4]$ replacing $\mathrm{SU}_{2} \times \mathrm{U}_{1}$, and
$\mathrm{SU}_{2} \times \mathrm{SU}_{2}[5=(1,1)+(2,1)+(1,2)]$ replacing $\mathrm{U}_{1} \times \mathrm{U}_{1}$.
$S U(6)$ antisymmetric tensor $15+\overline{15}$ : The cross section of the orbit space at any angle $\delta$ is identical to that of the $\mathrm{SO}_{6}$ adjoint, with
$S P S_{6}[6=6]$ at $\pm P_{1}$,
$\mathrm{SU}_{2} \times \mathrm{SU}_{4}[6=(2,1)+(1,4)]$ at $\mathbf{P} 2$,
$\mathrm{SU}_{2} \times \mathrm{Sp}_{4}[6=(2,1)+(1,4)]$ at $\mathbf{C 1}$, and
$\mathrm{SU}_{2} \times \mathrm{SU}_{2} \times \mathrm{SU}_{2}[6=(2,1,1)+(1,2,1)+(1,1,2)]$ occupying the interior.
$S U$ (7) antisymmetric tensor $21+\overline{21}$ : The orbit space is identical to that of the $\mathrm{SO}_{7}$ adjoint (Fig. 2), with

$$
\begin{aligned}
& \mathrm{SU}_{2} \times \mathrm{SU}_{5}[7=(2,1)+(1,5)] \text { at } \mathbf{P} 1, \\
& \mathrm{SU}_{3} \times \mathrm{Sp}_{4}[7=(3,1)+(1,4)] \text { at } \mathbf{P} 2, \\
& \mathrm{Sp}_{6}[7=1+6] \text { at } \mathbf{P} 3, \\
& \mathrm{SU}_{3} \times \mathrm{SU}_{2} \times \mathrm{SU}_{2}[7=(3,1,1)+(1,2,1)+(1,1,2)] \text { at } \mathbf{L} 1, \\
& \mathrm{SU}_{2} \times \mathrm{Sp}_{4}[7=(1,1)+(2,1)+(1,4)] \text { at } \mathbf{C} 2, \text { and } \\
& \mathrm{SU}_{2} \times \mathrm{SU}_{2} \times \mathrm{SU}_{2}[7=(1,1,1)+(2,1,1)+(1,2,1) \\
& \quad+(1,1,2)] \text { occupying the interior. }
\end{aligned}
$$

$S U$ (8) antisymmetric tensor $28+\overline{28}$ : The cross section of the orbit space at any angle $\delta$ is identical to that of the $\mathrm{SO}_{8}$ adjoint (Fig. 6), with
$\mathrm{SU}_{2} \times \mathrm{SU}_{6}[8=(2,1)+(1,6)]$ at $\mathbf{P} 1$,
$\mathrm{Sp}_{4} \times \mathrm{SU}_{4}[8=(4,1)+(1,4)]$ at $\mathbf{P} 2$,
$\mathrm{Sp}_{8}[8=8]$ at $\pm \mathbf{P} 3$,
$\mathrm{SU}_{2} \times \mathrm{SU}_{2} \times \mathrm{SU}_{4}[8=(2,1,1)+(1,2,1)+(1,1,4)]$ at $\mathbf{L} 1$,
$\mathbf{S p}_{4} \times \mathbf{S p}_{4}[8=(4,1)+(1,4)]$ at $\mathbf{L} 2$,
$\mathrm{SU}_{2} \times \mathrm{Sp}_{6}[8=(2,1)+(1,6)]$ at $\mathbf{C} 3$,
$\mathrm{SU}_{2} \times \mathrm{SU}_{2} \times \mathrm{Sp}_{4}[8=(2,1,1)+(1,2,1)+(1,1,4)]$ on the surfaces, and

$$
\begin{aligned}
& \mathbf{S U}_{2} \times \mathbf{S U}_{2} \times \mathbf{S U}_{2} \times \mathbf{S U}_{2}[8=(2,1,1,1)+(1,2,1,1) \\
& \quad+(1,1,2,1)+(1,1,1,2)] \text { occupying the interior. }
\end{aligned}
$$

$S U$ (9) antisymmetric tensor $36+\overline{36}$ : The orbit space is identical to that of the $\mathrm{SO}_{9}$ adjoint (Fig. 5), with
$\mathrm{SU}_{2} \times \mathrm{SU}_{7}[9=(2,1)+(1,7)]$ at $\mathbf{P} 1$,
$\mathbf{S p}_{4} \times \mathbf{S U}_{5}[9=(4,1)+(1,5)]$ at $\mathbf{P} 2$,
$\mathrm{Sp}_{6} \times \mathrm{SU}_{3}[9=(6,1)+(1,3)]$ at $\mathbf{P} 3$,
$\mathrm{Sp}_{8}[9=1+8]$ at $\mathbf{P 4}$,
$\mathrm{SU}_{2} \times \mathrm{SU}_{2} \times \mathrm{SU}_{5}[9=(2,1,1)+(1,2,1)+(1,1,5)]$ at $\mathbf{C 1}$,
$\mathrm{Sp}_{6} \times \mathrm{SU}_{2}[9=(6,1)+(1,2)+(1,1)]$ at $\mathbf{C} 2$,
$\mathrm{Sp}_{4} \times \mathrm{Sp}_{4}[9=(4,1)+(1,4)+(1,1)]$ at $\mathbf{C} 3$,
$\mathrm{Sp}_{4} \times \mathrm{SU}_{2} \times \mathrm{SU}_{3}[9=(4,1,1)+(1,2,1)+(1,1,3)]$ at $\mathbf{C 4}$,
$\mathbf{S U}_{2} \times \mathbf{S U}_{2} \times \mathrm{SU}_{2} \times \mathbf{S U}_{3}[9=(2,1,1,1)+(1,2,1,1)$ $+(1,1,2,1)+(1,1,1,3)]$ occupying the warped triangular surface $\mathbf{P} 1-\mathbf{P} 2-\mathrm{P} 3$ bounded by $\mathbf{C} 1$ and $\mathbf{C} 2$,
$\mathrm{Sp}_{4} \times \mathrm{SU}_{2} \times \mathrm{SU}_{2}[9=(4,1,1)+(1,2,1)+(1,1,2)]$ closing the rest of the boundary of the generic stratum,

$$
\begin{aligned}
& \mathrm{SU}_{2} \times \mathrm{SU}_{2} \times \mathrm{SU}_{2} \times \mathrm{SU}_{2}[9=(1,1,1,1)+(2,1,1,1) \\
& \quad+(1,2,1,1)+(1,1,2,1)+(1,1,1,2)] \text { occupying the } \\
& \text { interior. }
\end{aligned}
$$

## 2. Antisymmetric tensors of $S O(N)$

Antisymmetric tensors $\varphi_{i j}$ of $\mathrm{SO}_{N}$ are adjoint representations.

## 3. Antisymmetric traceless tensors of $\operatorname{Sp}(2 N)$

Antisymmetric traceless tensors $\varphi_{i j}$ of $\mathrm{Sp}_{2 N}$ are skewdiagonalized through a group transformation, $\varphi_{i j}^{\prime}=S_{i k}(g) S_{j l}(g) \varphi_{k l}$, where $S_{i j}(g)$ is a simplectic matrix satisfying $S_{k i} S_{l j} f_{k l}=f_{i j}$. We abbreviate the skew-diagonal elements as $\varphi_{i j}=$ skew-diag $\left(\varphi_{1}, \varphi_{2}, \ldots, \varphi_{N}\right)$ with $\varphi_{i}$ real. In this notation $f_{i j}=$ skew-diag $(1,1, \ldots, 1)$. The traceless condition is given by $f_{i j} \varphi_{i j}=2\left(\varphi_{1}+\varphi_{2}+\cdots+\varphi_{N}\right)=0$. Thus there are $N-1$ independent basic invariants:

$$
\begin{equation*}
I_{2}=f_{i k} f_{j l} \varphi_{i j} \varphi_{k l}, \quad I_{3}=f_{i l} f_{j m} f_{k n} \varphi_{i m} \varphi_{j n} \varphi_{k l}, \cdots \tag{99}
\end{equation*}
$$

We shall see that the orbit space of an antisymmetric traceless tensor of $\mathrm{Sp}_{2 N}$ is identical, except for different scale factors, to that of the $\mathrm{SU}_{N}$ adjoint representation.
$S p(6)$ antisymmetric tensor 14: The generic stratum is invariant under [ $\mathrm{Sp}_{2} \times \mathrm{Sp}_{2} \times \mathrm{Sp}_{2}$ ]. The orbit parameter is defined as follows:

$$
\begin{align*}
\alpha_{3}= & \left(2 a^{3}+2 b^{3}-2(a+b)^{3}\right) / \\
& \left(2 a^{2}+2 b^{2}+2(a+b)^{2}\right)^{3 / 2} \tag{100}
\end{align*}
$$

Each stratum and its little group are represented as follows:

$$
\begin{align*}
& \mathrm{Sp}_{2} \times \mathrm{Sp}_{4}: \\
& 6=(2,1)+(1,4), \\
& \varphi=\text { skew-diag }(a, a,-2 a)  \tag{101}\\
& \alpha_{3}= \pm 1 / 2 \sqrt{3}
\end{align*}
$$

The orbit space is identical, except for different scale factors, to that of the $\mathrm{SU}_{3}$ adjoint.
$S p(8)$ antisymmetric traceless tensor 27: The generic stratum is invariant under $\left[\mathrm{Sp}_{2} \times \mathrm{Sp}_{2} \times \mathrm{Sp}_{2} \times \mathrm{Sp}_{2}\right]$. The orbit parameters are defined as follows:

$$
\begin{align*}
\alpha_{3}= & \left(2 a^{3}+2 b^{3}+2 c^{3}-2(a+b+c)^{3}\right) / \\
& \left(2 a^{2}+2 b^{2}+2 c^{2}+2(a+b+c)^{2}\right)^{3 / 2}, \\
\alpha_{4}= & \left(2 a^{4}+2 b^{4}+2 c^{4}+2(a+b+c)^{4}\right) /  \tag{102}\\
& \left(2 a^{2}+2 b^{2}+2 c^{2}+2(a+b+c)^{2}\right)^{2} .
\end{align*}
$$

Each stratum and its little group are represented as follows:

$$
\mathrm{Sp}_{2} \times \mathrm{Sp}_{6}
$$

$$
8=(2,1)+(1,6),
$$

$$
\begin{equation*}
\varphi=\operatorname{skew}-\operatorname{diag}(a, a, a,-3 a) \tag{103}
\end{equation*}
$$

$\alpha_{3}= \pm 1 / \sqrt{6}, \quad \alpha_{4}=7 / 24$;
$\mathrm{Sp}_{4} \times \mathrm{Sp}_{4}$ :
$8=(4,1)+(1,4)$,
$\varphi=\operatorname{skew}-\operatorname{diag}(a, a,-a,-a)$,
$\alpha_{3}=0, \quad \alpha_{4}=1 / 8$;
$\mathrm{Sp}_{2} \times \mathrm{Sp}_{2} \times \mathrm{Sp}_{4}$ :
$8=(2,1,1)+(1,2,1)+(1,1,4)$,
$\varphi=$ skew-diag $(a, a, b,-2 a-b)$.
The orbit space is identical, except for different scale factors, to that of the $\mathrm{SU}_{4}$ adjoint (Fig. 1). Identifications are:
$\left[\mathrm{Sp}_{2} \times \mathrm{Sp}_{6}\right]$ at $\pm \mathbf{P} 1,\left[\mathrm{Sp}_{4} \times \mathrm{Sp}_{4}\right]$ at $\mathbf{P} 2$, and $\left[\mathrm{Sp}_{2} \times \mathrm{Sp}_{2} \times \mathrm{Sp}_{4}\right]$ at Cl .
$S p$ (10) antisymmetric traceless tensor 44: The generic stratum is invariant under [ $\left.\mathbf{S p}_{2} \times \mathbf{S p}_{2} \times \mathbf{S p}_{2} \times \mathbf{S p}_{2} \times \mathbf{S p}_{2}\right]$. The orbit parameters are defined as follows:
$\alpha_{3}=\frac{\left(2 a^{3}+2 b^{3}+2 c^{3}+2 d^{3}-2(a+b+c+d)^{3}\right)}{\left(2 a^{2}+2 b^{2}+2 c^{2}+2 d^{2}+2(a+b+c+d)^{2}\right)^{3 / 2}}$,
$\alpha_{4}=\frac{\left(2 a^{4}+2 b^{4}+2 c^{4}+2 d^{4}+2(a+b+c+d)^{4}\right)}{\left(2 a^{2}+2 b^{2}+2 c^{2}+2 d^{2}+2(a+b+c+d)^{2}\right)^{2}}$,
$\alpha_{5}=\frac{\left(2 a^{5}+2 b^{5}+2 c^{5}+2 d^{5}-2(a+b+c+d)^{5}\right)}{\left(2 a^{2}+2 b^{2}+2 c^{2}+2 d^{2}+2(a+b+c+d)^{2}\right)^{5 / 2}}$.
Each stratum and its little group are represented as follows:

$$
\begin{align*}
& \mathrm{Sp}_{2} \times \mathrm{Sp}_{8}: \\
& 10=(2,1)+(1,8), \\
& \varphi=\operatorname{skew}-\operatorname{diag}(a, a, a, a,-4 a),  \tag{107}\\
& \alpha_{3}= \pm 3 / 2 \sqrt{10}, \quad \alpha_{4}=13 / 40, \quad \alpha_{5}= \pm 51 / 80 \sqrt{10} ; \\
& \mathrm{Sp}_{4} \times \mathrm{Sp}_{6}: \\
& 10=(4,1)+(1,6), \\
& \varphi=\operatorname{skew}-\operatorname{diag}(2 a, 2 a, 2 a,-3 a,-3 a),  \tag{108}\\
& \alpha_{3}= \pm 1 / 2 \sqrt{15}, \quad \alpha_{4}=7 / 60, \quad a_{5}= \pm 13 / 120 \sqrt{15} ; \\
& \mathrm{Sp}_{2} \times \operatorname{Sp}_{2} \times \operatorname{Sp}_{6}: \\
& 10=(2,1,1)+(1,2,1)+(1,1,6), \\
& \varphi=\operatorname{skew}-\operatorname{diag}(a, a, a, b,-3 a-b) ;  \tag{109}\\
& \operatorname{Sp}_{2} \times \operatorname{Sp}_{4} \times \operatorname{Sp} \\
& 10=(2,1,1)+(1,4,1)+(1,1,4), \\
& \varphi=\operatorname{skew}-\operatorname{diag}(a, a, b, b,-2 a-2 b) ;  \tag{110}\\
& \operatorname{Sp}_{2} \times \operatorname{Sp}_{2} \times \operatorname{Sp} \\
& 10=(2,1,1,1)+(1,2,1,1)+(1,1,2,1)+(1,1,1,4), \\
& \varphi=\operatorname{skew}-\operatorname{diag}(a, a, b, c,-2 a-b-c) .
\end{align*}
$$

The orbit space is identical, except for different scale factors, to that of the $\mathrm{SU}_{5}$ adjoint (Fig. 4). Identifications are: $\left[\mathrm{Sp}_{2} \times \mathrm{Sp}_{8}\right]$ at $\pm \mathbf{P} 1,\left[\mathrm{Sp}_{4} \times \mathrm{Sp}_{6}\right]$ at $\pm \mathbf{P} 2,\left[\mathrm{Sp}_{2} \times \mathrm{Sp}_{2} \times \mathrm{Sp}_{6}\right]$ at $\mathbf{C 1},\left[\mathrm{Sp}_{2} \times \mathbf{S p}_{4} \times \mathrm{Sp}_{4}\right]$ at $\mathbf{C} 2$, and $\left[\mathbf{S p}_{2} \times \mathbf{S p}_{2} \times \mathbf{S p}_{2} \times \mathbf{S p}_{4}\right]$ on the surfaces.

## C. Other low-dimensional irreducible representations

The remaining irreps that allow less than four-dimensional orbit spaces (or the cross sections at arbitrary phase angles) are the defining representations of various groups, spinor representations of $\mathrm{SO}_{N}$, and $\mathrm{SO}_{3}$ representations.

The defining representations of classical Lie groups and $G_{2}$ yield single quadratic invariants only and their orbit spaces are trivial. Their little groups are
$S U_{N-1} \quad(N \geqslant 2)$ for $N+\bar{N}$ of $\mathrm{SU}_{N}$,
$S O_{N-1}(N \geqslant 3)$ for $N$ of $\mathrm{SO}_{N}$,
$S p_{2 N-2}(N \geqslant 3)$ for $2 N+2 N$ of $\mathrm{Sp}_{2 N}$, and
$S U_{3}$ for 7 of $\boldsymbol{G}_{2}$.

The spinor representations of $\mathrm{SO}_{N}$ for low $N(<10)$ also yield single quadratic invariants only. Their little groups are
$S p_{2}$ for $4+4$ of $\mathrm{SO}_{5}$,
$S U_{3}$ for $4+\overline{4}$ of $\mathrm{SO}_{6}$,
$G_{2}$ for 8 of $\mathrm{SO}_{7}$,
$\mathrm{SO}_{7}$ for 8 of $\mathrm{SO}_{8}$,
$\mathrm{SO}_{7}$ for 16 of $\mathrm{SO}_{9}$.
The spinor representation of $\mathrm{SO}_{10}$, the defining representations of $F_{4}$ and $E_{6}$, and low-dimensional (less than 8) $\mathrm{SO}_{3}$ representations yield nontrivial low-dimensional orbit spaces.

## Spinor representation of SO(10) $16+\overline{16}$

The 16 component complex spinor of $\mathrm{SO}_{10}$ is left invariant under $\mathrm{SU}_{4}$ and is reduced, through an $\mathrm{SO}_{10}$ transformation generated by the 30 non $-\mathrm{SU}_{4}$ generators made out of 45 $\sigma$-matrices $\sigma_{i j}{ }^{23}$ to two real components, say, $\psi_{4}$ and $\psi_{6}$. Two independent basic invariant polynomials exist:

$$
\begin{align*}
I_{2} & =\bar{\psi} \psi=2\left(\psi_{4}^{*} \psi_{4}+\psi_{6}^{*} \psi_{6}\right), \\
I_{4} & =\bar{\psi} \gamma_{i} \psi \bar{\psi} \gamma_{i} \psi=\bar{\psi} \gamma_{5} \psi \bar{\psi} \gamma_{5} \psi+\bar{\psi} \gamma_{10} \psi \bar{\psi} \gamma_{10} \psi  \tag{112}\\
& =16 \psi_{4}^{*} \psi_{4} \psi_{6}^{*} \psi_{6},
\end{align*}
$$

where we left the complex conjugate intact to show the contraction of $\psi$ 's between $\gamma$ matrices.

Each stratum and its little group are represented as follows:

$$
\begin{align*}
& S U_{5}: \\
& 16=1+\overline{5}+10,  \tag{113}\\
& \psi_{4}=a, \quad \psi_{6}=0, \quad \alpha_{4}=0 \\
& S O_{7}: \\
& 16=1+7+8  \tag{114}\\
& \psi_{4}=a, \quad \psi_{6}=a, \quad \alpha_{4}=1
\end{align*}
$$

## Defining representation of F(4) 26

The representation spaces of exceptional groups are naturally described on the octonionic basis. We refer the reader to Refs. 45 and 46 for further details.

The 26-dimensional defining representation of $F_{4}$ is represented by a $3 \times 3$ real, symmetric, and traceless matrix over octonions:

$$
\varphi=\left(\begin{array}{lll}
a & \gamma & \bar{\beta}  \tag{115}\\
\bar{\gamma} & b & \alpha \\
\beta & \bar{\alpha} & c
\end{array}\right)
$$

where $a, b, c$ are real numbers satisfying $a+b+c=0$ and $\alpha, \beta, \gamma$ are real octonions (the bar denotes octonionic conjugation). It is left invariant under an $\mathrm{SO}_{8}$ transformation
$\left(26=1+1+8_{v}+8_{s}+8_{c}\right)$. The dimension formula (83) yields $2=26-52+28$, which is the number of independent basic invariants. They are given by

$$
\begin{equation*}
I_{2}=\frac{1}{2} \operatorname{Tr}\left(\varphi^{\dagger} \cdot \varphi\right), \quad I_{3}=\frac{1}{3} \operatorname{Tr}[(\varphi \times \varphi) \cdot \varphi], \tag{116}
\end{equation*}
$$

where the dot represents the Jordan product (half the anti-
commutator) and $\varphi \times \varphi$ is the Freudenthal product:

$$
\varphi \times \varphi=\varphi(\varphi-\operatorname{Tr} \varphi)-\frac{1}{2} \operatorname{Tr}[\varphi(\varphi-\operatorname{Tr} \varphi)]
$$

An $F_{4}$ transformation involving those generators not included in $\mathrm{SO}_{8}$ reduces $\varphi$ to a diagonal matrix containing two real parameters:

$$
\varphi=\left(\begin{array}{ccc}
a & 0 & 0  \tag{117}\\
0 & b & 0 \\
0 & 0 & -(a+b)
\end{array}\right) \equiv[a, b,-(a+b)]
$$

Written in terms of these two real parameters, the invariant polynomials are

$$
\begin{equation*}
I_{2}=\frac{1}{2}\left(a^{2}+b^{2}+(a+b)^{2}\right), \quad I_{3}= \pm a b(a+b) \tag{118}
\end{equation*}
$$

Each stratum and its little group are represented as follows:

$$
\begin{align*}
& S O_{9}: \\
& 26=1+9+16  \tag{119}\\
& \psi=[a, a,-2 a], \quad \alpha_{3}= \pm 2 / 3 \sqrt{3}
\end{align*}
$$

## Defining representation of $E(6) 27+\overline{27}$

The 27-dimensional complex defining representation of $E_{6}$ is represented by a $3 \times 3$ complex, Hermitian, octonionic matrix

$$
\varphi=\left(\begin{array}{lll}
a & \gamma & \bar{\beta}  \tag{120}\\
\bar{\gamma} & b & \alpha \\
\beta & \bar{\alpha} & c
\end{array}\right),
$$

where $a, b, c$ are complex numbers and $\alpha, \beta, \gamma$ are complex octonions. It is left invariant under an $\mathrm{SO}_{8}$ transformation $\left(27=1+1+1+8_{u}+8_{s}+8_{c}\right)$. The dimension formula (83) yields $4=27+27-78+28$, which is the number of independent basic invariants. They are given by ${ }^{46}$
$I_{2}=\frac{1}{2} \operatorname{Tr}\left(\varphi^{\dagger} \cdot \varphi\right), \quad I_{4}=\frac{1}{2} \operatorname{Tr}\left[(\varphi \times \varphi)^{\dagger} \cdot(\varphi \times \varphi)\right]$,
$I_{3}=\frac{1}{3} \operatorname{Tr}[(\varphi \times \varphi) \cdot \varphi], \quad I_{3}^{*}=$ complex conjugate of $I_{3}$.
An $E_{6}$ transformation involving those generators not included in $\mathrm{SO}_{8}$ reduces $\varphi$ to a diagonal matrix containing four real parameters:

$$
\varphi=\exp (i \delta)\left(\begin{array}{lll}
a & 0 & 0  \tag{122}\\
0 & b & 0 \\
0 & 0 & c
\end{array}\right) \equiv \exp (i \delta)[a, b, c]
$$

Written in terms of these four real parameters the invariant polynomials are
$I_{2}=\frac{1}{2}\left(a^{2}+b^{2}+c^{2}\right), \quad I_{4}=\frac{1}{2}\left(a^{2} b^{2}+b^{2} c^{2}+c^{2} a^{2}\right)$,
$I_{3}=\exp (3 i \delta) a b c$.
Each stratum and its little group are represented as follows:

## $F_{4}$ :

$27=1+26$,
$\varphi=\exp (i \delta)[a, a, a]$,
$\alpha_{4}=\frac{2}{3}, \quad \alpha_{3}=\exp (3 i \delta)(2 / 3)^{3 / 2} ;$

$$
\begin{align*}
& S O_{10}: \\
& 27=1+10+16 \\
& \varphi=\exp (i \delta)[a, 0,0]  \tag{125}\\
& \alpha_{4}=0, \quad \alpha_{3}=0 \\
& S O_{9}: \\
& 27=1+1+9+8+8 \\
& \varphi=\exp (i \delta)[a, b, b] \tag{126}
\end{align*}
$$

The cross section of the orbit space at an arbitrary phase angle $\delta$ is shown in Fig. 8. It is again a warped triangle.

The generic strata of $\mathrm{SU}_{2}$ representations $4+4$ and $6+6$ have trivial little groups and thus their orbit spaces are four- and eight-dimensional. The $\mathrm{SO}_{3}$ seven-dimensional representation (totally symmetric traceless third-rank tensor) is non-coregular and has five invariants of degree $2,4,6$, 10 , and 15 in the integrity basis and a syzygy. They are listed in Ref. 47. Its maximal little groups ${ }^{12,48}$ are $U_{1}, T, D_{3}$, and $D_{2}$.

## D. Comments

Our observations for single irreps are summarized as follows:
(1) The orbit spaces for the adjoint representations of Lie groups of the same rank all have similar geometrical shapes, namely, straight line for groups of rank two, triangle for groups of rank three, tetrahedron for groups of rank four, and so on. (This pattern was evident in the examples of Ref. 16.)

This implies that there is an interesting relationship between the degrees of polynomial invariants, the number of maximal little groups, and the shape of the orbit space. For example, the $\mathrm{SU}_{5}$ adjoint has only two maximal little groups but odd degree invariants such as $I_{3}$ and $I_{5}$ duplicate the cusps providing the third and fourth cusps needed to build a tetrahedron. For the adjoint representations of all the other groups of rank four there are four maximal little groups and their invariants are of even degree yielding only four cusps, again just enough to build a tetrahedron.


FIG. 8. The orbit space of $27+\overline{27}$ of $E_{6}$.

However, this relationship does not seem to hold in the case of non-coregular representations. The $\mathrm{SO}_{3}$ seven-dimensional representation has four maximal little groups. If its orbit space is built out of polynomials of degree $2,4,6$, and 10 , then it is a warped tetrahedron. If it is built out of 2 nd , 4 th, 6 th, and 15 th degree polynomials, then some cusps may be duplicated and the orbit space may even become a warped octahedron. It will be interesting to see if the orbit space built out of all five polynomials and the syzygy has indeed a tetragonal shape.
(2) The orbit spaces (or the cross sections at an arbitrary phase angle) of symmetric and antisymmetric tensor representations are identical, up to scale factors, to those of adjoint representations.

Gürsey suggested that this similarity among the orbit spaces of adjoints, symmetric and antisymmetric secondrank tensors results from deeper mathematical roots. ${ }^{49}$ These representations all have definite exchange symmetries among the tensor indices. Even the $27+\overline{27}$ of $E_{6}$ has such symmetry: it is a Hermitian matrix (over octonions).

Michel ${ }^{12}$ pointed out that the orbit spaces of the vector representations of Weyl groups are, up to scale factors, identical to those of corresponding adjoint representations. We quote two examples given in Ref. 50. The orbit spaces for the vector representations of the tetrahedral groups $T$ and $T_{d}$ are identical to that of $\mathrm{SO}_{6}$ adjoint. The orbit spaces for the vector representations of the tetrahedral group $T_{h}$ and the octahedral groups $O$ and $O_{h}$ is identical to that of $\mathrm{SO}_{7}$ adjoint.
(3) Lower-dimensional strata of higher symmetries form the boundaries of higher-dimensional strata of lower symmetries in an orderly way. The hierarchy of protrusiveness on the orbit space boundary is not a global property (a poorly defined concept in any case) but a local property, which is shown by the saddle-shaped surfaces in most threedimensional orbit spaces.

The last observation is not what we like because it may lead to a counterexample to the minimal symmetry breaking principle. However, none of the cases we have considered makes a counterexample.

In our formalism we take the singlet form for a given subgroup as the definition of a stratum. Its equation is obtained by putting the singlet form into the invariant polynomials and is thus parametric. In order to obtain the singlet form, which is the minimum information needed to specify an extremum point in any case, we have to find the matrix elements of group generators over the given representation and require that the subgroup generators annihilate the representation vector.

It is convenient to have nonparametric equations for strata. Since there are fewer independent parameters than basic invariants for all the strata except for the generic stratum, we should have some identities among the basic invariants on these strata. Like syzygies they are polynomials. It is not easy, though possible in principle, to derive these identities from our parametric equations. Abud and Sartori ${ }^{29}$ devised a general method for finding nonparametric equations of orbits. It is a good tractable method usable also for the projected orbit space associated with a Higgs potential. It
requires only the knowledge of invariant polynomials. One can obtain the singlet forms (though not the little groups) from the nonparametric orbit equations by solving high degree algebraic equations. This is as difficult as minimizing a Higgs potential using a conventional method. The method outlined in the previous paragraph is the only tractable way for finding the little groups and singlet forms, as far as we know. Jarić ${ }^{50}$ devised another elegant nonparametric method for representations of finite groups which can be used for adjoint representations of low rank compact Lie groups. He provided both singlet forms and nonparametric equations for orbits. However, its applicability seems to be limited to only a small number of representations. It will be interesting to see if his method can be extended to more complicated cases.

In a Higgs potential there appear invariant polynomials only up to fourth degree. Thus we deal with a projected orbit space. Due to the projection some cusps are buried inside the projected space, as shown in $\mathrm{SO}_{N}$ and $\mathrm{Sp}_{2 N}$ examples. These buried cusps cannot yield the absolute minimum, though they correspond to maximal little groups. A similar phenomenon was noticed earlier in the examples of $\mathrm{SO}_{N}$ adjoint + vector representations. ${ }^{17}$ As a matter of fact, it was observed much earlier by $\mathrm{Li} .{ }^{23}$ This implies that, in unification theories, simple-minded classification of possible symmetrybreaking directions based on maximal or maximaximal little groups is not enough. One should check if the symmetry breaking really occurs in the desired direction.

## 5. TWO IRREDUCIBLE REPRESENTATIONS

The orbit spaces of two irreducible representations are normally high-dimensional because after one of the representations is simplified only a small number of group parameters are left for further simplification of the other representation. We have found two cases where the orbit space is three-dimensional, $\mathrm{SU}_{3}$ adjoint + vector and $\mathrm{SO}_{5}$ adjoint + vector.

## A. SU(3) adjoint + vector representations

Using the same notation as in Ref. 15, the orbit parameters are

$$
\begin{align*}
& \alpha_{3}=\frac{\Sigma \varphi_{i}^{3}}{\left(\Sigma \varphi_{i}^{2}\right)^{3 / 2}},  \tag{127}\\
& \beta_{1}=\frac{\Sigma \chi_{1}^{*} \varphi_{i} \chi_{i}}{\left(\Sigma \varphi_{i}^{2}\right)^{1 / 2}\left(\Sigma \chi_{i}^{*} \chi_{i}\right)}, \quad \beta_{2}=\frac{\Sigma \chi_{i}^{*} \varphi_{i}^{2} \chi_{i}}{\left(\Sigma \varphi_{i}^{2}\right)\left(\Sigma \chi_{i}^{*} \chi_{i}\right)} . \tag{128}
\end{align*}
$$

The stratum of each little group is represented as follows:

$$
S U_{2}
$$

$$
8=1+2+2+3, \quad 3=1+2
$$

$$
\begin{equation*}
\varphi=[a, a,-2 a], \quad \chi=[0,0, c] \tag{129}
\end{equation*}
$$

$$
\alpha_{3}= \pm 1 / \sqrt{6}, \quad \beta_{1}= \pm 2 / \sqrt{6}, \quad \beta_{2}=2 / 3
$$

$$
\begin{align*}
& U_{1}: \\
& \varphi=[a, b,-a-b], \quad \chi=[0,0, c] \\
& \alpha_{3}=\left(a^{3}+b^{3}-(a+b)^{3}\right) /\left(a^{2}+b^{2}+(a+b)^{2}\right)^{3 / 2} \\
& \beta_{1}=-(a+b) /\left(a^{2}+b^{2}+(a+b)^{2}\right)^{1 / 2}  \tag{130}\\
& \beta_{2}=(a+b)^{2} /\left(a^{2}+b^{2}+(a+b)^{2}\right)
\end{align*}
$$

The generic stratum is represented by Eqs. (127)-(128) and its little group is the null group. Can a curve confine a threedimensional volume? The answer is no, and thus the stratum of the null group must confine itself. The volume is extremized when either $\chi_{1}$ or $\chi_{2}$ is equal to zero with all the other components nonzero. The orbit space is shown in Fig. 9. The strata of $\mathrm{SU}_{2}$, namely, the cusps, are the most protrudent as we might guess from the fact that they satisfy the most singular boundary conditions. The stratum of $\mathrm{U}_{1}$, namely, the curve, is the next most singular. This may lead us to expect that such a hierarchical relationship would be a prominent feature of the orbit space of two irreps. But, as we shall see in the next example, the strata of a lower level little group can be as singular as the higher level ones.

## B. SO(5) adjoint + vector representations

Using the same notation as in Ref. 17, the orbit parameters are

$$
\begin{equation*}
\alpha_{4}=\frac{\Sigma \varphi_{i}^{4}}{2\left(\Sigma \varphi_{i}^{2}\right)^{2}} \tag{131}
\end{equation*}
$$

$$
\begin{align*}
& \beta_{2}=\frac{\Sigma \chi_{i} \varphi_{i}^{2} \chi_{i}}{\left(2 \Sigma \varphi_{i}^{2}\right)\left(\Sigma \chi_{i} \chi_{i}+\chi_{3} \chi_{3}\right)},  \tag{132}\\
& \beta_{4}=\frac{\Sigma \chi_{i} \varphi_{i}^{4} \chi_{i}}{\left(2 \Sigma \varphi_{i}^{2}\right)^{2}\left(\Sigma \chi_{i} \chi_{i}+\chi_{3} \chi_{3}\right)},
\end{align*}
$$

where $i$ runs from 1 to 2 . The stratum of each little group is represented as follows:

$$
\begin{align*}
& S O_{3}: \\
& 10=1+3+3+3, \quad 5=1+1+3 \\
& \varphi=[a, 0], \quad \chi=[c, 0,0]  \tag{133}\\
& \alpha_{4}=\frac{1}{2}, \quad \beta_{2}=\frac{1}{2}, \quad \beta_{4}=\frac{1}{4} ; \\
& S U_{2} \times U_{1}: \\
& 10=1(0)+1(2)+1(-2)+3(0)+2(1)+2(-1), \\
& 5=1(0)+2(1)+2(-1)  \tag{134}\\
& \varphi=[a, a], \quad \chi=[0,0, c] \\
& \alpha_{4}=\frac{1}{4}, \quad \beta_{2}=0, \quad \beta_{4}=0 ; \\
& U_{1} \times U_{1}: \\
& \varphi=[a, b], \quad \chi=[0,0, c], \\
& \alpha_{4}=\left(2 a^{4}+2 b^{4}\right) /\left(2 a^{2}+2 b^{2}\right)^{2}, \quad \beta_{2}=0, \quad \beta_{4}=0 ;
\end{align*}
$$



FIG. 9. The complete orbit space of the $\mathrm{SU}_{3}$ adjoint + vector. Shown at the upper left corner is a view from the direction oriented $18^{\circ}$ from the $\beta_{1}$ axis and $72^{\circ}$ from the $\beta_{2}$ axis. The dotted lines are hidden lines. The numbers in the square brackets are the relative ratios of scale. Each projection is a view from the positive direction of the axis not shown in the picture. Here the dotted lines are portions of the boundary belonging to the null group stratum. Thus the hidden curves are drawn solidly.

$$
\begin{align*}
& U_{1} \\
& \varphi=[a, b], \quad \chi=[0, c, d] \\
& \alpha_{4}=\left(2 a^{4}+2 b^{4}\right) /\left(2 a^{2}+2 b^{2}\right)^{2} \\
& \beta_{2}=\left(b^{2} c^{2}\right) /\left(2 a^{2}+2 b^{2}\right)\left(c^{2}+d^{2}\right)  \tag{136}\\
& \beta_{4}=\left(b^{4} c^{2}\right) /\left(2 a^{2}+2 b^{2}\right)^{2}\left(c^{2}+d^{2}\right)
\end{align*}
$$

The generic stratum is represented by Eqs. (131)-(132) and its little group is the null group. The stratum of $\mathrm{U}_{1}$ is twodimensional and thus has a chance to enclose the whole volume. The $U_{1}$ stratum occupies the surfaces represented by dotted lines in Fig. 10, but the surface represented by solid lines is a part of the generic stratum. This is in contrast to the case of one irrep where there was no mixture of this kind. That is, equally singular surfaces consist of both the stratum of a maximaximal little group and a lower level one. Though the portion of the surface belonging to the null group is more singular than the interior, there is no way to distinguish them because there is no more subgroup left. The volume is extremized when either $\chi_{2}$ is equal to zero $\left(U_{1}\right)$ or $\chi_{3}$ is zero (the null group) with all the other components nonzero.

## C. Comments

Contrary to the case of one irrep where the strata of successively lower level little groups occupy successively higher-dimensional and less singular (locally less protrudent) surfaces on the orbit space boundary, the orbit space boundary of two irreps is more complex and things are pretty much mixed. Whereas orbit parameters associated with each
irrep tend to form warped concave boundary surfaces, orbit parameters associated with both irreps tend to destroy such behavior. With the representation vector of one irrep fixed (consequently, orbit parameters associated with that irrep fixed), one can rotate the vector of the other irrep creating a volume traced by pencils.

It is notable that the generic strata in both examples are not totally open as in an irrep case. They close themselves partially. The same is true for lower-dimensional strata.

In the case of $\mathrm{SU}_{3}$ adjoint + vector (Fig. 9) we find that the maximaximal little groups, $\mathrm{SU}_{2}$ and $\mathrm{U}_{1}$, occupy the most protrudent portions of the boundary. But in the case of $\mathrm{SO}_{5}$ adjoint + vector (Fig. 10) we find that the $\mathrm{U}_{1}$ stratum occupies the boundary planes indicated by the dotted lines and the stratum of the null group occupies the boundary plane indicated by the solid lines. That is, there is no sharp distinction between the maximaximal little group $\mathrm{U}_{1}$ and the lower level little group, the null group, in terms of dimensionality and concavity.

Another interesting point is that the little groups alone cannot distinguish the fine structure of the orbit space. In both of the above-mentioned examples we see that the null group strata consist of two-dimensional surface and threedimensional volume. In the $\mathrm{SO}_{5}$ case the strata of $\mathrm{U}_{1}$ consists of an edge curve and two-dimensional surfaces. This indistinguishability comes from the fact that, whereas for a given group there are only a finite number of subgroups, there is no limit to the dimension of a representation. As we see from Eq. (83) the orbit space dimension can be arbitrarily high. On


FIG. 10. The complete orbit space of the $\mathrm{SO}_{5}$ adjoint + vector. Shown at the upper left corner is a view from the direction oriented $20^{\circ}$ from the $\beta_{2}$ axis and $80^{\circ}$ from the $\alpha_{4}$ axis. The dotted lines are hidden lines. The numbers in the square brackets are the relative ratios of scale. Each projection is a view from the positive direction of the axis not shown in the picture. Here the hidden curves and lines are drawn solidly.
the other hand, the number of subgroups is too small to classify all the dimensions of the orbit space. Thus the indistinguishability is inevitable in both cases.
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## APPENDIX A

Some people might doubt that the minimization can be achieved so cheaply. To remove a possible doubt, we interpret our method of minimization in the orbit space in terms of conventional language. We show how to find all the extrema (in the representation space) of a smooth group-invariant function which is monotonic in the orbit parameters. We also explain how to tell the type of an extremum, i.e., a local minimum or an inflection point.

## 1. Single irreducible representation

Let us consider a group invariant smooth function, $P(\varphi) \equiv F\left(I_{2}, \lambda_{1}, \lambda_{2}, \cdots\right)$, which is a monotonic function of orbit parameters $\lambda_{a}$ in the projected orbit space. In order to find an extremum of $P$ in the representation space, we need to find the solution of the equation

$$
\begin{equation*}
\frac{\partial P}{\partial \varphi_{i}}=\frac{\partial r}{\partial \varphi_{i}} \frac{\partial F}{\partial r}+\frac{\partial \lambda_{1}}{\partial \varphi_{i}} \frac{\partial F}{\partial \lambda_{1}}+\frac{\partial \lambda_{2}}{\partial \varphi_{i}} \frac{\partial F}{\partial \lambda_{2}}+\cdots \equiv 0 \tag{A1}
\end{equation*}
$$

with $r=I_{2}^{1 / 2}$. Due to the assumed monotonicity, all $\partial F / \partial \lambda_{a}$ are nonzero in the projected orbit space.

Case (i): $\partial F / \partial r=0$
There are two ways to satisfy Eq. (A1):

$$
\begin{equation*}
\partial \lambda_{a} / \partial \varphi_{i}=0 \quad \text { for all } a \text { and } i \tag{A2}
\end{equation*}
$$

This is satisfied at all the cusps (including buried ones) corresponding to maximal little groups ${ }^{28,29,16}$ with phase angles of complex invariants not counted

$$
\begin{equation*}
\left(\frac{\partial \lambda_{1}}{\partial \varphi_{i}}, \frac{\partial \lambda_{2}}{\partial \varphi_{i}}, \cdots\right) \perp\left(\frac{\partial F}{\partial \lambda_{1}}, \frac{\partial F}{\partial \lambda_{2}}, \cdots\right) \text { for all } i \tag{A3}
\end{equation*}
$$

This is satisfied when the contour of directional extrema contacts the orbit space boundary tangentially. Thus ex-
trema of $P$ with respect to $\varphi_{i}$ may occur at points on the curves, two dimensional surfaces, etc. Notice that the tangential contact can occur.

It is laborious to check signs of a Hessian matrix in order to find the extremum type. However, once the orbit space is constructed, we can easily tell the type of an extremum from the way the contour of directional extremum meets the orbit space. For example, in the case of $\mathrm{SO}_{8}$ adjoint (Fig. 11) there are only five extrema consisting of four cusps and one tangential contact point on the boundary curve.
Two of the cusps are local minima because the contour has the lowest values at the cusps in their neighborhoods. (The contour touching the upper cusp passes through the lower right portion of the orbit space. However, the cusp is isolated from that portion.) The lower right one is the absolute minimum. On the other hand, the lower left one is a saddle point and the remaining two extrema are inflection points.

As we showed in Ref. 16, the contour of directional minima for a most general fourth-degree Higgs potential is flat or concave in the direction of increasing equipotential. Thus unless higher-dimensional strata are more protrudent than cusps, the absolute minimum will occur at cusps on the boundary of the projected orbit space. For a general smooth group-invariant function the contour may be convex in the direction of increasing equipotential. The cusps will still be the most likely points for the absolute minimum to occur. However, higher-dimensional strata will now have a better chance for becoming an absolute minimum.
Case (ii): $\partial F / \partial r \neq 0$
$\left(\frac{\partial r}{\partial \varphi_{i}}, \frac{\partial \lambda_{1}}{\partial \varphi_{i}}, \frac{\partial \lambda_{2}}{\partial \varphi_{i}}, \cdots\right) \perp\left(\frac{\partial F}{\partial r}, \frac{\partial F}{\partial \lambda_{1}}, \frac{\partial F}{\partial \lambda_{2}}, \cdots\right)$ for all $i$. (A4)
One of the equations cannot be satisfied, namely,

$$
\begin{equation*}
\epsilon_{a b \ldots \ldots} \frac{\partial \lambda_{a}}{\partial \varphi_{i}} \frac{\partial \lambda_{b}}{\partial \varphi_{j}} \ldots=\mathrm{const}(\text { of } a \text { and } i) \frac{\partial F}{\partial r} \tag{A5}
\end{equation*}
$$

On the boundary the lhs of Eq. (A5) is identically zero. Thus Eq. (A5) can only be satisfied inside the projected orbit space, where the vectors, $\left(\partial \lambda_{a} / \partial \varphi_{i}, \partial \lambda_{b} / \partial \varphi_{i}, \cdots\right)$, are independent.


FIG. 11. The projected orbit space of the complete orbit space of the $\mathrm{SO}_{8}$ adjoint is further projected onto a line with the contour of directional minima projected onto a point. Some cusps are projected onto the extreme boundary points; others into the interior.

The smallest number of independent vectors is the dimension of the projected orbit space. Now too many independent vectors have to be perpendicular to a fixed vector, the rhs of (A4). Therefore, Eq. (A4) cannot be satisfied at any point of the orbit space.

In fact, Michel ${ }^{12}$ showed that a fourth degree Higgs potential cannot have an extremum in the generic stratum. We have extended his result to include more general cases. We have shown that a group-invariant function of a single irreducible representation monotonic in the projected orbit space can have an extremum only on the boundary of the projected orbit space with $\partial F / \partial r=0$.

## 2. Two irreducible representations

Let us consider a group-invariant smooth function, $P(\varphi, \chi) \equiv F\left(I_{2}, \alpha_{1}, \alpha_{2} ; J_{2}, \gamma_{1}, \gamma_{2} ; \beta_{1}, \beta_{2}\right)$, which is a monotonic function of orbit parameters, $\left(\alpha_{a}, \gamma_{c}, \beta_{b}\right)$, in the projected orbit space. We have omitted further orbit parameters for the sake of saving space. It will not affect the generality of the following argument. In order to find an extremum of $P$ in the representation space, we need to find the solution of the equation:

$$
\begin{align*}
\frac{\partial P}{\partial \varphi_{i}}= & \frac{\partial r}{\partial \varphi_{i}} \frac{\partial F}{\partial r}+\frac{\partial \alpha_{1}}{\partial \varphi_{i}} \frac{\partial F}{\partial \alpha_{1}}+\frac{\partial \alpha_{2}}{\partial \varphi_{i}} \frac{\partial F}{\partial \alpha_{2}} \\
& +\frac{\partial \beta_{1}}{\partial \varphi_{i}} \frac{\partial F}{\partial \beta_{1}}+\frac{\partial \beta_{2}}{\partial \varphi_{i}} \frac{\partial F}{\partial \beta_{2}} \equiv 0,  \tag{A6a}\\
\frac{\partial P}{\partial \chi_{j}}= & \frac{\partial s}{\partial \chi_{j}} \frac{\partial F}{\partial s}+\frac{\partial \gamma_{1}}{\partial \chi_{j}} \frac{\partial F}{\partial \gamma_{1}}+\frac{\partial \gamma_{2}}{\partial \chi_{j}} \frac{\partial F}{\partial \gamma_{2}} \\
& +\frac{\partial \beta_{1}}{\partial \chi_{j}} \frac{\partial F}{\partial \beta_{1}}+\frac{\partial \beta_{2}}{\partial \chi_{j}} \frac{\partial F}{\partial \beta_{2}} \equiv 0, \tag{A6b}
\end{align*}
$$

with $r=I_{2}^{1 / 2}, s=J_{2}^{1 / 2}$. Due to the assumed monotonicity, all $\partial F / \partial \alpha_{a}, \partial F / \partial \gamma_{c}, \partial F / \partial \beta_{b}$ are nonzero in the projected orbit space.

Case (i): $\partial F / \partial r=0$ and $\partial F / \partial s=0$
There are many ways to satisfy Eqs. (A6):
$\frac{\partial \alpha_{a}}{\partial \varphi_{i}}=0, \frac{\partial \beta_{b}}{\partial \varphi_{i}}=0$, for all $a, b, i$,

$$
\begin{align*}
& \frac{\partial \gamma_{c}}{\partial \chi_{j}}=0, \frac{\partial \beta_{b}}{\partial \chi_{j}}=0, \text { for all } c, b, j  \tag{A7b}\\
& \left(\frac{\partial \alpha_{1}}{\partial \varphi_{i}}, \frac{\partial \alpha_{2}}{\partial \varphi_{i}}, \frac{\partial \beta_{1}}{\partial \varphi_{i}}, \frac{\partial \beta_{2}}{\partial \varphi_{i}}, 0,0\right)
\end{align*}
$$

$$
\begin{equation*}
\perp\left(\frac{\partial F}{\partial \alpha_{1}}, \frac{\partial F}{\partial \alpha_{2}}, \frac{\partial F}{\partial \beta_{1}}, \frac{\partial F}{\partial \beta_{2}}, \frac{\partial F}{\partial \gamma_{1}}, \frac{\partial F}{\partial \gamma_{2}}\right) \text { for all } i \tag{A8a}
\end{equation*}
$$

$$
\left(0,0, \frac{\partial \beta_{1}}{\partial \chi_{j}}, \frac{\partial \beta_{2}}{\partial \chi_{j}}, \frac{\partial \gamma_{1}}{\partial \chi_{j}}, \frac{\partial \gamma_{2}}{\partial \chi_{j}}\right)
$$

$$
\perp\left(\frac{\partial F}{\partial \alpha_{1}}, \frac{\partial F}{\partial \alpha_{2}}, \frac{\partial F}{\partial \beta_{1}}, \frac{\partial F}{\partial \beta_{2}}, \frac{\partial F}{\partial \gamma_{1}}, \frac{\partial F}{\partial \gamma_{2}}\right) \text { for all } j
$$

(A8b)
Any combination of (AIa) and (AJb) with $I, J=7,8$ will yield a solution to Eqs. (A6a) and (A6b). However, Eqs. (A7) are less frequently satisfied than in a single irrep case. The extre-
mum conditions (A7) can also be satisfied partially in contrast to the single irrep case where all the orbit parameters are extremized simultaneously (with phase angles of complex invariants not counted). The points satisfying these conditions may be at cusps, on curves, on two dimensional surfaces, etc., on the orbit space boundary. They are all tangential contact points of the contour of directional extrema with the orbit space boundary. Again there are only finitely many extrema.

Since an orbit space for two irreps is formed from two independent spaces through the joint invariants, the Jacobian determinant ${ }^{12,16}$ contains many zero elements. The dimension of a boundary portion is still given by the rank of the Jacobian.

## Case (ii): $\partial F / \partial r \neq 0$ and/or $\partial F / \partial s \neq 0$

This condition again takes us into the projected orbit space and yields too many vectors to be perpendicular to a fixed vector.

Again we have shown that a group invariant function of two irreducible representations monotonic in the projected orbit space can have an extremum point only on the boundary of the projected orbit space with $\partial F / \partial r=0$ and $\partial F /$ $\partial s=0$.

## APPENDIX B

When the Higgs potential contains more than four independent invariant polynomials, it seems difficult to visually minimize the potential. We show how to find the absolute minima of these potentials. Let us consider a Higgs potential for a single irrep containing two third-degree invariants and three fourth-degree invariants. Call the associated orbit parameters, $\beta_{1}, \beta_{2}, \alpha_{1}, \alpha_{2}, \alpha_{3}$. Consider the following two-dimensional projected space of the five-dimensional orbit space:

$$
\begin{equation*}
\beta \equiv B_{1} \beta_{1}+B_{2} \beta_{2}, \quad \alpha \equiv A_{1} \alpha_{1}+A_{2} \alpha_{2}+A_{3} \alpha_{3} \tag{B1}
\end{equation*}
$$

where $B$ 's and $A$ 's are the coupling coefficients of the corresponding invariant polynomials in the Higgs potential. Notice that $\beta$ is proportional to the distance of the point ( $\beta_{1}, \beta_{2}$ ) from the $\beta=0$ line perpendicular to the vector $\left(B_{1}, B_{2}\right)$, and that $\alpha$ is proportional to the distance of the point $\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ from the $\alpha=0$ plane perpendicular to the vector $\left(A_{1}, A_{2}, A_{3}\right)$.

In the $\beta-\alpha$ space the absolute minimum of the potential can be found using the formula previously derived in Ref. 16. Now one necessarily asks whether we can uniquely determine ( $\beta_{1}, \beta_{2}$ ) and ( $\alpha_{1}, \alpha_{2}, \alpha_{3}$ ) from a given set of $(\beta, \alpha)$. From the geometrical meaning of $\beta$ and $\alpha$, we see that there is a continuous range of orbit parameters satisfying Eq. (B1) for a given set of $(\beta, \alpha)$. However, the absolute minimum occurs at a unique point on the orbit space boundary, most protrudent to the direction of decreasing directional minimum. Thus we have a unique solution to Eq. (B1) at the absolute minimum. If the absolute minimum occurs on a concave portion of the orbit space boundary, ${ }^{51}$ then there is a continuum of points satisfying Eq. (B1) and we have to stay in the five-dimensional orbit space. We have illustrated the mechanism in Fig. 11.

This raises the question: Is it safe to work in the projected orbit space which is dimensionally smaller than the representation vector space? Let us reconsider the significance of the boundary conditions:

$$
\begin{align*}
& \frac{\partial \lambda_{a}}{\partial \varphi_{i}}=0 \text { for all } a \text { and } i  \tag{B2a}\\
& \epsilon_{a b} \frac{\partial \lambda_{a}}{\partial \varphi_{i}} \frac{\partial \lambda_{b}}{\partial \varphi_{j}}=0 \text { for all }(a, b) \text { and }(i, j), \cdots \tag{B2b}
\end{align*}
$$

Equation (B2a) implies that, at a cusp corresponding to a null dimensional stratum, if we specify one orbit parameter, then all the other orbit parameters are determined. Equation (B2b) implies that, on a singular curve corresponding to a one-dimensional stratum, if we specify two orbit parameters, then all the other orbit parameters are determined, and so on.

The boundary conditions are strong enough to let us determine all the components of the scalar field (a vector in the representation space) at the absolute minimum from the knowledge of the norm and a small number of orbit parameters. The absolute minimum condition prompts the boundary condition, which in turn determines the whole vector.

Without further arguments we state that for an even degree Higgs potential of two irreps, we can safely work in the projected space, $(\alpha, \beta, \gamma)$, of the possibly high-dimensional projected orbit space of the complete orbit space.

However, in the process of further projection we lose the detailed extremum structure of the invariant function. This is evident in Fig. 11: we see five extrema before the projection and only two extrema afterwards. As far as we are looking for the absolute minimum only, the projection is harmless.
${ }^{1}$ R. Brout and F. Englert, Phys. Rev. Lett. 13, 321 (1964); P. Higgs, Phys. Lett. 12, 132 (1964); G. Guralnik, C. Hagen, and T. Kibble, Phys. Rev. Lett. 13, 585 (1964); P. Higgs, Phys. Rev. 145, 1156 (1966); T. Kibble, Phys. Rev. 155, 1554 (1967).
${ }^{2}$ G. 't Hooft, Nucl. Phys. B 35, 167 (1971); B. W. Lee and J. Zinn-Justin, Phys. Rev. D 5, 3121, 3137, 3155 (1972); S. Coleman, "Secret Symmetry," Ettore Majorana Lecture Notes, 1973.
${ }^{3}$ R. Jackiw and K. Johnson, Phys. Rev. D 8, 2386 (1973); J. M. Cornwall and R. E. Norton, Phys. Rev. D 8, 3338 (1973); J. M. Cornwall, Phys. Rev. D 10, 500 (1974); E. Eichten and F. Feinberg, Phys. Rev. D 10, 3254 (1974).
${ }^{4}$ L. Susskind, Phys. Rev. D 20, 2619 (1979); S. Dimopoulos and L. Susskind, Nucl. Phys. B 155, 237 (1979); E. Eichten and K. D. Lane, Phys. Lett. B 90, 125 (1980); E. Fahri and L. Susskind, Phys. Rep. 74, 279 (1981). ${ }^{5}$ S. Weinberg, Phys. Rev. Lett. 19, 1264 (1967); A. Salam, Elementary Particle Theory, edited by N. Svartholm (Almquist and Wiksell, Stockholm, 1968), p. 367.
${ }^{6}$ J. C. Pati and A. Salam, Phys. Rev. D 8, 1240 (1973); H. Georgi and S. L. Glashow, Phys. Rev. Lett. 32, 438 (1974); H. Fritzsch and P. Minkowski, Ann. Phys. (N.Y.) 93, 193 (1975); F. Gürsey, P. Ramond, and P. Sikivie, Phys. Lett. B60, 177 (1976); P. Langacker, Phys. Rep. 72, 185 (1981).
${ }^{7}$ H. Georgi, H. R. Quinn, and S. Weinberg, Phys. Rev. Lett. 33, 451 (1974); E. Gildner, Phys. Rev. D 14, 1667 (1976); S. Weinberg, Phys. Lett. B 82, 387 (1979); J. Ellis, M. K. Gaillard, A. Petermann, and C. Sachrajda, Nucl. Phys. B 164, 253 (1980).
${ }^{8}$ P. Fayet, Phys. Lett. B 58, 67 (1975); L. O'Raifeartaigh, Nucl. Phys. B 96, 331 (1975); B. deWitt and H. Nicolai, Nucl. Phys. B 208, 323 (1982); N. Warner, "Some Properties of the Scalar Potential in Gauged Supergravity Theories," CALT-68-992, Apr. 1983.
${ }^{9}$ L. D. Landau, Phys. Z. Sov. 11, 26 (1937); L. D. Landau and E. M. Lifschitz, Statistical Physics (Pergamon, London, 1958).
${ }^{10}$ P. W. Anderson, Concepts in Solids (Benjamin, New York, 1963); P. Kadanoff et al., Rev. Mod. Phys. 39, 395 (1967); R. Blinc and B. Zekš, Soft Modes in Ferroelectrics and Antiferroelectrics (Elsevier, New York, 1974); A. G. McLellan, The Classical Thermodynamics of Deformable Materials
(Cambridge U. P., Cambridge, 1980); N. Boccara, Symmetries and Broken Symmetries (IDSET, Paris, 1981).
${ }^{11}$ L. O'Raifeartaigh, Rep. Prog. Phys. 42, 159 (1979).
${ }^{12}$ L. Michel, CERN TH2716, 1979; Rev. Mod. Phys. 52, 617(1980); See also Ref. 27.
${ }^{13}$ F. Gürsey and M. Serdaroǧlu, Nuovo Cimento A 65, 337 (1981).
${ }^{14}$ J. S. Kim, Nucl. Phys. B 196, 285 (1982).
${ }^{15}$ S. Frautschi and J. S. Kim, Nucl. Phys. B 196, 301 (1982).
${ }^{16}$ J. S. Kim, Nucl. Phys. B 197, 174 (1982).
${ }^{17}$ J. S. Kim, Nucl. Phys. B 207, 374 (1982).
${ }^{18}$ R. Brout, Nuovo Cimento A 47, 932 (1967).
${ }^{19}$ D. Hilbert, Math. Ann. 36, 473 (1890); 42, 313 (1893).
${ }^{20}$ S. Aronhold, J. Reine angew. Math. 62, 281 (1863).
${ }^{21}$ L. Michel and L. A. Radicati, Ann. Phys. (N.Y.) 66, 758 (1971).
${ }^{22}$ Nonlinear cases have been treated in Ref. 17. But the linear case is the ordinary one, and we confine our argument to it here for the sake of simplicity. The Landau potential is expanded normally up to the fourth or sixth degree in order parameters and is not always linear in the orbit parameters.
${ }^{23}$ L.-F. Li, Phys. Rev. D 9, 1723 (1974).
${ }^{24}$ M. Magg and Q. Shafi, Z. Phys. C 4, 63(1980); F. Buccella, H. Ruegg, and C. A. Savoy, Nucl. Phys. B 169, 68 (1980); F. Buccella, H. Ruegg, and C. A. Savoy, Phys. Lett. B 94, 491 (1980); H. Ruegg, Phys. Rev. D 22, 2040 (1980).
${ }^{25}$ L. Michel and L. A. Radicati, Evolution of Particle Physics, edited by M. Conversi (Academic, New York, 1970), p. 191.
${ }^{26} \mathrm{By}$ an irreducible representation we mean a representation irreducible over the real. For example, $3+\overline{3}$ or 8 of $\mathrm{SU}_{3}$ is an irrep.
${ }^{27}$ M. Gell-Mann, private communication, 1980; R. Slansky, Phys. Rep. 79, 1 (1981).
${ }^{28}$ L. Michel, C. R. Acad. Sci. Paris 272, 433 (1971).
${ }^{29}$ M. Abud and G. Sartori, Phys. Lett. B 104, 147 (1981); G. Sartori, J. Math. Phys. 24, 765 (1983); M. Abud and G. Sartori, "The Geometry of Spontaneous Symmetry Breaking," preprint, Padova University, Jan. 1983 (to be published in Ann. Phys.).
${ }^{30}$ W. McKay and J. Patera, Tables of Dimensions, Second and Fourth Indices and Branching Rules of Simple Algebras (Dekker, New York, 1980).
${ }^{31}$ G. E. Bredon, Introduction to Compact Transformation Groups (Academic, New York, 1972); B. Kostant, Am. J. Math. 85, 327 (1963); D. Mumford, "Geometric Invariant Theory," Ergeb. Math. 34 (1965); W. C. Hsiang and W. Y. Hsiang, Ann. Math. 92, 189 (1970).
${ }^{32}$ V. G. Kac, V. L. Popov, and E. B. Vinberg, C. R. Acad. Sci. Paris 283, 875 (1976); G. W. Schwarz, Inv. Math. 49, 167 (1978).
${ }^{33}$ We observe that, in general, this is true only locally but not globally.
${ }^{34}$ The matrix $T$ is called the representation of the group. However, particle theorists commonly call the vector space $\varphi$ the representation space.
${ }^{35}$ We think Michel and Radicati ${ }^{21}$ were the first physicists who constructed orbit spaces explicitly.
${ }^{36}$ M. V. Jarić and D. Mukamel, "Breakdown of Maximality Conjecture in Continuous Phase Transitions," preprint Weizman Institute, March 1983; M. V. Jarić, "Non-maximality and Successive Phase Transition," preprint, Montana State University, April 1983.
${ }^{37}$ O'Raifeartaigh, S. Y. Park, and K. C. Wali, Symmetries in Science, edited by B. Gruber (Plenum, New York, 1980); P. Mitra, J. Math. Phys. 22, 2069 (1981); D.-d. Wu, Nucl. Phys. B 199, 523 (1982).
${ }^{38}$ J. E. Humphreys, Introduction to Lie Algebras and Representation Theory (Springer-Verlag, New York, 1972); B. Wybourne, Classical Groups for Physicists (Wiley, New York, 1974); R. Gilmore, Lie Groups, Lie Algebras, and Some of Their Applications (Wiley, New York, 1974); M. L. Mehta, J. Math. Phys. 7, 1824 (1966).
${ }^{39}$ G. Racah, Ergeb. Exakt. Naturwiss. 37, 28 (1965).
${ }^{40}$ B. Gruber and L. O'Raifeartaigh, J. Math. Phys. 5, 1796 (1964).
${ }^{41}$ For complex representations some invariants are complex. Then their complex conjugates are also invariant. In Ref. 14 we showed that when a Higgs potential contains such a pair of invariants, their phase at the potential minimum is determined by the phase of the complex coupling coefficients. Thus we will be working with the cross section of the orbit space cut at this phase angle.
${ }^{42}$ J. H. Grace and A. Young, Algebra of Invariants (Cambridge U. P., London, 1903); H. Weyl, Classical Groups (Princeton U. P., Princeton, NJ, 1946), 2nd ed.; J. A. Dieudonné and J. B. Carrell, Invariant Theory, Old and New (Academic, New York, 1971).
${ }^{43}$ J. Patera and R. T. Sharp, Lecture Notes in Physics 94, edited by W. Beiglböck et al. (Springer-Verlag, New York, 1979), p. 175.
${ }^{44}$ M. Gell-Mann and R. Slansky, unpublished, 1979.
${ }^{45}$ H. Freudenthal, Adv. Math. 1, 143 (1964); P. Ramond, "Introduction to Exceptional Lie Groups and Algebras," Preprint CALT-68-577, CalTech, Dec. 1976; F. Gürsey, Lecture Notes in Physics 94, edited by W. Beiglböck et al. (Springer-Verlag, New York, 1979), p. 508.
${ }^{46}$ F. Gürsey, invited talk at the New Hampshire Workshop, Apr. 1980; F. Gürsey, Group Theoretical Methods in Physics, edited by R. T. Sharp (Academic, New York, 1977), p. 213.
${ }^{47}$ G. Salmon, Modern Higher Algebra (Hodges, Forster, and Co., Dublin, 1876), 3rd ed., pp. 231-238.
${ }^{48}$ B. A. Ovrut, J. Math. Phys. 19, 418 (1978).
${ }^{49}$ H. S. M. Coxeter, Ann. Math. 35, 588 (1934); H. Freudenthal and H. de

Vries, Linear Lie Groups (Academic, New York, 1969); N. Bourbaki, Elements de Mathematique, Groupes et Algèbres de Lie (Herman, Paris, 1971); S. Helgason, Differential Geometry, Lie Groups, and Symmetric Spaces (Academic, New York, 1978)
${ }^{50}$ M. V. Jarić, J. Math. Phys. 24, 917 (1983); M. V. Jarić, L. Michel, and R. T. Sharp, "Zeros of Covariant Vector Fields for the Point Groups: Invariant Formulation," IHES/P/83/23, Mar. 1983.
${ }^{51}$ This may happen when the contour of directional minima is convex in the direction of increasing equipotential. A general group invariant function, other than the two types of Higgs potentials we are considering in this appendix, may allow a convex contour.

# On the Hankel transform of a generalized Laguerre polynomial and on the convolution involving special Bessel functions 

H. Navelet<br>Institut de Recherche Fondamentale, Departement de Physique Generale, CEN-Saclay, 91191 Gif-sur-Yvette Cedex, France

(Received 29 July 1983; accepted for publication 5 October 1983)
In this paper we calculate two of three simple integrals which are present neither in Bateman nor in Gradshtein and Ryzhik. These integrals are useful to treat some specific physics problems.
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## 1. INTRODUCTION

In the heyday of the Regge + absorption phenomenology we have been led ${ }^{1}$ to consider the integral corresponding to the absorption of the form $I_{n n^{\prime}}=\int J_{v}(x y) x^{2 n+v+1}$ $L_{n^{\prime}}^{v+n}\left(\frac{1}{2} x^{2}\right) e^{-x^{2} / 2}$ with $n \neq n^{\prime}$. The integral with $n=n^{\prime}$ is already known ${ }^{2}$ but not the general one for $n \neq n^{\prime}$. The purpose of our second part is to give the full proof of the result. On the other hand, quite recently we have been obliged to calculate the convolution integral involving two $I_{\nu, \mu}(x)$ functions. The convolution with a weight $x^{\nu, \mu}$ with $\nu$ integer and positive is already known ${ }^{3}$ (with an error in Ref. 3) but we needed in our work ${ }^{4}$ to calculate the analogous convolution when $v, \mu$ are negative integers. This is the purpose of the third part of this paper.

## 2. CALCULATION OF

$$
I_{n n^{\prime}}=\int J_{\nu}(x y) x^{2 n+v+1} L_{n^{\prime}}^{v+n}\left(\frac{1}{2} x^{2}\right) e^{-x^{2} / 2} d x, n \neq n^{\prime}
$$

This integral in the special case $n=n^{\prime}$ is well known ${ }^{2}$ namely $I_{n n}=y^{2 n+v} e^{-y^{2 / 2}} L_{n}^{v+n}\left(\frac{1}{2} y^{2}\right)$. In this work we show that it is possible to get a similar result for $n \neq n^{\prime}$.

Indeed

$$
\begin{align*}
L_{n^{\prime}}^{v+n}\left(\frac{1}{2} x^{2}\right)= & \frac{\Gamma\left(n+n^{\prime}+v+1\right)}{\Gamma\left(n^{\prime}+1\right) \Gamma(n+v+1)} \\
& \times{ }_{1} F_{1}\left(-n^{\prime}, n+v+1, \frac{x^{2}}{2}\right), 5 \tag{1}
\end{align*}
$$

where ${ }_{1} F_{1}(a, b, c, x)$ is the confluent hypergeometric function

$$
\begin{aligned}
= & \frac{\Gamma\left(n+n^{\prime}+v+1\right)}{\Gamma\left(n^{\prime}+1\right) \Gamma(n+v+1)} e^{x^{2} / 2} \\
& \times{ }_{1} F_{1}\left(n+v+1+n^{\prime}, n+v+1,-\frac{x^{2}}{2}\right),
\end{aligned}
$$

so that

$$
\begin{aligned}
e^{-x^{2} / 2} & L_{n^{\prime}}^{v+n\left(\frac{1}{2} x^{2}\right)} \\
= & \frac{\Gamma\left(n+n^{\prime}+v+1\right)}{\Gamma\left(n^{\prime}+1\right) \Gamma(n+v+1)} \\
& \times{ }_{1} F_{1}\left(n+n^{\prime}+v+1, n+v+1,-\frac{x^{2}}{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
I_{n n^{\prime}}= & \frac{1}{\sqrt{y}} \frac{\Gamma\left(n+n^{\prime}+v+1\right)}{\Gamma\left(n^{\prime}+1\right) \Gamma(n+v+1)} \\
& \times \int x^{2 n+v+1 / 2} \\
& \times{ }_{1} F_{1}\left(n+n^{\prime}+v+1, n+v+1,-\frac{x^{2}}{2}\right) \\
& \times \sqrt{x y} J_{v}(x y) d x
\end{aligned}
$$

From Bateman, ${ }^{7}$ the Hankel transform of

$$
\begin{aligned}
& x^{2 \beta-v-3 / 2}{ }_{1} F_{1}\left(\alpha, \beta,-\lambda x^{2}\right) \text { is } \\
& \frac{2^{2 \beta-2 \alpha-v-1}}{\Gamma(\alpha-\beta+v+1) \lambda^{\alpha}} y^{2 \alpha-2 \beta+v+1 / 2} \\
& \quad \times{ }_{1} F_{1}\left(\alpha, 1+\alpha-\beta+v,-\frac{y^{2}}{4 \lambda}\right), \\
& 0<\operatorname{Re} \beta<\frac{3}{4}+\operatorname{Re}\left(\alpha+\frac{1}{2}\right), \quad \operatorname{Re} \lambda>0 .
\end{aligned}
$$

By identification,

$$
\begin{aligned}
& \alpha=n+n^{\prime}+v+1, \\
& \beta=n+v+1, \\
& \lambda=\frac{1}{2}
\end{aligned}
$$

so that,

$$
\begin{aligned}
& 2 \beta-v-\frac{3}{2}=2 n+v+\frac{1}{2} \\
& 2 \beta-2 \alpha-v-1=-2 n^{\prime}-v-1 \\
& 2 \alpha-2 \beta+v+\frac{1}{2}=+2 n^{\prime}+v+\frac{1}{2}
\end{aligned}
$$

and

$$
\begin{aligned}
I_{n n^{\prime}}= & \frac{1}{\sqrt{y}} \frac{\Gamma\left(n+n^{\prime}+v+1\right)}{\Gamma\left(n^{\prime}+1\right) \Gamma(n+v+1)} \\
& \times \frac{\Gamma(n+v+1)}{\Gamma\left(n^{\prime}+v+1\right)} 2^{n-n^{\prime}} y^{2 n^{\prime}+v+1 / 2} \\
& \times{ }_{1} F_{1}\left(n+n^{\prime}+v+1, n^{\prime}+v+1,-\frac{y^{2}}{2}\right), \\
I_{n n^{\prime}}= & y^{2 n^{\prime}+v} 2^{n-n^{\prime}} \frac{\Gamma(n+1)}{\Gamma\left(n^{\prime}+1\right)} e^{-y^{2} / 2} L_{n}^{v+n}\left(\frac{1}{2} y^{2}\right) .
\end{aligned}
$$

By putting $n=n^{\prime}$ we recover at once the well-known result. We note that there is one inversion of the indices $n$ and $n^{\prime}$ between formula (1) and (2).

## 3. FINITE INTEGRALS INVOLVING BESSEL FUNCTIONS OF THE CONVOLUTION TYPE

These definite integrals may be evaluated by means of the convolution formula of the Laplace transform.

For instance let

$$
F * \mathrm{G}=\int_{0}^{t} F(v) G(t-v) d v
$$

$$
f(s)=\int_{0}^{\infty} e^{-s t} F(t) d t=L(F)
$$

the Laplace transform of $F$,

$$
g(s)=\int_{0}^{\infty} e^{-s t} G(t) d t=L(G)
$$

thus $L(F * G)=f(s) \cdot g(s)$. Let

$$
\begin{gathered}
F_{\mu}(a, t)=a^{-\mu} t(\mu / 2) J_{\mu}\left(a t^{1 / 2}\right) \operatorname{Re} \mu>-1 \\
\begin{aligned}
& f_{\mu}(a, s)=2^{-\mu} s^{-\mu-1} \exp \left(-\frac{a^{2}}{4 s}\right),^{3} \\
& f_{\mu}(a, s) f_{v}(b, s)= 22^{-\mu+v+1)} s^{-\mu+v+1)-1} \\
& \times \exp \left(-\frac{a^{2}+b^{2}}{4 s}\right) \operatorname{Re} v, \mu>-1 \\
&= 2 f_{\mu+v+1}\left[\left(a^{2}+b^{2}\right)^{1 / 2}, s\right]
\end{aligned}
\end{gathered}
$$

As a straightforward consequence

$$
\begin{align*}
& \int_{0}^{\tau} d t t^{\mu / 2} J_{\mu}\left(a t^{1 / 2}\right)(\tau-t)^{\nu / 2} \\
& J_{\nu}\left(b(\tau-t)^{1 / 2}\right)= 2 a^{\mu} b^{v}\left\{\frac{\tau}{a^{2}+b^{2}}\right\}^{i \mu+v+1 \mid / 2} \\
& \times J_{\mu+v+1}\left(\left(a^{2}+b^{2}\right)^{1 / 2} \sqrt{\tau}\right) \\
& \operatorname{Re} \mu, v>-1 .^{8} \tag{3}
\end{align*}
$$

In this letter we want to find a similar convolution integral

$$
I=\int_{0}^{\tau} t-\mu / 2 I_{\mu}\left(a t^{1 / 2}\right)(\tau-t)^{-v / 2} I_{\nu}\left(b(\tau-t)^{1 / 2}\right) d t
$$

where $v$ and $\mu$ are real positive integers.
Let

$$
\begin{aligned}
& F_{v}^{a}=t^{-v / 2} I_{v}\left(2 a^{1 / 2} t^{1 / 2}\right) \\
& L\left(F_{v}^{a}\right)=p^{v-1} e^{a / p} \frac{\gamma(v, a / p)}{\Gamma(v)} a^{-v / 2}, 9
\end{aligned}
$$

where

$$
\begin{aligned}
\gamma(v, x) & =\int_{0}^{x} t^{v-1} e^{-t} d t \\
& =\left(1-e^{-x} \sum_{i=0}^{v-1} \frac{x^{i}}{i!}\right) \frac{1}{\Gamma(v)}
\end{aligned}
$$

for $v$ integer $\geqslant 1$,

$$
L\left(F_{\nu}^{a} * F_{\mu}^{b}\right)=p^{\nu+\mu-2} e^{(a+b / p} \frac{\gamma(v, a / p)}{\Gamma(v)} \frac{\gamma(\mu, b / p)}{\Gamma(\mu)}
$$

A little bit of algebra yields

$$
\begin{aligned}
L\left(F_{v}^{a} \times F_{\mu}^{b}\right)= & p^{v+\mu-2} e^{(a+b) / p}\left\{1-e^{-a / p} \sum_{n=0}^{\nu-1}\left(\frac{a}{p}\right)^{n} \frac{1}{n!}\right\}\left\{1-e^{-b / p} \sum_{n^{\prime}=0}^{\mu-1}\left(\frac{b}{p}\right)^{n^{\prime}} \frac{1}{n^{\prime}!}\right\} \\
= & p^{v+\mu-2} e^{(a+b) / p}\left[1-e^{-(a+b) / p} \sum_{n^{\prime \prime}=0}^{v+\mu-2}\left(\frac{a+b}{p}\right)^{n^{\prime \prime}} \frac{1}{n^{\prime \prime!}}\right. \\
& +e^{-(a+b \mid / p}\left\{\sum_{n^{\prime}=0}^{v+\mu-2}\left(\frac{a+b}{p}\right)^{n^{\prime \prime}} \frac{1}{n^{\prime \prime}!}\right. \\
& \left.\left.+\sum_{n=0}^{v-1}\left(\frac{a}{p}\right)^{n} \frac{1}{n!} \sum_{n^{\prime}=0}^{\mu-1}\left(\frac{b}{p}\right)^{n^{\prime}} \frac{1}{n^{\prime}!}\right\}\right]-e^{b / p} \sum_{n=0}^{v-1}\left(\frac{a}{p}\right)^{n} \frac{1}{n!} p^{v+\mu-2} \\
& -e^{a / p} \sum_{n^{\prime}=0}^{\mu-1}\left(\frac{b}{p}\right)^{n^{\prime}} p^{v+\mu-2},
\end{aligned}
$$

$$
L\left(F_{v}^{a} \times F_{\mu}^{b}\right)=p^{\nu+\mu-2} e^{(a+b \mid / p} \frac{\gamma(v+\mu-1,(a+b) / p))}{\Gamma(v+\mu-1)}+p^{v+\mu-2}\left\{\sum_{n^{\prime \prime}=0}^{v+\mu-2}\left(\frac{a+b}{p}\right)^{n^{\prime \prime}} \frac{1}{n^{\prime \prime}!}\right.
$$

$$
\left.+\sum_{n=0}^{v-1}\left(\frac{a}{p}\right)^{n} \frac{1}{n!} \sum_{n^{\prime}=0}^{\mu-1}\left(\frac{b}{p}\right)^{n^{\prime}} \frac{1}{n^{\prime}!}\right\}
$$

$$
-\sum_{n=0}^{v-1} \frac{a^{n}}{n!} p^{\nu+\mu-2-n} e^{b / p}\left[1-e^{-b / p} \sum_{\alpha=0}^{\nu+\mu-n}\left(\frac{b}{p}\right)^{\alpha} \frac{1}{\alpha!}\right]
$$

$$
-\left\{\sum_{n=0}^{\nu-1}\left(\frac{a}{p}\right)^{n} \frac{1}{n!}^{v+\mu-2-n} \sum_{\alpha=0}\left(\frac{b}{p}\right)^{\alpha} \frac{1}{\alpha!}\right\} p^{\nu+\mu-2}
$$

$$
-\sum_{n^{\prime}=0}^{\mu-1} \frac{b^{n^{\prime}}}{n^{\prime}!} p^{v+\mu-2+n^{\prime}} e^{a / p}\left[1-e^{-a / p} \sum_{\alpha^{\prime}=0}^{\nu+\mu-2-n}\left(\frac{a}{p}\right)^{\alpha^{\prime}} \frac{1}{\alpha^{\prime}!}\right]
$$

$$
-\left\{\sum_{n^{\prime}=0}^{\mu-1}\left(\frac{b}{p}\right)^{n^{\prime}} \frac{1}{n^{\prime}!} \sum_{\alpha^{\prime}=0}^{v+\mu-n^{2}-n^{\prime}}\left(\frac{a}{p}\right)^{\alpha^{\prime}} \frac{1}{\alpha^{\prime}!}\right\} p^{v+\mu-2}
$$

$$
=p^{\nu+\mu-2} e^{(a+p) / p} \frac{\gamma(v+\mu-1,(a+b) / p)}{\Gamma(v+\mu-1)}
$$

$$
\begin{aligned}
& -\sum_{n=0}^{v} \frac{a^{n}}{n!} p^{\nu+\mu-2-n} e^{b / p} \frac{\gamma(v+\mu-1-n, b / p)}{\Gamma(v+\mu-1-n)} \\
& -\sum_{n^{\prime}=0}^{\mu-1} \frac{b^{n^{\prime}}}{n^{\prime}!} p^{\nu+\mu-2-n^{\prime}} e^{a / p} \frac{\gamma\left(\nu+\mu-1-n^{\prime}, a / p\right)}{\Gamma\left(v+\mu-1-n^{\prime}\right)}+p^{\nu+\mu-2} S_{\mu v},
\end{aligned}
$$

where $S_{\mu \nu}=S_{\mu \nu}^{1}+S_{\mu \nu}^{2}-S_{\mu \nu}^{3}-S_{\mu \nu}^{4}$ and

$$
\begin{aligned}
S_{\mu \nu}^{1} & =\sum_{n^{\prime \prime}=0}^{\nu+\mu-2}\left(\frac{a+p}{p}\right)^{n^{*}} \frac{1}{n^{\prime \prime}} \\
& =\sum_{n=0}^{\nu+\mu-2} \frac{1}{p^{n}} \sum_{\gamma=0}^{n} \frac{a^{\gamma}}{\gamma!} \frac{b^{n-\gamma}}{(n-\gamma)!}, \\
S_{\mu \nu}^{2} & =\sum_{n=0}^{\nu-1}\left(\frac{a}{p}\right)^{n} \frac{1}{n!} \sum_{n^{\prime}=0}^{\mu-1}\left(\frac{b}{p}\right)^{n^{\prime}} \frac{1}{n^{\prime}!}, \\
S_{\mu \nu}^{3} & =\sum_{n=0}^{\nu-1}\left(\frac{a}{p}\right)^{n} \frac{1}{n!} \sum_{\alpha=0}^{v+\mu-2-n}\left(\frac{b}{p}\right)^{\alpha} \frac{1}{\alpha!}, \\
S_{\mu \nu}^{4} & =\sum_{n^{\prime}=0}^{\mu-1}\left(\frac{b}{p}\right)^{n^{\prime}} \frac{1}{n^{\prime}!} \sum_{\beta=0}^{v+\mu-2-n^{\prime}}\left(\frac{a}{p}\right)^{\alpha^{\prime}} \frac{1}{\alpha^{\prime}!} .
\end{aligned}
$$

Without loss of generality we may assume $v-1 \geqslant \mu-1 \geqslant 0$.
The different domains $D_{i}$ of summation read (see Fig.
1). From inspection,

$$
\begin{aligned}
& D_{1}=A+B+C, D_{2}=A \quad D_{1}+D_{2}=2 A+B+C \\
& D_{3}=A+B, D_{4}=A+C \quad D_{3}+D_{4}=2 A+B+C
\end{aligned}
$$

Thus trivially $S_{\mu \nu}=0$ and

$$
\begin{aligned}
& L\left(F_{v}^{a} \times F_{\mu}^{b}\right) \\
& =p^{v+\mu-2} e^{(a+b) / p} \frac{\gamma(v+\mu-1,(a+b) / p)}{\Gamma(v+\mu-1)} \\
& \quad-\sum_{n=0}^{v-1} \frac{a^{n}}{n!} p^{v+\mu-2-n} e^{b / p} \frac{\gamma(v+\mu-1-n,(b / p))}{\Gamma(v+\mu-1-n)} \\
& \\
& \quad-\sum_{n^{\prime}=0}^{\mu=1} \frac{b^{n^{\prime}}}{n^{\prime}!} p^{v+\mu-2-n^{\prime}} e^{a / p} \frac{\gamma\left(v+\mu-1-n^{\prime},(a / p)\right)}{\Gamma\left(v+\mu-1-n^{\prime}\right)} .(4)
\end{aligned}
$$



FIG. 1. Description of the domain $D_{i}$ corresponding to the double summation $S_{\mu \nu}^{i}$. Domain $A$ corresponds to $0<\alpha_{i} \leqslant \mu-1,0<\beta_{i} \leqslant v-1$, and domain $B$ to $\mu-1<\alpha_{i} \leqslant \nu+\mu-2$.

By performing the Laplace inverse transform we get

$$
\begin{align*}
I & =\int_{0}^{t} x^{-\mu / 2} I_{\mu}(\alpha \sqrt{x})(t-x)^{-v / 2} I_{v}(\beta \sqrt{(t-x)}) d x \\
& =\left(\frac{2}{\alpha}\right)^{\mu}\left(\frac{2}{\beta}\right)^{\nu}\left\{\left[\frac{\alpha^{2}+\beta^{2}}{4 t}\right]^{(v+\mu-1) / 2}\right. \\
& \times I_{v+\mu-1}\left(\left(\alpha^{2}+\beta^{2}\right)^{1 / 2} \sqrt{t}\right) \\
& -\sum_{i=0}^{\mu-1}\left(\frac{\alpha^{2}}{4}\right)^{i} \frac{1}{i!}\left[\frac{\beta^{2}}{4 t}\right]^{(v+\mu-1-i) / 2} I_{\nu+\mu-1-i}(\beta \sqrt{t}) \\
& \left.-\sum_{j=0}^{\nu-1}\left(\frac{\beta^{2}}{4}\right)^{j} \frac{1}{j!}\left[\frac{\alpha^{2}}{4 t}\right]^{(v+\mu-1-j / 2} I_{\mu+v-1-j}(\alpha \sqrt{t})\right\} . \tag{5}
\end{align*}
$$
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Explicit expressions of the $n$th gradient tensor and partial derivatives of the function $1 / r$ are given, in the absolute and in the local bases associated, respectively, with the Cartesian and the spherical coordinates of space. They may be used in various multipolar developments of $r^{-1}$ interaction energies.

PACS numbers: $02.30 . \mathrm{Gp}$

## I. INTRODUCTION

The $n$th gradient of the function $1 / r$ is useful notably for the calculation of electric $1 / r$ interactions, when multipolar developments of the systems of charges are considered. The $n$th gradient tensor $\nabla^{n}(1 / r)$ occurs (in two places sometimes) within the $n$th term of the corresponding series development of the interaction energy. ${ }^{1-3}$ In many cases, the series converges slowly, which means that terms up to high values of $n$ must be taken into account.

Because of their relation to the spherical harmonics, several properties of the $n$th gradients have been studied, ${ }^{4-7}$ but explicit expressions of the $n$th gradient and derivatives of $r^{-1}$ are not easily deduced from them, nor from Hobson's theorem. ${ }^{8.9}$ A simple formula [see (15) further on] is known for the three diagonal terms of $\nabla^{n}(1 / r)$, and an explicit expression of any $n$th partial derivative of $1 / r$ may be obtained as a particular case of Maxwell's Theory of Poles. ${ }^{10,11}$ But in some physical calculations, a tensorial expression of the $n$th gradient as a whole is needed, which is not provided simply by known results. In addition, an extrapolation from the first computed gradients is difficult, because of a great number of permuted terms which appear.

Notations: throughout, the tensorial product is written without a multiplicative sign, and ${ }^{(q)}$ means a tensorial contraction of multiplicity $q$.

## II. TENSORIAL EXPRESSION OF $\nabla^{n}(1 / r)$ VERSUS VECTOR $r$

First it is proposed to establish the following explicit expression of the $n$th gradient tensor of $r^{-1}$ :

$$
\begin{equation*}
\nabla^{n} \frac{1}{r}=\frac{(-1)^{n}}{r^{2 n+1}} \mathscr{S}_{n}\left[P_{n}(\xi)\right] \tag{1}
\end{equation*}
$$

where, in the Legendre polynomial $P_{n}(\xi)$, the $(n-2 q)$ th power $\xi^{n-2 q}$ of $\xi\left(\xi^{0}\right.$ included) symbolically stands for the $3^{n}$-tensor $\xi^{n-2 q}=\left\{^{(q)} \mathbf{r}^{n}\right) \mathbf{I}_{2}^{q}$. Here $\mathbf{I}_{2}$ is the second-order identity tensor, and $\mathscr{S}_{n}: \mathbf{T} \mapsto \Sigma_{\sigma} \sigma \mathbf{T}$ the $n$ th-order symmetrization operator, ${ }^{12}$ sum of the $n$ ! permutations.

The way in which (1) has been obtained is indicated in a shortened form in the Appendix. We will now give a faster derivation suggested by one referee.

A Taylor's development of the function $f(\mathbf{r})=r^{-1}$ at point $\mathbf{r}$ may be written, using for instance the exponential mapping ${ }^{13}$

$$
\begin{equation*}
\left.\left.(\exp \zeta \cdot \nabla) \frac{1}{r}\right|_{\mathbf{r}} \equiv \sum_{n=0}^{\infty} \frac{1}{n!} \xi^{(n)} \cdot \nabla^{n} \frac{1}{r}\right|_{\mathbf{r}}=\left.\frac{1}{r}\right|_{r+\zeta}, \tag{2}
\end{equation*}
$$

that is, for any increase $-\zeta$ of $\mathbf{r}$,

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} \zeta^{(n)} \cdot \nabla^{n} \frac{1}{r}=\left(r^{2}-2 r \cdot \zeta+\zeta^{2}\right)^{-1 / 2} \tag{3}
\end{equation*}
$$

Let us denote the integer part of a number $x$ by $E(x)$, and by

$$
\begin{equation*}
a_{n, q}=2^{-n} \frac{(-1)^{q}(2 n-2 q)!}{(n-2 q)!q!(n-q)!}, \tag{4}
\end{equation*}
$$

the coefficients of the Legendre polynomial $P_{n}$. When transformed into the generating function

$$
\begin{equation*}
\left(1-2 x y+y^{2}\right)^{-1 / 2}=\sum_{n=0}^{\infty} P_{n}(x) y^{n} \quad(0<y<1) \tag{5}
\end{equation*}
$$

of the $P_{n}$ 's, the right-hand side of (3) becomes, for $\zeta<r$,

$$
\begin{align*}
& \frac{1}{r} \sum_{n=0}^{\infty} P_{n}\left(\frac{\mathbf{r} \cdot \zeta}{r \zeta}\right)\left(\frac{\zeta}{r}\right)^{n}  \tag{6}\\
& \quad=\frac{1}{r} \sum_{n=0}^{\infty} r^{-2 n} \sum_{q=0}^{E(n / 2)} a_{n, q}(\mathbf{r} \cdot \zeta)^{n-2 q} r^{2 q} \zeta^{2 q} \tag{7}
\end{align*}
$$

In (7),

$$
\begin{equation*}
(\mathbf{r} \cdot \zeta)^{n-2 q} r^{2 q} \zeta^{2 q}=\left(\cdot\left(\cdot \mathbf{r}^{n}\right) \mathbf{I}_{2}^{q} \cdot \zeta^{(n)}\right. \tag{8}
\end{equation*}
$$

Thus, Eq. (3) may be expressed

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} \nabla^{n} \frac{1}{r} \cdot{ }^{(n)} \cdot \zeta^{n}=\sum_{n=0}^{\infty} \frac{1}{r^{2 n+1}} P_{n}(\xi)^{(n)} \cdot \zeta^{n} \tag{9}
\end{equation*}
$$

with the same meaning of $\xi$ as in (1). When $\xi$ varies, $\zeta^{n}$ linearly generates the space of symmetric $3^{n}$-tensors; identification in (9) gives

$$
\begin{equation*}
\mathscr{S}_{n}\left(\frac{(-1)^{n}}{n!} \nabla^{n} \frac{1}{r}-\frac{1}{r^{2 n+1}} P_{n}(\xi)\right)=0 \tag{10}
\end{equation*}
$$

which leads to (1) since $\nabla^{n}(1 / r)$ is symmetric.

## III. CARTESIAN PARTIAL DERIVATIVES OF $1 / r$

It is easy to deduce from (1) the following expression of the Cartesian $n$th partial derivatives: for any $\alpha, \beta, \gamma$
$(\alpha+\beta+\gamma=n)$,

$$
\begin{align*}
\frac{\partial^{n}}{\partial x^{\alpha} \partial y^{\beta} \partial z^{\gamma}} \frac{1}{r}= & \frac{(-1)^{n}}{2^{n} r^{2 n+1}} \alpha!\beta!\gamma!\sum_{q=0}^{E(n / 2)}(-1)^{q} \frac{(2 n-2 q)!}{(n-q)!} r^{2 q} \\
& \times \sum_{\xi=0}^{E(\alpha / 2)} \sum_{\zeta=0}^{E(\beta / 2)} \sum_{\mu=0}^{E(\gamma / 2)} \frac{1}{\xi!\zeta!\mu!(\alpha-2 \xi)!(\beta-2 \zeta)!(\gamma-2 \mu)!} x^{\alpha-2 \xi y^{\beta-2 \xi} z^{\gamma-2 \mu}} \tag{11}
\end{align*}
$$

with $\xi+\zeta+\mu+0$.

Let $Y_{x_{1} \ldots x_{n}}$ be any coordinate of $\nabla^{n}(1 / r)$, where every $x_{1}, \ldots, x_{n}$ is either $x$ or $y$ or $z$. Its value drawn from (1),

$$
\begin{align*}
& Y_{x_{1} \cdots x_{n}} \\
&= \frac{(-1)^{n}}{2^{n} r^{2 n+1}} \sum_{q=0}^{E(n / 2)}(-1)^{q} \frac{(2 n-2 q)!}{(n-2 q)!q!(n-q)!} r^{2 q} \\
& \times \sum_{\text {perm } \sigma}\left(\delta_{x_{1} x_{2}} \cdots \delta_{x_{2 q-I} x_{2 q}} x_{2 q+1} \cdots x_{n}\right), \tag{12}
\end{align*}
$$

depends only on the numbers $\alpha, \beta, \gamma$ of times that $x, y, z$, respectively, occur among $x_{1}, \ldots, x_{n}$.

Here, $A=\delta_{x_{1} x_{2}} \ldots \delta_{x_{2 q-1} x_{2 q}} x_{2 q+1} \ldots x_{n}$ is different from zero for any permutation $\sigma$ of $x_{1} \cdots x_{n}$ such that $\sigma\left(x_{1}\right)=\sigma\left(x_{2}\right), \ldots, \sigma\left(x_{2 q-1}\right)=\sigma\left(x_{2 q}\right)$, and then $A$ takes the value $\sigma\left(x_{2 q+1}\right) \ldots \sigma\left(x_{n}\right)$. Let us count $2 \xi, 2 \xi, 2 \mu$ as the respective numbers of $x, y, z$ among $\sigma\left(x_{1}\right), \ldots, \sigma\left(x_{2 q}\right)$.

$$
\begin{align*}
& 0 \leqslant \xi \leqslant E(\alpha / 2), \quad 0 \leqslant \zeta \leqslant E(\beta / 2), \quad 0 \leqslant \mu \leqslant E(\gamma / 2), \\
& \xi+\zeta+\mu=q \tag{13}
\end{align*}
$$

Then $A$ is equal to $x^{\alpha-25} y^{\beta-25} z^{\gamma-2 \mu}$, and the number of permutations $\sigma$ which correspond to the same triplet $(\xi, \zeta, \mu)$ is

$$
\begin{align*}
B & =\binom{q}{\xi}\binom{q-\xi}{\xi}\binom{n-2 q}{\alpha-2 \xi}\binom{n-2 q-\alpha+2 \xi}{\beta-2 \xi} \alpha!\beta!\gamma! \\
& =\frac{q!(n-2 q)!\alpha!\beta!\gamma!}{\xi!\xi!\mu!(\alpha-2 \xi)!(\beta-2 \zeta)!(\gamma-2 \mu)!} \tag{14}
\end{align*}
$$

This justifies the conversion of (12) into (11).
It is also possible to verify that (11) is in full agreement with Maxwell's general expression for a surface harmonic with given poles [Ref. 10, Chap. IX, (43)].

The diagonal term ${ }^{2,10} \alpha=\beta=0, \gamma=n$,

$$
\begin{equation*}
\frac{\partial^{n}}{\partial z^{n}} \frac{1}{r}=(-1)^{n} n!r^{-n-1} P_{n}(\cos \theta) \tag{15}
\end{equation*}
$$

( $\theta$ is the angle of $r$ with the $z$ axis) is easily recovered from (1), since (1) implies

$$
\frac{\partial^{n}}{\partial z^{n}} \frac{1}{r}=\frac{(-1)^{n}}{r^{2 n+1}} n!P_{n}(\xi)
$$

where $\xi^{n-2 q}=r^{n}(\cos \theta)^{n-2 q}$.

## IV. TENSORIAL EXPRESSION OF $\nabla^{n}(1 / r)$ IN THE LOCAL BASIS ASSOCIATED WITH THE SPHERICAL COORDINATES

Let $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$ be the orthonormal local basis associated with the spherical coordinates $(r, \theta, \varphi)$. Let us show that the tensor $\nabla^{n}(1 / r)$ can be explicitly expressed as

$$
\begin{align*}
\nabla^{n} \frac{1}{r}= & \frac{(-1)^{n} n!}{r^{n+1}} \mathscr{S}_{n} \sum_{p=0}^{E(n / 2)} \frac{(-1)^{p}}{2^{2 p}(n-2 p)!p!^{2}} \\
& \times \mathbf{e}_{1}^{n-2 p}\left(\mathbf{e}_{2}^{2}+\mathbf{e}_{3}^{2}\right)^{p} \tag{16}
\end{align*}
$$

$\Gamma_{\text {where }} \mathscr{S}_{n}$ still represents the $n$ th-order symmetrization operator.

The gradient operator in spherical coordinates

$$
\boldsymbol{\nabla}=\mathbf{e}_{1} \frac{\partial}{\partial r}+\mathbf{e}_{2} \frac{1}{r} \frac{\partial}{\partial \theta}+\mathbf{e}_{3} \frac{1}{r \sin \theta} \frac{\partial}{\partial \varphi}
$$

may be applied to $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$ to give the tensors

$$
\begin{align*}
& \mathbf{\nabla} \mathbf{e}_{1}=(1 / r)\left(\mathbf{e}_{2}^{2}+\mathbf{e}_{3}^{2}\right)=\mathbf{v} / r  \tag{17a}\\
& \mathbf{\nabla} \mathbf{e}_{2}=(1 / r)\left(-\mathbf{e}_{2} \mathbf{e}_{1}+\mathbf{e}_{3}^{2} \cot \theta\right),  \tag{17b}\\
& \mathbf{\nabla} \mathbf{e}_{3}=-(1 / r)\left(\mathbf{e}_{3} \mathbf{e}_{1}+\mathbf{e}_{3} \mathbf{e}_{2} \cot \theta\right) \tag{17c}
\end{align*}
$$

On using (17), the gradient of $\mathbf{v}=\mathbf{e}_{2}^{2}+\mathbf{e}_{3}^{2}$ verifies

$$
\begin{equation*}
\mathscr{S}_{3} \nabla \mathbf{v}=-(2 / r) \mathscr{P}_{3}\left(\mathbf{e}_{1} \mathbf{v}\right) \tag{18}
\end{equation*}
$$

For the first values of $n, \nabla^{n}(1 / r)$ may be easily obtained as a function of $r$ and $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$, by repeated application of (17a) and (18). Consideration of the values obtained up to $n=4$ leads to the search of $\nabla^{n}(1 / r)$ in the form

$$
\begin{equation*}
\nabla^{n} \frac{1}{r}=r^{-n-1}(-1)^{n} \mathscr{S}_{n} \sum_{p=0}^{E(n / 2)}(-1)^{p} b_{n, p} \mathbf{e}_{1}^{n-2 p^{p}} \mathbf{v}^{p} \tag{19}
\end{equation*}
$$

where $b_{n, p}$ is a coefficient to be determined.
With the help of relations (17a) and (18), let us calculate $\nabla^{n+1}(1 / r)=\nabla \nabla^{n}(1 / r)$ as a function of the coefficients $b_{n, p} s$, which will lead to a recursive relation between the $b_{n+1, p} s$ and the $b_{n, p} s$.

Here, $\nabla\left(\mathrm{e}_{1}^{\left.n-2{ }^{p} \mathbf{v}^{p}\right)}\right.$ has the same symmetric transform through $\mathscr{S}_{n+1}$ as
$(1 / r)\left[(n-2 p) \mathbf{e}_{1}^{n-2 p-1} \mathbf{v}^{p+1}-2 p \mathbf{e}_{1}^{n-2 p+1} \mathbf{v}^{\rho}\right]$.
This and (19) give, after some rearrangements,

$$
\begin{align*}
\nabla^{n+1} \frac{1}{r}= & \frac{(-1)^{n+1}}{r^{n+2}} \mathscr{S}_{n+1}\left[\sum_{p=0}^{E(n / 2)}(-1)^{p}\left(1+\frac{2 p}{n+1}\right)\right. \\
& \left.\times b_{n, p} \mathbf{e}_{1}^{n+1-2 p_{\mathbf{v}}}\right)+\sum_{q=1}^{E(n / 2+1)}(-1)^{q} \\
& \left.\times \frac{n-2 q+2}{n+1} b_{n, q-1} \mathbf{e}_{1}^{n+1-2 q} \mathbf{v}^{q}\right] . \tag{20}
\end{align*}
$$

Comparison of (20) with (19) written to the order $n+1$, implies the recursive relation
$b_{n+1, p}= \begin{cases}b_{n, p} & \left(1+\frac{2 p}{n+1}\right)+b_{n, p-1} \frac{n-2 p+2}{n+1}, \\ b_{n, p}, & \text { for } p=1, \ldots, E(n / 2), \\ b_{n, p-1} & \frac{n-2 p+2}{n+1}, \\ & \text { for } p=E(n / 2+1) \neq E(n / 2) .\end{cases}$

The resolution of (21) is not obvious, but the solution

$$
\begin{equation*}
b_{n, p}=\frac{n!}{(n-2 p)!} \frac{1}{2^{2 p}} \frac{1}{p!^{2}} \tag{22}
\end{equation*}
$$

arises after some attempts. Its substitution into (19) gives (16).

In this derivation, the existence of (19) has been supposed, and the uniqueness of (22) is not shown. However, once (16) is found, the precedent reasoning can serve, almost without change, as an inductive demonstration.

Note that substitution of
$\mathbf{I}_{2}^{q}=\left(\mathbf{e}_{1}^{2}+\mathbf{e}_{2}^{2}+\mathbf{e}_{3}^{2}\right)^{q} \equiv \sum_{m=0}^{q}\left(\mathbf{e}_{2}^{2}+\mathbf{e}_{3}^{2}\right)^{m} \mathbf{e}_{1}^{2 q-2 m} \frac{q!}{m!(q-m)!}$
(last equality modulo a symmetrization by $\mathscr{S}_{2 q}$ ) in (1), leads to the expression

$$
\begin{align*}
\boldsymbol{\nabla}^{n} \frac{1}{r}= & \frac{(-1)^{n}}{r^{n+1} 2^{n}} \mathscr{S}_{n} \sum_{m=0}^{E(n / 2)} \frac{1}{m!} \mathbf{e}_{1}^{n-2 m}\left(\mathbf{e}_{2}^{2}+\mathbf{e}_{3}^{2}\right)^{m} \\
& \times \sum_{q=m}^{E(n / 2)} \frac{(-1)^{q}(2 n-2 q)!}{(n-2 q)!(n-q)!(q-m)!} \tag{23}
\end{align*}
$$

The equality

$$
\begin{equation*}
\sum_{q=m}^{E(n / 2)} \frac{(-1)^{q}(2 n-2 q)!}{(n-2 q)!(n-q)!(q-m)!}=\frac{(-1)^{m} n!2^{n-2 m}}{(n-2 m)!m!} \tag{24}
\end{equation*}
$$

results from (16) and (23), but no other very much simpler derivation of (24) seems to exist.

## V. nth PARTIAL DERIVATIVES ALONG THE LOCAL AXES

Let $x^{\prime}, y^{\prime}, z^{\prime}$ be the three coordinates of space in the local basis $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)$. The $n$th partial derivatives of $r^{-1}$ along the axes $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$ are the coordinates $Z_{x_{1}^{\prime} \ldots x_{n}^{\prime}}$ of the tensor $\nabla^{n}(1 / r)$ in the product basis $\left\{\mathbf{e}_{i_{1}} \cdots \mathbf{e}_{i_{n}}\right\}$, in which $\mathbf{e}_{i_{1}}, \ldots, \mathbf{e}_{i_{n}}$ run independently over the three vectors $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$. Since $\nabla^{\prime \prime}(1 / r)$ is a symmetric tensor, $Z_{x_{1}^{\prime} \cdots x_{n}^{\prime}}$ only depends on the numbers $\alpha, \beta, \gamma$ of times that $x^{\prime}, y^{\prime}, z^{\prime}$, respectively, occur among $x_{1}^{\prime}, \ldots, x_{n}^{\prime}: Z_{x_{1}^{\prime} \cdots x_{n}^{\prime}}=Z_{x^{\prime} \alpha_{y} y^{\prime} z_{z}^{\prime \gamma}}=Z_{\alpha \beta \gamma}$.

Let us prove that for any $\alpha, \beta, \gamma, \alpha+\beta+\gamma=n$,

$$
\frac{\partial^{n}}{\partial x^{\prime \alpha} \partial y^{\prime \beta} \partial z^{\prime \gamma}} \frac{1}{r}
$$

$$
=\left\{\begin{array}{l}
0, \quad \text { if } \beta \text { or } \gamma \text { is odd }  \tag{25}\\
\frac{n!}{r^{n+1}} \frac{(-1)^{(3 n-\alpha) / 2} \beta!\gamma!}{2^{n-a}(\beta / 2)!(\gamma / 2)![(\beta+\gamma) / 2]!} \\
\quad \text { if } \beta \text { and } \gamma \text { are even }
\end{array}\right.
$$

Being symmetric, $\nabla^{n}(1 / r)$ is equal to

$$
\begin{equation*}
\nabla^{n} \frac{1}{r}=\sum_{\substack{\alpha, \beta, \gamma \\ \alpha+\beta+\gamma=n}} \frac{Z_{\alpha \beta \gamma}}{\alpha!\beta!\gamma!} \mathscr{S}_{n}\left(\mathbf{e}_{1}^{\alpha} \mathbf{e}_{2}^{\beta} \mathbf{e}_{3}^{\gamma}\right) \tag{26}
\end{equation*}
$$

The comparison of (26) with the development of (16),

$$
\begin{align*}
\nabla^{n} \frac{1}{r}= & \frac{(-1)^{n} n!}{r^{n+1}} \sum_{p=0}^{E(n / 2)} \frac{(-1)^{p}}{2^{2 p}(n-2 p)!p!} \\
& \times \sum_{t=0}^{p} \frac{1}{t!(p-t)!} \mathscr{S}_{n}\left(\mathbf{e}_{1}^{n-2 P} \mathbf{e}_{2}^{2 t} \mathbf{e}_{3}^{2 p-2 t}\right) \tag{27}
\end{align*}
$$

shows that $Z_{\alpha \beta \gamma} / \alpha!\beta!\gamma!$ is the coefficient appearing in (27) corresponding to the values $p=(n-\alpha) / 2$ and $t=\beta / 2$. This gives the value (25) of $Z_{\alpha \beta \gamma}$. As expected, (25) is symmetric with respect to $\beta$ and $\gamma$, not $\alpha$.

## VI. CONCLUSION

The explicit expressions (1), (11), (16), and (25) may be used for the $n$th gradient and partial derivatives of the function $r^{-1}$, in the absolute and the local bases associated, respectively, with the Cartesian and the spherical coordinates of space. The linear decomposition of $\nabla^{n}(1 / r)$ on fixed bases of $2 n+1$ tensors [that generate an irreducible linear representation of the $\mathrm{SO}(3)$ group $\left.{ }^{14-16}\right]$ has not been considered here, but will be elsewhere.

These calculations have been performed for dealing with electric interactions at the molecular scale [as an example, (1) may be used to express Buckingham's multipolar moments ${ }^{1}$ as functions of the ordinary Cartesian moments]. However, it is possible that they could be applied also in other parts of physics concerned with $r^{-1}$ interactions.

## APPENDIX: ORIGINAL DERIVATION OF EXPRESSION

 (1)Internal contraction of $\nabla^{n}(1 / r)$ leads to a null tensor:

$$
\begin{equation*}
. \nabla^{n}(1 / r)=0 \tag{A1}
\end{equation*}
$$

Apart from this, examination of the first orders $n$ show that $(-1)^{n}\left[2^{n} n!/(2 n)!\right] r^{2 n+1} \nabla^{n}(1 / r)$ and $\mathbf{r}^{n}$ are equivalent in the following sense: for any harmonic function $\Phi$,

$$
\begin{equation*}
(-1)^{n} \frac{2^{n} n!}{(2 n)!} r^{2 n+1} \nabla^{n} \frac{1}{r} \cdot{ }^{(n)} \nabla^{n} \Phi=\mathbf{r}^{(n)} \cdot \nabla^{n} \Phi . \tag{A2}
\end{equation*}
$$

Expression (1) may be derived by constructing a tensor A which could be substituted to $\nabla^{n}(1 / r)$ both in (A1) and (A2).

It is not hard to see first that the contracted product $\mathbf{r}^{n(n)} \nabla^{n} \Phi$ is unchanged when adding to $\mathbf{r}^{n}$ any linear combination of terms of the type $\mathscr{S}_{n}\left(\mathbf{B}^{(n-2)} \mathbf{I}_{2}\right)$, where $\mathbf{B}^{(n-2)}$ is any tensor of order $n-2$. So it is considered to subtract from $\mathbf{r}^{n}$ a series $\mathbf{S}$ of the type

$$
\mathbf{S}=\sum_{q} c_{n, \boldsymbol{q}} \mathscr{S}_{n}\left[\mathbf { I } _ { 2 } ^ { q } \left(\cdot\left(\underline{q)}\left(\mathbf{r}^{n}\right)\right]\right.\right.
$$

A recursive construction of the $c_{n, q} s$, to satisfy to $\cdot \mathbf{S}=\mathbf{0}$, leads to (1). For a rigorous proof of (1), induction may then be used.
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#### Abstract

A new hierarchy of local nonlinear evolution equations is generated by a recursion operator and its explicit inverse. It is shown that this hierarchy satisfies a canonical geometrical scheme and that it contains as special cases the sine-Gordon and Liouville equations in laboratory coordinates. A generalization of the well-known Bäcklund transformation and nonlinear superposition formula for the sine-Gordon equation is also obtained.


PACS numbers: 02.30.Jr, 03.40.Kf

## I. INTRODUCTION

The inverse spectral transform (IST) has been successfully used to solve many interesting nonlinear evolution equations (NEE's for short). ${ }^{1}$ These NEE's usually appear as members of an infinite hierarchy of partial differential equations generated by an integrodifferential operator, the socalled recursion operator, that is associated with an eigenvalue problem. Among all these IST-solvable NEE's there is one famous equation that does not belong to a hierarchy: the sine-Gordon equation ( SG ) in laboratory coordinates (also called the "physical sine-Gordon equation")
$\omega_{t t}-\omega_{x x}+\sin \omega=0, \quad \omega=\omega(x, t), \quad x \in \mathbb{R}, \quad t \in \mathbb{R}$
(subscripts $x$ and $t$ mean partial derivative) that arises in many physical systems. ${ }^{2}$ According to the AKNS method this equation has been obtained ${ }^{3}$ as the integrability condition written in terms of the one-form $\Omega$

$$
\begin{equation*}
d \Omega-\Omega \wedge \Omega=0 \tag{1.2}
\end{equation*}
$$

or as a Lax-pair representation written in terms of the spectral operators $U$ and $V$

$$
\begin{equation*}
U_{t}-V_{x}+[U, V]=0, \tag{1.3}
\end{equation*}
$$

for the isospectral eigenvalue $(\lambda)$ problem

$$
\begin{align*}
d \Psi & =\Omega \Psi, \quad \Omega=U(\omega ; \lambda) d x+V(\omega ; \lambda) d t,  \tag{1.4a}\\
U(\omega ; \lambda) & =-\frac{i}{4} \sigma_{3}\left(\omega_{x}+\omega_{l}\right)+i \sigma_{2}\left(\lambda-\frac{1}{16 \lambda} \exp \left[i \sigma_{3} \omega\right]\right),  \tag{1.4b}\\
V(\omega ; \lambda) & =-\frac{i}{4} \sigma_{3}\left(\omega_{x}+\omega_{t}\right)+i \sigma_{2}\left(\lambda+\frac{1}{16 \lambda} \exp \left[i \sigma_{3} \omega\right]\right), \tag{1.4c}
\end{align*}
$$

where the $\sigma_{j}$ 's are the Pauli matrices.
Usually an infinite hierarchy of IST-solvable NEE's related to a single operator $U$ is obtained by choosing infinitely many different $V$ satisfying the Lax-pair representation (1.3). However, it seems that the above given structure of $U(\omega ; \lambda)$ is

[^9]compatible only with the particular choice (1.4c) of $V$ [no higher powers of $\lambda$ and $\lambda^{-1}$ are allowed for $V$ in (1.3), see $S e c$. V].

In order to overcome this difficulty, we use the fact that a NEE in one field can be written as a system of two coupled NEE's in two fields and we search for a convenient spectral problem involving two independent potentials (fields).

Then we are able to exhibit the sine-Gordon equation as a member of a NEE hierarchy, to find the recursion operator for the hierarchy and moreover to provide the geometrical (Hamiltonian) structure for this new hierarchy. We also derive the Bäcklund transformation and the nonlinear superposition formula (double Bäcklund transformation) for the equations in the hierarchy. Both of them are a nontrivial generalization of the corresponding ones found by Bäcklund and by Bianchi for the sine-Gordon equation.

We use as a starting point the spectral problem recently introduced ${ }^{4}$ :

$$
\begin{equation*}
\Psi_{x}=U \Psi, \quad U=-i \lambda \sigma_{3}+u \sigma_{1}+(i / \lambda)\left(s \sigma_{3}+i v \sigma_{2}\right) \tag{1.5}
\end{equation*}
$$

together with the so-called auxiliary spectral problem

$$
\begin{equation*}
\Psi_{t}=V \Psi, \quad V=\sum_{j=0}^{n} V_{j} \lambda^{n-j}+\sum_{j=0}^{p} W_{j} \lambda^{j-p-1} \tag{1.6}
\end{equation*}
$$

The main point is the fact that the three potentials $u(x, t)$, $v(x, t)$, and $s(x, t)$ will be shown to obey the following oneparameter family of compatible reductions ${ }^{5}$ :

$$
\begin{equation*}
s^{2}-v^{2}=s_{0}^{2}, \quad s_{0, x}=s_{0, t}=0 \tag{1.7}
\end{equation*}
$$

Two main hierarchies of (reduced) NEE's then follow from (1.3) in which $U$ and $V$ are now given by (1.5) and (1.6): one for $s_{0} \neq 0$ which includes the sine-Gordon equation and some generalizations, the other for $s_{0}=0$ which includes the Liouville equation (and generalizations) and has already been investigated, in the case $W_{j}=0$ in (1.6), in a slightly different way. ${ }^{6}$

We do not deal here with the sine-Gordon equation in the light-cone coordinates ( $\omega_{x t}=\sin \omega$ ) which is related to the Zakharov-Shabat spectral problem generalized by Ablowitz et al. ${ }^{7}$ for which the recursion operator and geometrical structure have been found. ${ }^{8}$ In that case the hierarchy of NEE's is integrodifferential (for a spectral operator $V$
with negative powers of $\lambda$ ) and there arise local and nonlocal conservation laws. Whereas for the "physical" case (1.1) an infinite sequence of local conservation laws exists, ${ }^{9,10}$ and we exhibit here the hierarchy of NEE's which are shown to be purely differential.

We will make our study in the frame of the geometrical scheme developed by many authors, ${ }^{11-17}$ and use the notations of Ref. 17. In this scheme it will be shown that the hierarchy corresponding to (1.5) and (1.6) is generated by an operator $L^{+}$and its (explicit) inverse ( $\left.L^{+}\right)^{-1}$ which are both (i) coupled to a cosymplectic operator $J$, (ii) Nijenhuis operators (or hereditary symmetries), and (iii) recursion operators (or strong symmetries). We then use the machinery detailed in Ref. 17 to establish the eigenvalue problems for $L$, to derive the Hamiltonian character of the NEE's of the hierarchy and to find the recursion relations that allow us to compute the explicit forms of the infinitely many conserved quantities (which are in involution).

We recall hereafter some of the definitions and notations used in this paper: $q(x, t)$ denotes a vector valued field function with $C^{\infty}$ components $q_{j}(x, t)$ decaying "rapidly enough"'(to zero or to a constant) as $|x| \rightarrow \infty$ (see Ref. 18). As a function of the $x$ coordinate only, $q$ can be considered as a point in a linear normed space $M$. With each point we associate a tangent space $T_{q}$ of smooth vector fields $\alpha(x, t)$ (controvariant fields) with the same asymptotic behavior as $q$. The cotangent space $T_{q}^{*}$ of covariant fields $\beta(x, t)$ is defined through the symmetric bilinear form:

$$
\begin{equation*}
\langle\beta, \alpha\rangle=\sum_{j} \int_{-\infty}^{+\infty} d x \beta_{j}(x, t) \alpha_{j}(x, t) . \tag{1.8}
\end{equation*}
$$

The directional derivative (or Gâteaux derivative) of a functional $G\left(q, q_{x}, q_{x x}, \ldots\right)$ is given by

$$
\begin{equation*}
G^{\prime}(q)[\alpha]=\left.\frac{d}{d \epsilon} G(q+\epsilon \alpha)\right|_{\epsilon=0} \tag{1.9}
\end{equation*}
$$

An operator $\gamma: M \rightarrow T_{q}^{*}$ is called a potential operator iff

$$
\begin{equation*}
\exists F: M \rightarrow C / F^{\prime}(q)[\alpha]=\langle\gamma, \alpha\rangle, \tag{1.10}
\end{equation*}
$$

or, equivalently, iff

$$
\begin{equation*}
\exists F: M \rightarrow C / \gamma=(\delta / \delta q) F(q) \tag{1.11}
\end{equation*}
$$

where the variational derivative $\delta / \delta q$ is defined as follows:

$$
\begin{equation*}
\frac{\delta}{\delta q} \int_{-\infty}^{+\infty} d x f(q)=\sum_{j>0}\left(-D j^{j} \partial_{j} f\right. \tag{1.12}
\end{equation*}
$$

with

$$
\begin{equation*}
D \equiv \frac{d}{d x}, \quad \partial_{j} \equiv \frac{\partial}{\partial\left(D^{j} q\right)} \tag{1.13}
\end{equation*}
$$

As the inverse of the $D$ operator we choose the integral operator $I$ :

$$
\begin{equation*}
I(\cdot)=\frac{1}{2}\left(\int_{-\infty}^{x}-\int_{x}^{\infty}\right) d x(\cdot) \tag{1.14}
\end{equation*}
$$

that satisfies

$$
\begin{equation*}
I^{+}=-I \tag{1.15}
\end{equation*}
$$

[The notation $A^{+}$means adjoint of operator $A$ according to the bilinear form (1.8).]

## II. HIERARCHY OF NONLINEAR EVOLUTION EQUATIONS

To derive the explicit form of the recursion operators $L$ and $L^{-1}$ we solve the equation (1.3) in which $U$ and $V$ are given in (1.5) and (1.6). Since $U$ is traceless, we consider a traceless auxiliary spectral operator $V$ and make the following two alternative choices for $V$ :

$$
\begin{align*}
W_{j}(x, t) & =a_{j}(x, t) \sigma_{3}+\frac{1}{2} b_{j}(x, t) \sigma_{1}-\frac{1}{2} c_{j}(x, t) \sigma_{2} \\
V_{j}(x, t) & \equiv 0  \tag{2.1a}\\
V_{j}(x, t) & =d_{j}(x, t) \sigma_{3}+\frac{1}{2} e_{j}(x, t) \sigma_{1}-\frac{1}{2} f_{j}(x, t) \sigma_{2} \\
W_{j}(x, t) & \equiv 0 . \tag{2.1b}
\end{align*}
$$

By equating to zero the coefficients of given powers of $\lambda$ in (1.3) for the first choice (2.1a) we get the following set of recursion relations:

$$
\left.\begin{array}{l}
b_{0}=0 \\
s c_{0}=-2 i v a_{0} \\
s b_{1}=\frac{1}{2} c_{0, x}-2 i u a_{0} \\
v b_{1}=-i a_{0, x}+u c_{0} \\
v b_{j+1}=-i a_{j, x}+u c_{j}  \tag{2.6}\\
s b_{j+1}=b_{j-1}+\frac{1}{2} c_{j, x}-2 i u a_{j}, \\
s c_{j}=c_{j-2}-\frac{1}{2} b_{j-1, x}-2 i v a_{j},
\end{array}\right\} \quad j=1, \ldots, p,
$$

where we have introduced for convenience $b_{p+1}$. In the same way we get for the second choice (2.1b) the set of recursion relations for $V_{j}$ :

$$
\begin{array}{ll}
e_{0}=0, \quad e_{1}=2 i u d_{0}, & \\
d_{0, x}=0, & j=1,2, \ldots, n, \\
f_{0}=f_{1}=0, & j=1,2, \ldots, n-1, \\
d_{j, x}=-i u f_{j}+i v e_{j-1}, & j=1,2, \ldots, n, \\
e_{j+1}=s e_{j-1}-\frac{1}{2} f_{j, x}+2 i u d_{j}, & \\
f_{j+1}=s f_{j-1}+\frac{1}{2} e_{j, x}+2 i v d_{j-1}, & j=1 \tag{2.10}
\end{array}
$$

where again we have introduced $f_{n+1}$. Now, by inspection of the coefficients of $\lambda^{0}$ and $\lambda^{-1}$ one obtains the corresponding two evolutions:

$$
\begin{array}{ll}
u_{t}=f_{n+1}, & u_{t}=-c_{p} \\
v_{t}=-s e_{n}, & v_{t}=s b_{p+1} \\
s_{t}=-v e_{n}, & s_{t}=v b_{p+1} \tag{2.11c}
\end{array}
$$

Note that both evolutions imply

$$
\begin{equation*}
s_{0} s_{0, t}=s s_{t}-v v_{t}=0 \tag{2.11d}
\end{equation*}
$$

The method consists now in solving explicitly the recursion relations $(2.2) \div 6$ and $(2.7) \div 10$ for $u$, $v$, and $s$ satisfying the constraint

$$
\begin{equation*}
s_{0} s_{0, x}=s s_{x}-v v_{x}=0 \tag{2.12}
\end{equation*}
$$

and the following asymptotic behaviors ${ }^{18}$ :

$$
\begin{array}{ll}
u \rightarrow 0, & v \rightarrow 0, \quad \text { as }|x| \rightarrow \infty \\
s \rightarrow s_{0}, & \text { as }|x| \rightarrow \infty \tag{2.14}
\end{array}
$$

which are compatible with the reduction (2.12). Moreover
we choose the particular solutions of (2.3) and (2.8) as

$$
\begin{align*}
& a_{0}=-i s \quad\left(\text { implies } c_{0}=-2 v\right),  \tag{2.15}\\
& d_{0}=-i \tag{2.16}
\end{align*}
$$

which are still compatible with (2.12).
By inserting now (2.15) and (2.16), respectively, into (2.6) and (2.10) we may consistently set

$$
\begin{align*}
& b_{2 k}=d_{2 k+1}=0, \quad e_{2 k}=0 \\
& a_{2 k+1}=c_{2 k+1}=0, \quad f_{2 k+1}=0 \tag{2.17}
\end{align*}
$$

We postpone the study of the case $s_{0}=0$ to Sec. VII and first look at the case $s_{0} \neq 0$ which allows us to deal with the sineGordon equation in laboratory coordinates.

The relations (2.2)-(2.5) and (2.7)-(2.9) together with the solutions (2.12) and (2.13) can be written

$$
\begin{align*}
& \binom{f_{2}}{-s e_{1}}=\binom{u_{x}+2 v}{-2 u s},  \tag{2.18}\\
& \binom{-c_{0}}{s b_{1}}=\binom{2 v}{-v_{x}-2 u s} . \tag{2.19}
\end{align*}
$$

Moreover, the recursion relations ( 2.10 ) with a convenient choice of the constants of integration can be cast into

$$
\begin{align*}
& \binom{f_{j+1}}{-s e_{j}}=L^{+}\binom{f_{j-1}}{-s e_{j-2}}, \quad j=3,5, \ldots, n .  \tag{2.20}\\
& d_{j}=-i I\left(u f_{j}-v e_{j-1}\right), \quad j=2,4, \ldots, n-1, \tag{2.21}
\end{align*}
$$

with

$$
L^{+}=\left(\begin{array}{ll}
-\frac{1}{4} D^{2}+\left(u_{x}+2 v\right) I u+u^{2}+s & -\frac{1}{2} D+\frac{u v}{s}+\left(u_{x}+2 v\right) I \frac{v}{s}  \tag{2.22}\\
\frac{1}{2} s D-2 s u I u & s-2 s u I(v / s)
\end{array}\right),
$$

and $n=2 m+1$. For $n$ even, one would have chosen $d_{0}=0$ and $d_{1} \neq 0$.
In the same way, and using (1.7) for $s_{0} \neq 0$, the system (2.6) can be written

$$
\begin{align*}
& \binom{-c_{j}}{s b_{j+1}}=M^{+}\binom{-c_{j-2}}{s b_{j-1}}, \quad j=2,4, \ldots, p  \tag{2.23}\\
& a_{j}=i \frac{s}{s_{0}^{2}} I\left(\left(v-w_{x}\right) b_{j-1}-\frac{1}{2} w c_{j-2}\right), \quad j=2,4, \ldots, p \tag{2.24}
\end{align*}
$$

with

$$
M^{+}=\frac{1}{s_{0}^{2}}\left(\begin{array}{ll}
s-v I w & \frac{1}{2} s D \frac{1}{s}-2 v I\left(\frac{v}{s}+\frac{1}{4} w D \frac{1}{s}\right)  \tag{2.25}\\
\frac{1}{2} s(-D+w I w) & s-\frac{1}{4} s D^{2} \frac{1}{s}+s w I\left(\frac{v}{s}+\frac{1}{4} w D \frac{1}{s}\right)
\end{array}\right)
$$

where

$$
\begin{equation*}
w=\left(v_{x} / s\right)+2 u \tag{2.26}
\end{equation*}
$$

and $p=2 k$. Before going further one should notice that (2.6) can also be written

$$
\begin{equation*}
L+\binom{-c_{j}}{s b_{j+1}}=\binom{-c_{j-2}}{s b_{j-1}} \tag{2.27}
\end{equation*}
$$

which naturally comes from the fact that recursion relations (2.6) are obtained for negative powers of $\lambda$ whereas (2.10) are obtained for positive powers of $\lambda$. Equations (2.23) and (2.27) suggest the relevant fact that $L^{+}$can be explicitly inverted and indeed one can check directly that

$$
\begin{equation*}
L^{+} M^{+}=M^{+} L^{+}=\mathbb{1} \tag{2.28}
\end{equation*}
$$

Therefore we shall write indifferently $M^{+}$or $\left(L^{+}\right)^{-1}$. Using now (2.25) and defining

$$
J=\left(\begin{array}{cc}
D & 2 s  \tag{2.29}\\
-2 s & 0
\end{array}\right)
$$

the relations (2.18) and (2.19) become

$$
\begin{align*}
& \binom{f_{2}}{-s e_{1}}=J\binom{u}{v / s}  \tag{2.30}\\
& \binom{-c_{0}}{s b_{1}}=s_{0} J L^{-1}\binom{u}{v / s}, \tag{2.31}
\end{align*}
$$

where $L^{-1}$ is the adjoint of $\left(L^{+}\right)^{-1}$ with respect to the bilinear form defined by (1.8). Finally the evolution equations (1.11) for $n=2 m+1$ and $p=2 k$ are

$$
\begin{align*}
\binom{u_{t}}{v_{t}} & =J L^{m}\binom{u}{v / s}, \quad\binom{u_{t}}{v_{t}}=s_{0} J L^{-(k+1)}\binom{u}{v / s}, \\
s_{0} & \neq 0 \tag{2.32}
\end{align*}
$$

The general IST-solvable NEE related to the spectral operator $U$ is obtained by taking a linear combination of these equations with arbitrary time-dependent coefficients.

## III. CANONICAL STRUCTURE

The tools described and developed in Ref. 17 can now be applied for the set of NEE's (2.32) to derive the properties of $L$ and $L^{-1}$ and to exhibit the canonical structure of these equations.

The operator $J$ defined by (2.29) is skew symmetric with respect to the bilinear form (1.8)

$$
\begin{equation*}
J^{+}=-J \tag{3.1}
\end{equation*}
$$

and the bracket ( $\alpha$ being a contravariant field of $T_{q}$ and $\beta$ and $\gamma$ covariant fields of $T_{q}^{*}$ )

$$
\begin{equation*}
\{\alpha, \beta, \gamma\}=\left\langle\alpha, J^{\prime}[J \beta] \gamma\right\rangle \tag{3.2}
\end{equation*}
$$

satisfies the Jacobi identity

$$
\begin{equation*}
\{\alpha, \beta, \gamma\}+\{\beta, \gamma, \alpha\}+\{\gamma, \alpha, \beta\}=0 . \tag{3.3}
\end{equation*}
$$

Then $J$ is called a cosymplectic operator and can be used to define a Poisson bracket for any two functionals $F$ and $G$ : $M \rightarrow C$ via

$$
\begin{equation*}
\{F, G\}=\left\langle\frac{\delta F}{\delta q}, J \frac{\delta G}{\delta q}\right\rangle \tag{3.4}
\end{equation*}
$$

which is skew symmetric and satisfies the Jacobi identity.
Now $J$ and $L$ satisfy the first coupling condition

$$
\begin{equation*}
J L=L^{+} J \tag{3.5}
\end{equation*}
$$

and consequently also $J$ and $L^{-1}$.
Moreover we can prove (directly or by using results of Ref. 4) that $L^{+}$is a Nijenhuis operator (or hereditary symmetry), that is,

$$
\begin{equation*}
L^{+\prime}\left[L^{+} \alpha\right] \beta-L^{+} L^{+\prime}[\alpha] \beta \tag{3.6}
\end{equation*}
$$

is symmetric with respect to any $\alpha, \beta \in T_{q}$. Now, starting from (3.6) and using the identity

$$
\begin{equation*}
L^{+\prime}[\alpha]=-L^{+}\left(M^{+\prime}[\alpha]\right) L^{+}, \tag{3.7}
\end{equation*}
$$

which immediately follows from (2.28) [for simplicity of notations we use again $M^{+}$instead of $\left.\left(L^{+}\right)^{-1}\right]$ one obtains from (3.6) that

$$
\begin{equation*}
L^{+2}\left(M^{+} M^{+\prime}[\delta] \gamma-M^{+\prime}\left[M^{+} \delta\right] \gamma\right), \tag{3.8a}
\end{equation*}
$$

with

$$
\begin{equation*}
\delta=L^{+} \alpha, \quad \gamma=L^{+} \beta \tag{3.8~b}
\end{equation*}
$$

is symmetric in $\delta, \gamma$, that is, $M^{+}\left[\operatorname{or}\left(L^{+}\right)^{-1}\right]$ is a Nijenhuis operator.

Applying now the results of Ref. 4 to the reduced operator $L^{+}$, it is easy to prove that $L^{+}$and $J$ also satisfy the second coupling condition:

$$
\begin{gather*}
\left\langle\alpha, L^{+\prime}[\gamma] J \beta\right\rangle-\left\langle\alpha, L^{+\prime}[J \beta] \gamma\right\rangle+\left\langle\beta, L^{+\prime}[J \alpha] \gamma\right\rangle \\
+\left\langle\beta, L^{+} J^{\prime}[\gamma] \alpha\right\rangle-\left\langle\beta, J^{\prime}\left[L^{+} \gamma\right] \alpha\right\rangle=0 . \tag{3.9}
\end{gather*}
$$

The above property together with identity (3.7) and the fact that $\left(L^{+}\right)^{-1}$ is a Nijenhuis operator also give that $\left(L^{+}\right)^{-1}$ and $J$ satisfy the second coupling condition and consequently $L^{+}$ and $\left(L^{+}\right)^{-1}$ are strong symmetries ${ }^{11,17}$ for all the equations of the hierarchies (2.32) and they generate infinitely many commuting symmetries.

Therefore, according to the general theorem by Magri, ${ }^{11}$ since

$$
f(q)=\binom{u}{v / s}, \quad L^{+} f(q), \quad\left(L^{+}\right)^{-1} f(q)
$$

are potentials operators [see (1.10)] the NEE's in (2.32) are Hamiltonian systems with commuting flows. They can be written as follows:

$$
\begin{equation*}
q_{t}=J \frac{\delta H_{m}^{(+)}}{\delta q}, \quad q_{t}=J \frac{\delta H_{k}^{(-)}}{\delta q} \tag{3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
q=\binom{u}{v}, \quad \frac{\delta}{\delta q}=\binom{\frac{\delta}{\delta u}}{\frac{\delta}{\delta v}+\frac{v}{s} \frac{\delta}{\delta s}} \tag{3.11}
\end{equation*}
$$

$J$ is given in (2.29) and $H_{m, k}^{( \pm)}$are convenient functionals to be determined.

However, by using the general method proposed in Ref. 17, it is possible to derive the Hamiltonian structure of the considered NEE's without using the hereditary symmetry property of $L^{+}$and $\left(L^{+}\right)^{-1}$, and to relate explicitly the Hamiltonians in (3.9) to the infinitely many conserved quantities for the hierarchy.

In the next section we shall show that a convenient conserved quantity $H(q ; \lambda)$ can be asymptotically expanded at the same time in powers of $\lambda^{-1}$ and $\lambda$ :

$$
\begin{equation*}
H(q ; \lambda)=\sum_{n=0}^{\infty} \lambda{ }^{\mp n} H_{n}^{( \pm)}(q), \quad \lambda \mp^{\mp 1} \rightarrow 0 . \tag{3.12}
\end{equation*}
$$

Also, that its gradient $\delta H / \delta q$ satisfies the eigenvalue spectral equation for the operator $L$ :

$$
\begin{equation*}
L \frac{\delta H}{\delta q}=\lambda^{2} \frac{\delta H}{\delta q}-i \lambda\binom{u}{v / s} \tag{3.13}
\end{equation*}
$$

By inserting successively the two asymptotic expansions (3.12) into (3.13) and by equating to zero the coefficients of successive powers of $\lambda^{-1}$ and $\lambda$ we get the following recursion relations:

$$
\begin{align*}
& \frac{\delta H_{0}^{( \pm)}}{\delta q}=0, \quad \frac{\delta H_{1}^{( \pm)}}{\delta q}= \pm i L^{(-i \pm 1) / 2}\binom{u}{v / s}  \tag{3.14}\\
& \frac{\delta H_{n+2}^{( \pm)}}{\delta q}=L^{ \pm 1} \frac{\delta H_{n}^{( \pm)}}{\delta q} \tag{3.15}
\end{align*}
$$

These can be explicitly solved furnishing

$$
\begin{equation*}
\frac{\delta H_{2 n}^{( \pm)}}{\delta q}=0, \quad \frac{\delta H_{2 m_{ \pm 1}}^{( \pm)}}{\delta q}= \pm i L^{ \pm m}\binom{u}{v / s} . \tag{3.16}
\end{equation*}
$$

The above equations prove the Hamiltonian character of the considered NEE's and relate the Hamiltonians to the conserved quantities generated by $H(q ; \lambda)$.

The general IST-solvable NEE related to the spectral operator $U$, in the reduced case $s_{0, t}=s_{0, x}=0$, can be written as follows:

$$
\begin{align*}
\binom{u_{t}}{v_{t}}= & \sum_{j=0}^{m} \mu_{j}^{(+)} J L^{j}\binom{u}{v / s}+\sum_{j=0}^{k} \mu_{j}^{(-\ J} \\
& \times L^{-v+1)}\binom{u}{v / s}=-i \sum_{j=0}^{m} \mu_{j}^{(+)} J \frac{\delta H_{2 j+1}^{(+)}}{\delta q} \\
& +{ }_{i} \sum_{j=0}^{k} \mu_{j}^{(-1 J} \frac{\delta H_{2 j+1}^{(-)}}{\delta q} \tag{3.17}
\end{align*}
$$

where the coefficients $\mu_{j}^{( \pm)}$are arbitrary functions of $t$.
In the next section we shall show that the conserved densities related to the $H_{n}^{( \pm)}$are local and, therefore, it follows that the NEE'S in (3.17) are purely differential. Notice that, for the Zakharov-Shabat case ${ }^{7}$ within the reduction $r=-q$ (which leads to the sine-Gordon equation in lightcone coordinates), an explicit inverse of the recursion operator has been obtained ${ }^{8}$ but the hierarchy of NEE's is a set of integrodifferential equations (except for the first one). The same remark can be made about the Kaup-Newell spectral problem for which an explicit inverse still exists but the NEE's are also integrodifferential. ${ }^{19,20}$ Thus it seems that the case considered here is the first showing this nice property.

## IV. CONSERVED DENSITIES

Applying the general procedure ${ }^{16}$ in the way used in Ref. 17 we transform the spectral problem (1.5) into a Riccati equation for the projective variable

$$
\begin{equation*}
\mathscr{P}(x, t)=\psi_{2}(x, t) / \psi_{1}(x, t), \tag{4.1}
\end{equation*}
$$

where $\left(\psi_{1}, \psi_{2}\right)^{T}$ is a solution of (1.5). The equation for $\mathscr{P}$ then reads

$$
\begin{align*}
\mathscr{P}_{x}= & {[u-(i / \lambda) v]+2[i \lambda-(i / \lambda) s] \mathscr{\mathscr { P }} } \\
& -[u+(i / \lambda) v] \mathscr{P}^{2} . \tag{4.2}
\end{align*}
$$

Given a solution $\mathscr{Z}$ of (4.2), the quantity

$$
\begin{equation*}
\mathscr{H}=-i \lambda+(i / \lambda) s+[u+(i / \lambda) v] \mathscr{P} \tag{4.3}
\end{equation*}
$$

is a conserved density and, consequently,

$$
\begin{equation*}
H=\int_{-\infty}^{+\infty} d x \mathscr{H}(x, t) \tag{4.4}
\end{equation*}
$$

is a constant of the motion for all NEE's obtained by solving the Lax-pair representation (1.3) for any choice of the spectral operator $V$ including the nonreduced case.

To derive explicit $\lambda$-independent conserved densities we look for asymptotic expansions as $\lambda \rightarrow \infty$ and $\lambda \rightarrow 0$ for the solution $\mathscr{P}^{( \pm)}$of (4.2):

$$
\begin{equation*}
\mathscr{P}^{(+1}=\sum_{n=0}^{\infty} \lambda^{-n} \mathscr{Z}_{n}^{(+1)}, \quad \mathscr{Z}^{(-1}=\sum_{n=0}^{\infty} \lambda^{n} \mathscr{P}_{n}^{(-)} \tag{4.5}
\end{equation*}
$$

which are both allowed by the structure of the Riccati equation (4.2). ${ }^{9,21}$ Inserting (4.5) into (4.2) one gets the following recursion relations for $\mathscr{F}( \pm)$ :
$\mathscr{P}_{0}^{(+1}=0, \quad \mathscr{Z}_{1}^{(+)}=(i / 2) u, \quad \mathscr{P}_{2}^{(+)}=\frac{1}{4}\left(u_{x}+2 v\right)$,
$\mathscr{P}_{n}^{(+1}$

$$
\begin{align*}
=- & \frac{i}{2} \mathscr{P}_{n-1, x}^{(+1}+s \mathscr{P}_{n-2}^{(+1)}-\frac{i}{2} u \sum_{k=0}^{n-1} \mathscr{Z}_{k}^{(+)} \mathscr{Z}_{n-k-1}^{(+)} \\
+ & \frac{v}{2} \sum_{k=0}^{n-2} \mathscr{Z}_{k}^{(+)} \mathscr{Z}_{n-k-2}^{(+1}, \quad n \geqslant 3,  \tag{4.6b}\\
\mathscr{P}_{0}^{(-)}= & \frac{-v}{s+s_{0}}, \quad \mathscr{P}_{1}^{(-)}=\frac{i}{2 s_{0}}\left[\mathscr{P}_{0, x}+u\left(\mathscr{P}_{0}^{2}-1\right)\right],(4.7 \mathrm{a})  \tag{4.7a}\\
\mathscr{P}_{n+1}^{(-)}= & \frac{1}{s_{0}}\left(\mathscr{P}_{n-1}^{(-)}+\frac{i u}{2} \sum_{k=0}^{n} \mathscr{P}_{k}^{(-)} \mathscr{P}_{n-k}^{(-)}\right. \\
& \left.-\frac{v}{2} \sum_{k=1}^{n} \mathscr{P}_{k}^{(-)} \mathscr{P}_{n-k+1}^{(-)}+\frac{i}{2} \mathscr{P}_{n, x}^{(-)}\right), \quad n \geqslant 2 . \tag{4.7b}
\end{align*}
$$

Then, we define the sequences $\mathscr{H}_{n}{ }^{ \pm)}$of $\lambda$-independent conserved densities through

$$
\begin{align*}
& \mathscr{H}^{a+1}=-i \lambda+\sum_{n=0}^{\infty} \lambda^{-n \mathscr{H}_{n}^{a+1}}  \tag{4.8}\\
& \mathscr{H}^{a-1}=\frac{i s_{0}}{\lambda}+\sum_{n=0}^{\infty} \lambda^{n} \mathscr{H}_{n}^{a-1} \tag{4.9}
\end{align*}
$$

and, using (4.3) and the recursion relations for the $\mathscr{L}_{i}^{( \pm)}$,

$$
\begin{align*}
& \mathscr{H}_{0}^{+1}=0, \quad \mathscr{H}_{1}^{+)}=i s+(i / 2) u^{2},  \tag{4.10a}\\
& \mathscr{H}_{n}^{+1}=u \mathscr{P}_{n}^{(+)}+i v \mathscr{P}_{n-1}^{(+)}, \quad n \geqslant 2,  \tag{4.10b}\\
& \mathscr{H}_{0}^{-1}=-\frac{1}{2}\left[s_{x} /\left(s+s_{0}\right)\right],  \tag{4.11a}\\
& \mathscr{H}_{n}^{(-)}=u \mathscr{P}_{n}^{(-)}+i v \mathscr{P}_{n+1}^{(-1}, \quad n \geqslant 1 . \tag{4.11b}
\end{align*}
$$

Note that, up to this point, we have not used the reduction condition $s_{0, t}=s_{0, x}=0$. Therefore the two sets $\left\{\mathscr{H}_{n}{ }^{\prime}\right\}$ furnish the conserved densities for reduced and nonreduced NEE's related to the spectral operator $U$. In order to relate the conserved quantities $\mathscr{H}_{n}^{ \pm)}$to the Hamiltonians of the NEE's (3.17) we need to prove that both $\delta H^{+1} / \delta q$ and $\delta H^{(-1} / \delta q$ are eigenfunctions of the operator $L$ via Eq. (3.13).

For $\delta H^{(+1} / \delta q$ this can be easily obtained from the corresponding eigenvalue equation derived in Ref. 4 for the nonreduced case. One only needs to check that the asymptotic behavior

$$
\frac{\delta H^{(+)}}{\delta r} \rightarrow i \lambda^{-1}\left(\begin{array}{l}
0  \tag{4.12}\\
0 \\
1
\end{array}\right), \quad \text { as }|x| \rightarrow \infty
$$

where

$$
\begin{equation*}
\frac{\delta}{\delta r}=\left(\frac{\delta}{\delta u}, \frac{\delta}{\delta v}, \frac{\delta}{\delta s}\right)^{T} \tag{4.13}
\end{equation*}
$$

derived in Ref. 4 [note the misprint in formula (5.8) of Ref. 4], does not change if one imposes on $u, v$, and $s$ the asymptotic behaviors given in (2.13) and (2.14).

Then $\delta H^{(-1)} \delta q$ will also be eigenfunction of $L$ if one can prove that

$$
\begin{equation*}
\frac{\delta H^{(+)}}{\delta q}=\frac{\delta H^{(-)}}{\delta q} \tag{4.14}
\end{equation*}
$$

or that $H^{(+)}=H^{(-)}$. To that purpose it is convenient to go back to the nonreduced case (where the fields $u, v$, and $s$ are independent) and prove that

$$
\begin{equation*}
\frac{\delta H^{(+)}}{\delta r}=\frac{\delta H^{(-)}}{\delta r} \tag{4.15}
\end{equation*}
$$

Since it has been proved ${ }^{4}$ that $\delta H^{( \pm)} / \delta r$ obeys to the firstorder linear matrix differential equation

$$
\begin{align*}
\left(\frac{\delta H^{( \pm)}}{\delta r}\right)_{x}= & \left(\begin{array}{ccc}
0 & 2\left(\lambda^{2}-s\right) & -2 v \\
-2 \lambda^{-2}\left(\lambda^{2}-s\right) & 0 & 2 u \\
-2 \lambda^{-2} v & 2 u & 0
\end{array}\right) \\
& \times \frac{\delta H^{( \pm)}}{\delta r} \tag{4.16}
\end{align*}
$$

a sufficient condition for (4.15) is that $\delta H^{(+1 / \delta r}$ and
$\delta H^{(-1 / \delta r}$ possess the same behaviors as $|x| \rightarrow \infty$. From (4.9) and (4.4) one gets

$$
\frac{\delta H^{(-)}}{\delta r}=\frac{i}{\lambda s_{0}}\left(\begin{array}{l}
0  \tag{4.17}\\
-v \\
s
\end{array}\right)+\sum_{n=0}^{\infty} \lambda^{n} \frac{\delta H_{n}^{(-)}}{\delta r}
$$

and one can easily verify that $\delta H_{n}^{(-1} / \delta r$ goes asymptotically to zero for $u, v$, and $s$ obeying the boundary conditions (4.13), (4.14), and, consequently, derive that (4.15), and thus (4.14), hold.

To end this section we list below the first two nonzero Hamiltonians in the reduced case,
$-i H_{1}^{(+)}=\int_{-\infty}^{+\infty} d x\left(s-s_{0}+\frac{1}{2} u^{2}\right)$,
$i H_{1}^{(-)}=\int_{-\infty}^{+\infty} d x\left[s-s_{0}+\frac{1}{2} u^{2}+\frac{1}{8} \frac{v_{x}}{s}\left(\frac{v_{x}}{s}+4 u\right)\right]$,
and two examples of IST-solvable NEE's (3.17): (i)
$m=k=0, \mu_{0}^{(+)}=1, \mu_{0}^{(-)}=s_{0}, \mu_{j}^{( \pm)}=0(j \geqslant 1)$,

$$
\begin{equation*}
u_{i}=u_{x}+4 v \tag{4.20}
\end{equation*}
$$

$$
\begin{equation*}
v_{t}=-v_{x}-4 u s \tag{4.21}
\end{equation*}
$$

and (ii) $m=k=1, \mu_{1}^{(+)}=1, \mu_{1}^{(-)}=-s_{0}^{3}$,
$\mu_{j}^{( \pm)}=0(j=0, j \geqslant 2)$,

$$
\begin{equation*}
u_{t}=-\frac{1}{4} u_{x x x}+\frac{3}{2} u^{2} u_{x}+3 u_{x} s-\frac{3}{4} v_{x}\left(s_{x} / s\right) \tag{4.22}
\end{equation*}
$$

$$
v_{t}=-\frac{1}{4} s\left(\frac{v_{x}}{s}\right)_{x x}+\frac{3}{4} u v_{x}\left(\frac{v_{x}}{s}+2 u\right)
$$

$$
\begin{equation*}
+3 s v_{x}+\frac{1}{8} v_{x}\left(\frac{v_{x}}{s}\right)^{2} \tag{4.23}
\end{equation*}
$$

## V. THE SINE-GORDON EQUATION AND GENERALIZATIONS

We are now able to examine the sine-Gordon equation (SG) (1.1) within the scheme developed in the preceeding sections. Indeed, introducing the new function $\omega(x, t)$ via

$$
\begin{align*}
& v=i s_{0} \sin \omega  \tag{5.1}\\
& s=s_{0} \cos \omega \tag{5.2}
\end{align*}
$$

Eq. (4.21) gives $u(x, t)$ in terms of $\omega(x, t)$ through

$$
\begin{equation*}
u=-(i / 4)\left(\omega_{x}+\omega_{t}\right) \tag{5.3}
\end{equation*}
$$

and thus (4.20) reads

$$
\begin{equation*}
\omega_{t t}-\omega_{x x}+16 s_{0} \sin \omega=0 \tag{5.4}
\end{equation*}
$$

[ which is (1.1) for $s_{0}=\frac{1}{16}$ ]. Note that (1.5) is then equivalent to (1.4) via a constant gauge transformation.

So we see that the sine-Gordon equation in laboratory coordinates appears as a member of the (purely differential) hierarchy of NEE's (3.17) under the choice (5.1) and (5.2) for the solution of the reduction (1.7). The first two conserved quantities $H_{1}^{( \pm)}$can be connected to the physical conserved quantities for the sine-Gordon equation ${ }^{9,10}$ : the momentum $p$ and the energy $E$ given by

$$
\begin{align*}
& p=\int_{-\infty}^{+\infty} \omega_{x} \omega_{t} d x  \tag{5.5}\\
& E=\int_{-\infty}^{+\infty}\left(\frac{1}{2} \omega_{t}^{2}+\frac{1}{2} \omega_{x}^{2}+1-\cos \omega\right) d x \tag{5.6}
\end{align*}
$$

In fact, (4.18) and (4.19) give for $s_{0}=\frac{1}{16}$ :

$$
\begin{align*}
& -i H_{1}^{(+)}=-\frac{1}{16}(E+p)  \tag{5.7}\\
& i H_{1}^{(-)}=-\frac{1}{16}(E-p) \tag{5.8}
\end{align*}
$$

(note that, as for $E$, see Ref. $10, H_{1}^{(+)}$has to be renormalized by defining $\left.\mathscr{H}_{1 R}^{+1}=\mathscr{H}_{1}^{+1}-i s_{0}\right)$.

A "second-order sine-Gordon equation" can be obtained by decoupling the two equations (4.22) and (4.23) by use of (5.1) and (5.2). Equation (4.23) then becomes
$u^{2}+\frac{i}{2} \omega_{x} u-\frac{1}{12} \omega_{x}^{2}+2 \cos \omega-\frac{1}{6} \frac{\omega_{x x x}}{\omega_{x}}-\frac{2}{3} \frac{\omega_{t}}{\omega_{x}}=0$,
which can be explicitly solved for $u$ in terms of $\omega(x, t)$. Inserting the solution in (4.22) we get a second-order sine-Gordon equation:

$$
\begin{align*}
-\frac{1}{2} \omega_{x t} \pm \Delta_{t}= & \frac{1}{8} \omega_{x x x x} \mp \frac{1}{4} \Delta_{x x x}+\frac{3}{64} \omega_{x}^{2} \omega_{x x} \mp \frac{3}{32} \Delta_{x} \omega_{x}^{2} \\
& -\frac{3}{8} \Delta\left(\Delta \mp \omega_{x}\right)\left[-\left(\omega_{x x} / 2\right) \pm \Delta_{x}\right] \\
& -\frac{3}{2} \omega_{x x} \cos \omega \pm \Delta_{x} \cos \omega-\frac{3}{2} \omega_{x}^{2} \sin \omega, \tag{5.10}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta^{2}=8 \cos \omega-\frac{1}{12} \omega_{x}^{2}-\frac{2}{3}\left(\omega_{x x x} / \omega_{x}\right)-\frac{8}{3}\left(\omega_{t} / \omega_{x}\right) \tag{5.11}
\end{equation*}
$$

Let us now make two remarks.
(i) Although higher-order SG equations [that is, any equation of the hierarchy (3.17) for $v$ and $s$ given by (5.1) and (5.2)] may not be an explicit one-field equation, the inverse spectral transform allows us to give explicit soliton solutions. However, one would need to solve the direct and inverse spectral problems for (1.5) which will be the purpose of a future work.
(ii) The transformation (5.1),(5.2) explicitly decouples both equations (4.20) and (4.21) and (4.22) and (4.23) but furnishes different relations between $u$ and $\omega$. In general it is not possible to decouple the equations explicitly. That explains why, in order to get a hierarchy containing the sine-Gordon equation, one needs to study NEE's with two coupled fields.

A generalized IST-solvable sine-Gordon equation is obtained by choosing $k=m=0$ in (3.17) and
$\mu_{0}^{+}(t)=\alpha(t), \quad \mu_{0}^{(-)}(t)=s_{0} \beta(t), \quad \mu_{j}^{( \pm)}=0 \quad(j \geqslant 1)$,
and by setting

$$
\begin{equation*}
v=i s_{0} \sin \omega, \quad s=s_{0} \cos \omega \tag{5.13}
\end{equation*}
$$

Then one gets the following relation that solves one of the two coupled NEE's (for $\alpha+\beta \neq 0)$ :

$$
\begin{equation*}
u=-[i / 2(\alpha+\beta)]\left(\omega_{t}+\beta \omega_{x}\right) \tag{5.14}
\end{equation*}
$$

Also one gets the equation
$\omega_{t t}-\alpha \beta \omega_{x x}-(\alpha-\beta) \omega_{x t}+4 s_{0}(\alpha+\beta)^{2} \sin \omega$

$$
\begin{equation*}
=(\alpha+\beta) f(x, t) \tag{5.15}
\end{equation*}
$$

$f(x, t)=-\left(\frac{1}{\alpha+\beta}\right)_{t} \omega_{t}-\left(\frac{\beta}{\alpha+\beta}\right)_{t} \omega_{x}$,
which is an exactly solvable equation for any choice of the arbitrary functions $\alpha(t)$ and $\beta(t)$. The one-soliton solution of (5.15) can be obtained either by using the Bäcklund transformation (see Sec. VI) or else from the standard kink solution of the sine-Gordon equation by noticing that, under the change of coordinates,

$$
\begin{align*}
& (x, t) \rightarrow(y(x, t), \tau(x, t))  \tag{5.17a}\\
& y=x+\int_{0}^{t} d \zeta \frac{1}{2}[\alpha(\zeta)-\beta(\zeta)]  \tag{5.17b}\\
& \tau=\int_{0}^{t} d \zeta \frac{1}{2}[\alpha(\zeta)+\beta(\zeta)] \tag{5.17c}
\end{align*}
$$

Eq. (5.15) reduces to

$$
\begin{equation*}
\omega_{\tau \tau}-\omega_{y y}+16 s_{0} \sin \omega=0 \tag{5.18}
\end{equation*}
$$

Then the one solition solution of (5.15) can be written

$$
\begin{align*}
\omega(x, t)= & 4 \tan ^{-1} \exp \left[\frac{k}{2}\left(1+\frac{16 s_{0}}{k^{2}}\right) x\right. \\
& \left.+\frac{k}{2} \int_{0}^{t} d \zeta\left(\alpha(\zeta)-\frac{16 s_{0}}{k^{2}} \beta(\zeta)\right)\right], \tag{5.19}
\end{align*}
$$

where $k$ is an arbitrary parameter (it is the parameter of the Bäcklund transformation).

Although the solutions of the generalized sine-Gordon equation (5.15) can be obtained from those of (5.18) through the mapping (5.17), it may be useful, depending on the choices of $\alpha(t)$ and $\beta(t)$, to obtain directly the solutions of (5.15) (for instance to study the asymptotic behaviors in $t$ or $x$ ) or to look at the evolution of the spectral data associated with solutions of (5.15) instead of (5.18), more especially if the equation (5.15), understood as a perturbed sine-Gordon equation, ${ }^{2,22,23}$ has a physical interest.

## VI. BÄCKLUND TRANSFORMATION AND SOLITON SOLUTIONS

The Bäcklund transformation (BT) for the SG equation has been the first one discovered for a solition equation, just one century ago. ${ }^{24}$

Afterwards the BT has been found for many different hierarchies of IST-solvable NEE's related to many different spectral problems.

The resulting common feature is that the so-called $x$ component of the BT has a universal character, in the sense that it holds, unchanged in form, for all the equations in the hierarchy, while the so-called $t$-component has a specific form for any considered equation.

However, in the case considered in this paper, the $x$ component of the BT for the SG equation found by Bäcklund is not the $x$-component of the BT for all the equations in the hierarchy described in the previous sections, because the equations in the hierarchy couple two independent fields, while the SG equation is a one-field evolution equation.

Therefore, we need to find explicitly the BT for the hierarchy and to verify that in the specific case of SG equation it reduces to the already known BT.

Let us consider a nonsingular $2 \times 2$ matrix gauge transformation $B$ of the eigenmatrix $\Psi$ in the spectral equation (1.5) and (1.6),

$$
\begin{equation*}
\bar{\Psi}=B \Psi \tag{6.1}
\end{equation*}
$$

Here $B=B(\bar{q}, q ; \lambda)$ is considered as a functional of

$$
q=\binom{u}{v}
$$

of the transformed field

$$
\bar{q}=\binom{\bar{u}}{v}
$$

and of the spectral parameter $\lambda . \bar{\Psi}$ is required to satisfy the spectral equations

$$
\begin{align*}
& \bar{\Psi}_{x}=\bar{U} \bar{\Psi}  \tag{6.2}\\
& \bar{\Psi}_{t}=\bar{V} \bar{\Psi} \tag{6.3}
\end{align*}
$$

with spectral operators $\bar{U}$ and $\bar{V}$ obtained by substituting $q$ with $\bar{q}$ in $U$ and $V$.

It is easy to verify that $B$ must satisfy the matrix differential equations

$$
\begin{align*}
& B_{x}=\bar{U} B-B U  \tag{6.4}\\
& B_{t}=\bar{V} B-B V \tag{6.5}
\end{align*}
$$

By cross differentiating one gets

$$
\begin{align*}
B_{x t}-B_{i x}= & \left(\bar{U}_{t}-\bar{V}_{x}+[\bar{U}, \bar{V}]\right) B \\
& -B\left(U_{t}-V_{x}+[U, V]\right) \tag{6.6}
\end{align*}
$$

and, consequently, if the matrix $B$ is a solution of the set of equations (6.4) and (6.5) and $q$ is a solution of the evolution equation defined by the Lax representation

$$
\begin{equation*}
U_{t}-V_{x}+[U, V]=0 \tag{6.7}
\end{equation*}
$$

then $\bar{q}$ is a solution of the evolution equation induced by

$$
\begin{equation*}
\bar{U}_{t}-\bar{V}_{x}+[\bar{U}, \bar{V}]=0 \tag{6.8}
\end{equation*}
$$

The gauge $B$ is called a Bäcklund gauge and it is said to generate the $x$-component of the BT via Eq. (6.4) and the $t$ component of the BT via Eq. (6.5).

To find the explicit form of $B$ one must first solve Eq. (6.4) and successively determine the time evolution of the constants of integration by imposing that the resulting $B$ asymptotically satisfy Eq. (6.5), say at $x=-\infty$,

$$
\begin{equation*}
B_{t}^{(-)}=\bar{V}^{(-)} B^{(-)}-B^{1-l} V^{(-)} \tag{6.9}
\end{equation*}
$$

In Ref. 20 it has been proved that this procedure uniquely determines the Bäcklund gauge $B$.

Let us choose $B$ to have a simple pole at $\lambda=\infty$,

$$
\begin{equation*}
B(\bar{q}, q ; \lambda)=B_{0}(\bar{q}, q) \lambda+B_{1}(\bar{q}, q) \tag{6.10}
\end{equation*}
$$

with

$$
\begin{equation*}
B_{j}=\alpha_{j} \sigma_{3}+\beta_{j} \sigma_{1}+\gamma_{j} \sigma_{2}+\delta_{j} \mathbf{1} \quad(j=0,1) . \tag{6.11}
\end{equation*}
$$

By equating to zero the coefficients of $\lambda$ and $\lambda^{0}$ in (6.4) and by introducing for convenience $\alpha_{j}, \beta_{j}$ for $j=-1,2$ and $\gamma_{j}, \delta_{j}$ for $j=-1,2,3$ we get the recursion relations
$\alpha_{-1}=\beta_{-1}=\gamma_{-1}=\delta_{-1}=0$,
$\alpha_{j x}=i(\bar{u}+u) \gamma_{j}+i(\bar{s}-s) \delta_{j-1}+i(\bar{v}+v) \beta_{j-1}$,
$\beta_{j x}=-2 \gamma_{j+1}+(\bar{u}-u) \delta_{j}+(\bar{s}+s) \gamma_{j-1}-i(\bar{v}+v) \alpha_{j-1}$,
$\gamma_{j x}=2 \beta_{j+1}-i(\bar{u}+u) \alpha_{j}-(\bar{s}+s) \beta_{j-1}-(\bar{v}-v) \delta_{j-1}$,
$\delta_{j x}=(\bar{u}-u) \beta_{j}+i(\bar{s}-s) \alpha_{j-1}-(\bar{v}-v) \gamma_{j-1}$,

$$
\begin{equation*}
(j=0,1,2) \tag{6.12e}
\end{equation*}
$$

together with the constraints

$$
\begin{align*}
& \alpha_{2}=\beta_{2}=0  \tag{6.13a}\\
& \gamma_{j}=\delta_{j}=0 \quad(j=2,3) \tag{6.13b}
\end{align*}
$$

The constraints $\alpha_{2}=0, \gamma_{2}=0, \beta_{3}=0$ via Eqs. (6.12b) and ( 6.12 d ) and the constraints $\delta_{2}=0, \beta_{2}=0, \gamma=0$ via Eqs. ( 6.12 c ) and ( 6.12 e ) furnish, respectively, the equations

$$
\begin{align*}
& \delta_{1}=-[(\bar{v}+v) /(\bar{s}-s)] \beta_{1}  \tag{6.14a}\\
& \delta_{1}=-[(\bar{s}+s) /(\bar{v}-v)] \beta_{1}, \tag{6.14b}
\end{align*}
$$

and the equations

$$
\begin{align*}
& \alpha_{1}=-[i(\bar{v}-v) /(\bar{s}-s)] \gamma_{1},  \tag{6.15a}\\
& \alpha_{1}=-i[(\bar{s}+s) /(\bar{v}+v)] \gamma_{1} . \tag{6.15b}
\end{align*}
$$

If one excludes the uninteresting case
$\alpha_{1}=\beta_{1}=\gamma_{1}=\delta_{1}=0$, the two sets of equations are compatible iff $s_{0}^{2}=\bar{s}_{0}^{2}$. We choose $s_{0}=\bar{s}_{0}$.

Then, the recursion relations (6.12) can be explicitly solved and one gets the $B_{j}$ 's $(j=0,1)$ and four differential equations in the $x$-variable.

In order to get the right number of differential equations (one for any independent field variable) one must choose $\alpha_{0}=0$ or $\delta_{0}=0$.

In the first case $\left(\alpha_{0}=0\right)$ one gets the following Bäcklund gauge:

$$
B=\delta_{0}\left(\lambda 1-\frac{i}{2} \frac{\bar{v}-v}{\bar{s}-s}(\bar{u}-u) \sigma_{3}+\frac{1}{2}(\bar{u}-u) \sigma_{2}\right),(6.16)
$$

with $\delta_{0}$ an arbitrary function of $t$, and the two differential equations

$$
\begin{equation*}
[[(\bar{v}-v) /(\bar{s}-s)](\bar{u}-u)]_{x}=-\left(\bar{u}^{2}-u^{2}\right)-2(\bar{s}-s), \tag{6.17}
\end{equation*}
$$

$$
\begin{equation*}
(\bar{u}-u)_{x}=-[(\bar{v}-v) /(\bar{s}-s)]\left(\bar{u}^{2}-u^{2}\right)-2(\bar{v}-v), \tag{6.18}
\end{equation*}
$$

which are to be interpreted as the $x$-component of the searched BT.

In the second case ( $\delta_{0}=0$ ) one gets a BT that can be obtained by composing the previous BT with the trivial BT defined by $v \rightarrow-v, u \rightarrow-u$.

It is convenient to express $v, s$ and $\bar{v}, \bar{s}$ in terms of only one field $\omega$ and $\bar{\omega}$, respectively,

$$
\begin{align*}
& v=i s_{0} \sin \omega,  \tag{6.19a}\\
& s=s_{0} \cos \omega,  \tag{6.19b}\\
& \bar{v}=i s_{0} \sin \bar{\omega},  \tag{6.20a}\\
& \bar{s}=s_{0} \cos \bar{\omega}, \tag{6.20~b}
\end{align*}
$$

and to rewrite Eqs. (6.17) and (6.18) as follows:

$$
\begin{align*}
& \left(\bar{\omega}_{x}+\omega_{x}\right)(\bar{u}-u)= \\
& \quad 2 i\left(\bar{u}^{2}-u^{2}\right) \\
& -8 i s_{0} \sin \frac{\bar{\omega}+\omega}{2} \sin \frac{\bar{\omega}-\omega}{2},  \tag{6.21}\\
& \bar{u}_{x}-u_{x}=i\left(\bar{u}^{2}-u^{2}\right) \cot \frac{\bar{\omega}+\omega}{2}  \tag{6.22}\\
& \quad-4 i s_{0} \cos \frac{\bar{\omega}+\omega}{2} \sin \frac{\bar{\omega}-\omega}{2} .
\end{align*}
$$

From these two equations it is easy to obtain

$$
\begin{equation*}
[(\bar{u}-u) / \sin [(\bar{\omega}+\omega) / 2]]_{x}=0 \tag{6.23}
\end{equation*}
$$

Therefore, the $x$-component of the BT is given by the explicitly integrated equation

$$
\begin{equation*}
\bar{u}-u=-i(k / 2) \sin [(\bar{\omega}+\omega) / 2] \tag{6.24}
\end{equation*}
$$

with $k$ an arbitrary function of $t$, and by the differential equation in $\bar{\omega}$,

$$
\begin{equation*}
\bar{\omega}_{x}+\omega_{x}=2 i(\bar{u}+u)+16\left(s_{0} / k\right) \sin [(\bar{\omega}-\omega) / 2] . \tag{6.25}
\end{equation*}
$$

The time behaviors of $k$ and $\delta_{0}$ are determined by inserting into (6.9) the asymptotic expression of $B$ at $x=-\infty$

$$
\begin{equation*}
B^{(-)}=\delta_{0} \lambda 1+(i / 4) \delta_{0} k \sigma_{3}, \tag{6.26}
\end{equation*}
$$

which is obtained by using the asymptotic behaviors $u, \bar{u}, \omega, \bar{\omega} \rightarrow 0$ as $|x| \rightarrow \infty$ and Eq. (6.24).

In order to compute the asymptotic behavior of $V$ at $x=-\infty$, let us note that, by using (2.30), (2.20) and (2.31), (2.23), the $d_{j}$ and $a_{j}$ in Eqs. (2.21) and (2.24) can be cast into the form

$$
\begin{gather*}
d_{j}=-i I\left[\begin{array}{ll}
\left(\begin{array}{ll}
u & v / s) J L^{(j-1 / / 2}\binom{u}{v / s}
\end{array}\right] \\
j=2,4, \ldots, 2 m
\end{array}\right.
\end{gather*}
$$

and

$$
\begin{gather*}
a_{j}=-i s I\left[\left(\begin{array}{ll}
L^{-1} & \left.\left.\binom{u}{v / s}\right)^{T} J L^{-j / 2}\binom{u}{v / s}\right] \\
j=2,4, \ldots, p .
\end{array} . .\right.\right.
\end{gather*}
$$

From (3.16) we get for $d_{j}$ and $a_{j}$ at $x=-\infty$,

$$
\begin{align*}
d_{j} \rightarrow- & \frac{i}{2}\left\langle\frac{\delta H_{1}^{(+)}}{\delta q}, J \frac{\delta H_{j}^{(+)}}{\delta q}\right\rangle=-\frac{i}{2}\left\{H_{1}^{(+)}, H_{j}^{(+)}\right\}, \\
& x \rightarrow-\infty \quad(j=2,4, \ldots, 2 m) \tag{6.29}
\end{align*}
$$

$a_{j} \rightarrow-\frac{i}{2} s_{0}\left\langle\frac{\delta H_{1}^{(-)}}{\delta q}, J \frac{\delta H_{j-1}^{(-)}}{\delta q}\right\rangle=-\frac{i}{2} s_{0}\left\{H_{1}^{(-)}, H_{j-1}^{(-)}\right\}$,

$$
\begin{equation*}
x \rightarrow-\infty \quad(j=2,4, \ldots, p) \tag{6.30}
\end{equation*}
$$

and, consequently, because the Hamiltonians $H^{( \pm)}$are in involution with respect to the Poisson bracket \{, \}, $d_{j}$ and $a_{j} \rightarrow 0$ as $x \rightarrow-\infty$ for any $j \neq 0$.

The $\bar{d}_{j}$ and $\bar{a}_{j}$ in $\bar{V}$ have, of course, the same asymptotic value.

From the recursion relations (2.18), (2.20) and (2.19), (2.23) one also obtains that $f_{j}, e_{j}$ and $c_{j}, b_{j}$, together with their counterparts in $\bar{V}$, asymptotically vanish for any $j$.

Then, $V^{(-)}$and $\bar{V}^{(-)}$can be easily computed and, by taking into account Eq. (6.9) and $s_{0}=\bar{s}_{0}$, we finally derive that $\delta_{0}$ and $k$ must be independent on $t$.

This result can be extended to any different choice of the constants of integration in the recursion relations $(2.18) \div(2.25)$ and, therefore, to the more general NEE's in (3.17).

In order to get the explicit form of the $t$-component of the BT, we equate the coefficients of $\lambda^{0}$ in (6.5). It results that

$$
\begin{align*}
\bar{\omega}_{t}+\omega_{t}= & \frac{4 i}{k} \csc \frac{\bar{\omega}+\omega}{2} \operatorname{Tr}\left[\sigma_{3}\left(\bar{W}_{p}-W_{p}\right)\right] \\
& +i \operatorname{Tr}\left[\sigma_{1}\left(\bar{V}_{n}+V_{n}\right)\right],  \tag{6.31}\\
\bar{\omega}_{t}+\omega_{t}= & \frac{4 i}{k} \sec \frac{\bar{\omega}+\omega}{2} \operatorname{Tr}\left[\sigma_{2}\left(\bar{W}_{p}-W_{p}\right)\right] \\
& +i \operatorname{Tr}\left[\sigma_{1}\left(\bar{V}_{n}+V_{n}\right)\right] . \tag{6.32}
\end{align*}
$$

Consistency requires that these two equations be dependent. Any of them can be considered as the first differential equation of the $t$-component of the BT.

The previously obtained equation

$$
\begin{equation*}
k_{t}=0 \tag{6.33}
\end{equation*}
$$

must be considered as the second differential equation of the $t$-component of the BT.

The composition of two Bäcklund gauges
$B\left(q_{3}, q_{1} ; \lambda ; k_{2}\right) \boldsymbol{B}\left(q_{1}, q_{0} ; \lambda ; k_{1}\right)$-or for short $B_{31}^{(2)} B_{10}^{(1)}$-is a
Bäcklund gauge that transforms the field $q_{0}$ into $q_{3}$. This can be verified by computing directly its $x$ - and $t$-derivatives by using Eqs. (6.4) and (6.5) written successively for $B_{31}^{(2)}$ and $B_{10}^{(1)}$.

Moreover, the Bäcklund gauges satisfy the so-called permutability theorem

$$
\begin{equation*}
B_{31}^{(2)} B_{10}^{(1)}=B_{32}^{(1)} B_{20}^{(2)} . \tag{6.34}
\end{equation*}
$$

Because the Bäcklund gauges are uniquely determined by their asymptotic values at $x=-\infty$, the theorem (6.34) follows from the corresponding trivial identity at $x=-\infty$.

From Eq. (6.24) written successively for the BT's, $B_{31}^{(2)}, B_{10}^{(1)}, B_{32}^{(1)}$, and $B_{20}^{(2)}$, and the trivial identity, $\left(u_{3}-u_{1}\right)+\left(u_{1}-u_{0}\right)=\left(u_{3}-u_{2}\right)+\left(u_{2}-u_{0}\right)$, one gets the double BT for $\omega$

$$
\begin{equation*}
\tan \frac{\omega_{3}-\omega_{0}}{4}=\frac{k_{1}+k_{2}}{k_{1}-k_{2}} \tan \frac{\omega_{1}-\omega_{2}}{4} \tag{6.35}
\end{equation*}
$$

which furnishes $\omega_{3}$ in terms of $\omega_{1}, \omega_{2}$, and $\omega_{0}$ by means of pure algebraic and elementary transcendental operations.

From the same equation (6.24) one also gets the double BT for $u$,

$$
\begin{align*}
{[1+} & \left.\left(\frac{k_{1}+k_{2}}{k_{1}-k_{2}}\right)^{2} \tan ^{2} \frac{\omega_{1}-\omega_{2}}{4}\right]\left(u_{3}-u_{0}\right) \\
& =\left(1+\tan ^{2} \frac{\omega_{1}-\omega_{2}}{4}\right) \frac{k_{1}+k_{2}}{k_{1}-k_{2}}\left(u_{1}-u_{2}\right) \tag{6.36}
\end{align*}
$$

which furnishes $u_{3}$ in terms of $u_{0}, u_{1}, u_{2}, \omega_{1}$, and $\omega_{2}$.
The found BT and double BT in the SG case reduce, as expected, to the well-known BT discovered by Bäcklund ${ }^{24}$ and the double BT discovered by Bianchi. ${ }^{25}$

The two differential equations in the $x$-variable (6.24) and (6.25), solved for $u=0$ and $\omega=0$, furnish the one-soliton solution for all the equations in the hierarchy

$$
\begin{equation*}
\bar{\omega}=4 \tan ^{-1} \exp \left[\frac{k}{2}\left(1+\frac{16 s_{0}}{k^{2}}\right) x+\varphi(k, t)\right] \tag{6.37}
\end{equation*}
$$

The dispersion function $\varphi(k, t)$ must be determined by inserting the found solution $\bar{\omega}$ into the differential equation in the $t$-variable (6.31) or (6.32).

For instance for the generalized SG equation (5.15) one gets

$$
\begin{equation*}
\left(1+\frac{16 s_{0}}{k^{2}}\right) \bar{\omega}_{x}-\left(\alpha-\frac{16 s_{0}}{k^{2}} \beta\right) \bar{\omega}_{t}=0 \tag{6.38}
\end{equation*}
$$

and, consequently, the one-solition solution (5.19).
Finally, let us note that, because the double BT for $\omega$ (6.35) is the same as for the SG equation, the form of the $N$ soliton solution is the same for all the equations in the hierarchy. Only the dispersion functions $\varphi(k, t)$ depend sensitively on the specific chosen equation.

## VII. THE CASE $v=s$, LIOUVILLE EQUATION AND GENERALIZATIONS

Now we are to examine briefly the class of reductions corresponding to $s_{0}=0$ in (1.7) and we choose for simplicity
$s=v$ (the case $s=-v$ can be studied through the same procedure). As noted before, this reduction has already been studied ${ }^{6}$ in the case where $W_{j}=0$ for all $j$ in (1.6) and a degenerated Hamiltonian structure has been found.

Using the results obtained in the previous sections one first realizes that the operator $L^{+}$given by (2.22) possesses the following properties in the case $v=s$ where it is written $L_{0}^{+}$.
(i) It is defined and can be factorized under the form

$$
\begin{equation*}
L_{0}=J_{0} \Lambda_{0} \tag{7.1}
\end{equation*}
$$

with

$$
\begin{align*}
J_{0} & =\left(\begin{array}{ll}
D & 2 v \\
-2 v & 0
\end{array}\right)  \tag{7.2}\\
\Lambda_{0} & =\left(\begin{array}{ll}
u & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
I u & I \\
I u & I
\end{array}\right)-\frac{1}{4}\left(\begin{array}{ll}
D & 2 \\
-2 & 0
\end{array}\right)
\end{align*}
$$

(ii) It is singular since, for any asymptotically vanishing function $f(x)$ we have

$$
\begin{equation*}
L_{0}^{+}\binom{f}{-\frac{1}{2} f_{x}-u f}=0 \tag{7.3}
\end{equation*}
$$

Thus, in opposition to the case when $s_{0} \neq 0$, the operator $L_{0}{ }^{+}$ no longer is invertible and the class of evolution equations that one would obtain for $p \geqslant 1$ in (1.6) would not be local. So we restrict our study to the case $p=0$ and obtain the following class of solvable NEE's:

$$
\begin{equation*}
\binom{u_{t}}{v_{t}}=J_{0}\left(\sum_{j=0}^{m} \mu_{j} L_{0}^{j}+v N\right)\binom{u}{1} \tag{7.4}
\end{equation*}
$$

where $\mu_{j}$ and $v$ are arbitrary functions of $t, L_{0}$ is the adjoint of $L_{0}{ }^{+}$, and

$$
N=\left(\begin{array}{cc}
1 & (1 / 2 v) D v  \tag{7.5}\\
-(1 / 2 v) D & 1-(1 / 4 v) D(1 / v) D v
\end{array}\right)
$$

for the asymptotic behaviors

$$
\begin{equation*}
u \rightarrow 0, \quad v \rightarrow a \neq 0 \quad\left(a_{x}=a_{t}=0\right), \quad \text { for }|x| \rightarrow \infty \tag{7.6}
\end{equation*}
$$

Note that for $a=0$ and $v \neq 0$, although (7.4) cannot be written in the standard canonical form,

$$
J_{0} N\binom{u}{1}
$$

can still be defined since it reads

$$
\begin{equation*}
J_{0} N\binom{u}{1}=\binom{2 v}{-v_{x}-2 u v} \tag{7.7}
\end{equation*}
$$

Moreover, the relation (3.16) for the $(+)$ sign still holds and thus all the equations in the hierarchy (7.4) are Hamiltonian systems (with commuting flows), that is,

$$
\begin{equation*}
\binom{u_{t}}{v_{t}}=-i \sum_{j=0}^{m} \mu_{j} J_{0} \frac{\delta H_{2 j+1}^{(+)}}{\delta q}+i v J_{0} \frac{\delta H_{1}^{(-)}}{\delta q} \tag{7.8}
\end{equation*}
$$

where the Hamiltonians $H_{n}^{(+)}$and $H_{1}^{(-)}$are obtained from those given in Sec. IV by making $v=s$.

Another important result is that, in the case $v=s$, and $p=0$, we do not have to choose the particular solution (2.15) for $a_{0}(x, t)$. Indeed, the relations (2.4) and (2.5) are automatically consistent for any $a_{0}$ and thus, the hierarchy (7.4) can be generalized to involve an arbitrary function of $x$ and $t$ as

$$
\begin{equation*}
\binom{u_{t}}{v_{t}}=J_{0} \sum_{j=0}^{m} \mu_{j} L_{0}^{j}\binom{u}{1}+i\binom{2 a_{0}}{-a_{0, x}-2 u a_{0}} \tag{7.9}
\end{equation*}
$$

(note that the right-hand side vector functional of $a_{0}$ belongs to the null space of $L_{0}{ }^{+}$and of $\Lambda_{0}$ ). As an instance of such new NEE we set

$$
\begin{equation*}
m=0, \quad \mu_{0}=1, \tag{7.10}
\end{equation*}
$$

and (7.9) writes

$$
\begin{align*}
& u_{t}=u_{x}+2 v+2 i a_{0}  \tag{7.11a}\\
& v_{t}=-2 u v-i a_{0, x}-2 i u a_{0} \tag{7.11b}
\end{align*}
$$

The above set of couplet NEE's can be cast into an equivalent system of two Riccati equations:

$$
\begin{align*}
& u^{2}+u_{t}-2 i a_{0}=f(x+t)  \tag{7.12a}\\
& u^{2}+u_{x}+2 v=f(x+t) \tag{7.12b}
\end{align*}
$$

where $f$ is an arbitrary function of $(x+t)$.
Any specific functions of $u, v$, and $a_{0}$ can be arbitrarily given. If $a_{0}($ or $v)$ is arbitrarily chosen, the problem of finding the solution of (7.11) reduces, via (7.12), to a linear problem. Otherwise, the system can be solved by using the IST method.

To illustrate the found system of solvable NEE, let us choose the following transformation:

$$
\begin{align*}
& v(x, t)=\frac{1}{16} \exp [\phi(x, t)] \\
& a_{0}(x, t)=i v(x, t)[1-2 \rho(x, t)] \tag{7.13}
\end{align*}
$$

It decouples (7.11) as follows:

$$
\begin{align*}
& u=-(1 / 4 \rho)\left(\phi_{t}-(1-2 \rho) \phi_{x}+2 \rho_{x}\right),  \tag{7.14}\\
& \begin{array}{c}
\phi_{t t}+ \\
\quad(1-2 \rho) \phi_{x x}+2(\rho-1) \phi_{x t}+\rho^{2} \exp [\phi] \\
\quad=(1 / \rho)\left(\rho_{t}-\rho_{x}\right)\left(\phi_{t}-\phi_{x}+2 \rho_{x}\right)-2\left(\rho_{x t}-\rho_{x x}\right) .
\end{array}
\end{align*}
$$

In the last equation, any specific function of $\phi$ and $\rho$ can be arbitrarily chosen. In particular, for $\rho=1$ one gets the Liouville equation for $\rho=\frac{1}{2}$ the equation studied in Refs. 6 and 23.
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#### Abstract

The quantum nonlinear Schrödinger field with attractive coupling is considered through the quantum inverse scattering method. The algebra of scattering data operators is formulated in terms of an infinite family of independent boson fields. It is shown that the unitary representation induced by the Galilean invariance of the model is equivalent to a direct product of simple representations. As a consequence, the quantum solitons turn out to be associated with representations describing quantum elementary Galilean particles. The characterization of quantum solitons as stable asymptotic fragments arising in the scattering of the fundamental bosons of the model is also analyzed.
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## I. INTRODUCTION

We have recently analyzed some of the nonlinear wave equations solvable through the inverse scattering method (ISM) from a group-theoretical point of view. ${ }^{1,2}$ Our main interest was to provide a precise mathematical characterization of the analogies between solitons and classical particles. Classical particles are mathematically described by canonical realizations of invariance Lie groups. Thus we looked for a description of the degrees of freedom associated with solitons in terms of canonical realizations of Lie groups on fin-ite-dimensional phase spaces. This description was found by using the structure of independent degrees of freedom provided by the scattering data variables of the ISM.

In the last years great progress has been made in studying complete integrable quantum models by means of an appropriate formulation of the ISM, the so-called quantum inverse scattering method (QISM). ${ }^{3-5}$ The QISM applies to the quantum versions of several of the nonlinear wave equations previously solved by the ISM. Moreover, at the quantum level some aspects of the ISM acquire a simpler and more intuitive meaning. ${ }^{3}$ In the present paper we will be concerned with the quantum nonlinear Schrödinger equation with attractive coupling

$$
\begin{equation*}
i \psi_{t}=-\psi_{x x}+2 c \psi^{\dagger} \psi \psi, \quad c<0 \tag{1.1}
\end{equation*}
$$

where $\psi(x)$ denotes the one-dimensional boson field verifying the canonical commutation relations

$$
\begin{equation*}
[\psi(x), \psi(y)]=0, \quad\left[\psi(x), \psi^{\dagger}(y)\right]=\delta(x-y) . \tag{1.2}
\end{equation*}
$$

This model describes a field of nonrelativistic bosons of mass $\frac{1}{2}$ interacting via the attractive potential $c \delta(x-y)$, in one space dimension. The exact integrability of (1.1) was proved ${ }^{6,7}$ by means of an explicit diagonalization of the corresponding Hamiltonian through the use of Bethe ansatz solutions. ${ }^{8}$ Nevertheless the rich algebraic structure underlying this model was revealed by the application of the (QISM). ${ }^{9-12}$

The quantum nonlinear Schrödinger equation is a Gali-lean-invariant system. The corresponding projective unitary representation of the Galilei group comes from a unitary representation $U$ of the extended Galilei group $G=\left\{g=(\theta, b, a, v) \in \mathbb{R}^{4}\right\}$. The group law of $G$ is

$$
\begin{align*}
g_{1} g_{2}= & \left(\theta_{1}+\theta_{2}+\frac{1}{2} v_{1}^{2} b_{2}\right. \\
& \left.+v_{1} a_{2}, b_{1}+b_{2}, a_{1}+a_{2}+v_{1} b_{2}, v_{1}+v_{2}\right) \tag{1.3}
\end{align*}
$$

and the representation $U$ is given by
$U(g)=\exp (i \theta M) \exp (i b H) \exp (-i a P) \exp (-i v K)$,
where
$M=\frac{1}{2} \int_{-\infty}^{\infty} d x \psi^{\dagger} \psi, \quad H=\int_{-\infty}^{\infty} d x\left(\psi_{x}^{\dagger} \psi_{x}+c \psi^{\dagger} \psi^{\dagger} \psi \psi\right)$,
$P=\int_{-\infty}^{\infty} d x \psi^{\dagger}\left(-i \psi_{x}\right), \quad K=-\frac{1}{2} \int_{-\infty}^{\infty} d x \quad \psi^{\dagger} x \psi$.
The generators $M, H$, and $P$ represent, respectively, the mass, the energy, and the momentum observables. The generator $K$ is equal to $-M Q$, where $Q$ represents the position of the center of mass of the system. These operators satisfy the commutation relations

$$
\begin{align*}
& {[M, H]=[M, P]=[M, K]=[H, P]=0,}  \tag{1.6}\\
& {[H, K]=i P, \quad[P, K]=i M}
\end{align*}
$$

The solutions of (1.1) transform under the action of $G$ according to

$$
\begin{align*}
\psi^{\prime}(t, x) & \equiv U(g) \psi(t, x) U(g)^{-1} \\
& =\exp \left[-(i / 2)\left(\theta+\frac{1}{2} v^{2} t+v x\right)\right] \psi(t+b, x+v t+a) . \tag{1.7}
\end{align*}
$$

The classical version of Eq. (1.1) is one of the representative models of the ISM. ${ }^{13}$ Its dynamical structure presents two basic components which become independent asymptotically in time, namely, solitons and radiation. A grouptheoretical analysis ${ }^{1}$ reveals that the solitons are Galilean classical particles and that the radiation may be identified with a classical free Schrödinger field. On the other hand, the quantum nonlinear Schrödinger field (1.1) may be described in terms of an infinite spectrum of excitation quanta of momentum $p$ and energy ${ }^{6,7}$

$$
\begin{equation*}
p^{2} / n-\left(c^{2} / 12\right)\left(n^{3}-n\right), \quad n=1,2, \ldots \tag{1.8}
\end{equation*}
$$

For $n=1$ these quanta coincide with the fundamental bosons of mass $\frac{1}{2}$. For $n>1$ they correspond to bound states of $n$ fundamental bosons.

In this paper we use the QISM to analyze the structure of the representation $U$ associated with the Galilean invariance of (1.1). We have two main objectives. The first is to provide a characterization of the excitation quanta of (1.1) in terms of quantum Galilean particles. The second aim is to clarify the correspondence between the dynamical objects arising in the classical and the quantum versions of the nonlinear Schrödinger field. Our analysis is based on the set of scattering data operators introduced by Göckeler. ${ }^{11}$ In this way, we find that the quantum nonlinear Schrödinger field may be described in terms of an infinite family of independent boson fields $\phi_{n}(n=1,2, \ldots)$. Then we use these fields to decompose the representation $U$ into a direct product of simple representations of the extended Galilei group. As a consequence it follows that the quanta associated with the fields $\phi_{n}$ are characterized as quantum elementary Galilean particles of mass $\frac{1}{2} n$ and internal energy $-\left(c^{2} / 12\right)\left(n^{3}-n\right)$. These results are seen to be in complete agreement with the predictions of quasiclassical quantization methods. In particular, we analyze in detail the identification of the radiation quanta with the lowest soliton quanta. ${ }^{3}$ Thus, we find that the states obtained by repeated application of the operators $\phi_{n}^{\dagger}$ to the vacuum vector are the quantum analogs of the classical pure soliton solutions. This property leads to the characterization of the quantum solitons as the quanta of the fields $\phi_{n}$. In order to get a deeper understanding of the quantum solitons, we provide a method for obtaining the wave functions in configuration space for multisoliton states. It allows us to describe quantum solitons in terms of the asymptotic fragments arising in the scattering processes of the fundamental bosons of (1.1). Finally, we investigate the quantum model

$$
\begin{equation*}
i \psi_{t}=-\psi_{x x}+2 c \psi^{\dagger} \psi \psi-e E x \psi \tag{1.9}
\end{equation*}
$$

which describes the interaction of the nonlinear Schrödinger field with a uniform constant electric field. By using a simple transformation ${ }^{14}$ it is proved that (1.9) is exactly integrable. We prove also that quantum solitons of mass $\frac{1}{2} n$ react to the electric field as charged particles with charge $n e$.

## II. QISM AND SCATTERING DATA OPERATORS

## A. The auxiliary spectral problem

The starting point of the QISM for solving (1.1) is an operator version of the Zakharov-Shabat spectral problem ${ }^{11}$

$$
\begin{align*}
& \frac{\partial}{\partial x} v_{1}+i k v_{1}-\sqrt{-c} v_{2} \psi(x)=0 \\
& \frac{\partial}{\partial x} v_{2}-i k v_{2}+\sqrt{-c} \psi^{\dagger}(x) v_{1}=0 \tag{2.1}
\end{align*}
$$

Here $k$ is the spectral parameter and $v_{i}(k, x)(i=1,2)$ are normal ordered operator functionals of the fields $\psi$ and $\psi^{\dagger}$. Let us denote by $\phi(k, x)$ the Jost solution of (2.1) verifying

$$
\begin{equation*}
\lim _{x \rightarrow-\infty} \exp \left(i k x \sigma_{3}\right) \varphi(k, x)=\binom{1}{0} . \tag{2.2}
\end{equation*}
$$

Equations (2.1) and condition (2.2) are equivalent to the integral equations

$$
\begin{equation*}
\varphi_{1}(k, x)=e^{-i k x}+\sqrt{-c} \int_{-\infty}^{x} d y e^{-i k(x-y)} \varphi_{2}(k, y) \psi(y) \tag{2.3a}
\end{equation*}
$$

$$
\begin{equation*}
\varphi_{2}(k, x)=-\sqrt{-c} \int_{-\infty}^{x} d y e^{i k(x-y)} \psi^{\dagger}(y) \varphi_{1}(k, y) . \tag{2.3b}
\end{equation*}
$$

By iterating Eqs. (2.3) we may generate series expansions for $\varphi_{i}(k, x)(i=1,2)$ whose terms are Wick monomials of the fields $\psi$ and $\psi^{\dagger}$. For Im $k \geqslant 0$ it follows that the kernels of these Wick monomials are bounded and that the corresponding expressions for the components of $\varphi$ are well defined as quadratic forms on a suitable domain of the Fock space. Following the same procedure as in the classical case, we define two scattering data operators

$$
\begin{equation*}
\binom{A(k)}{B(k)}=\lim _{x \rightarrow \infty} \exp \left(i k x \sigma_{3}\right) \varphi(k, x) . \tag{2.4}
\end{equation*}
$$

Through the operator expression for $\varphi(k, x)$ and (3.4) one finds that $A(k)$ and $B(k)$ are well-defined quadratic forms for $\operatorname{Im} k \geqslant 0$ and $\operatorname{Im} k=0$, respectively. Moreover, one finds the following commutation relations ${ }^{11}$ :

$$
\begin{align*}
{\left[A\left(k_{1}\right) A\left(k_{2}\right)\right]=} & {\left[A\left(k_{1}\right) A^{\dagger}\left(k_{2}\right)\right]=\left[B\left(k_{1}\right), B\left(k_{2}\right)\right]=0 }  \tag{2.5a}\\
A^{\dagger}\left(k_{1}\right) B\left(k_{2}\right)= & \frac{2 k_{1}-2 k_{2}-i c}{2 k_{1}-2 k_{2}-i 0} B\left(k_{2}\right) A^{\dagger}\left(k_{1}\right)  \tag{2.5b}\\
B^{\dagger}\left(k_{2}\right) A^{\dagger}\left(k_{1}\right)= & \frac{2 k_{1}-2 k_{2}-i c}{2 k_{1}-2 k_{2}-i 0} A^{\dagger}\left(k_{1}\right) B^{\dagger}\left(k_{2}\right)  \tag{2.5c}\\
B^{\dagger}\left(k_{1}\right) B\left(k_{2}\right)= & -\pi c \delta\left(k_{1}-k_{2}\right) A^{\dagger}\left(k_{1}\right) A\left(k_{1}\right) \\
& +\left(\frac{2 k_{1}-2 k_{2}-i c}{2 k_{1}-2 k_{2}-i 0}\right) \\
& \times\left(\frac{2 k_{1}-2 k_{2}+i c}{2 k_{1}-2 k_{2}+i 0}\right) B\left(k_{2}\right) B^{\dagger}\left(k_{1}\right) \tag{2.5~d}
\end{align*}
$$

The operators $\{A(k), B(k): k \in \mathbb{R}\}$ provide a complete description of the quantum nonlinear Schrödinger field in the repulsive case $(c>0)$ (Ref.9). However, in the attractive case additional degrees of freedom are present which require the introduction of a wider set of scattering data operators.

The relevant set of scattering data operators for (1.1) was found by Göckeler. ${ }^{11}$ These operators are constructed through a suitable analytic continuation of products of the operators $A(k)$ and $B(k)$. An essential role in Göckeler's method is played by the generator $K$ of pure Galilean transformations defined in (1.5). This operator satisfies the following important property:

$$
\begin{align*}
\exp ( & -\alpha K) \varphi(k, x) \exp (\alpha K) \\
& =\varphi(k+i \alpha / 4, x), \quad \operatorname{Im} k \geqslant 0, \quad \operatorname{Im}(k+i \alpha / 4) \geqslant 0 \tag{2.6}
\end{align*}
$$

where $\varphi$ is the Jost solution of (2.1). An analogous property is also satisfied at the classical level ${ }^{1}$ and its proof extends without any difficulty for proving (2.6). For each $n=1,2, \ldots$, Göckeler defines two scattering data operators

$$
\begin{align*}
A_{n}(k)= & \lim _{x \rightarrow \infty}[\exp [c(1-n) K] \\
& \left.\times \prod_{j=1}^{n} \hat{\varphi}_{1}\left(k-\frac{i}{2} c(n-j), x\right) \exp [c(n-1) K]\right] \tag{2.7a}
\end{align*}
$$

$$
\begin{align*}
B_{n}^{\dagger}(-2 k)= & \lim _{x \rightarrow \infty}[\exp [c(1-n) K] \\
& \times \prod_{j=1}^{n} \hat{\varphi}_{2}\left(k-\frac{i}{2} c(n-j), x\right) \\
& \times \exp [c(n-1) K]] \tag{2.7b}
\end{align*}
$$

where $\hat{\varphi}(k, x)=\exp \left(i k x \sigma_{3}\right) \varphi(k, x)$ and $k \in \mathbb{R}$. The order in the products of $\hat{\varphi}_{i}$ 's involved in Eqs. (2.6) is not important since it is verified that $\left[\hat{\varphi}_{i}(k, x), \hat{\varphi}_{i}\left(k^{\prime}, x\right)\right]=0(i=1,2)$. Observe that by means of a formal application of (2.6), Eqs. (2.7) reduce to the formal expressions

$$
\begin{align*}
& A_{n}(k)=\prod_{j=1}^{n} A\left[k-i \frac{c}{2}\left(\frac{n+1}{2}-j\right)\right], \\
& B_{n}^{\dagger}(-2 k)=\prod_{j=1}^{n} B\left[k-i \frac{c}{2}\left(\frac{n+1}{2}-j\right)\right] . \tag{2.8}
\end{align*}
$$

## B. Reflection coefficient operators

The algebraic properties of the scattering data operators adopt their simplest form when expressed in terms of the "reflection coefficient operators" defined by

$$
\begin{align*}
R_{n}^{\dagger}(p)= & {\left[2 \pi|c|^{1 / 2} n\right]^{-1} B_{n}^{\dagger}(p / n) } \\
& \times\left[A_{n}(-p / 2 n)\right]^{-1}, \quad n=1,2, \ldots, \quad p \in \mathbb{R} . \tag{2.9}
\end{align*}
$$

This definition differs slightly from the one used by Göckeler ${ }^{11}$ who sets $R_{n}^{\dagger}(p)=B_{n}^{\dagger}(p)\left[A_{n}(-p / 2)\right]^{-1}$. The operators (2.9) satisfy the following simple algebraic relations:

$$
\begin{align*}
R_{n}^{\dagger}(p) R_{n^{\prime}}^{\dagger}\left(p^{\prime}\right)= & S_{n n^{\prime}}\left(\frac{p}{n}-\frac{p^{\prime}}{n^{\prime}}\right) R_{n^{\prime}}^{+}\left(p^{\prime}\right) R_{n}^{\dagger}(p),  \tag{2.10a}\\
R_{n}(p) R_{n^{\prime}}^{\dagger}\left(p^{\prime}\right)= & \delta_{n n^{\prime}} \delta\left(p-p^{\prime}\right) \\
& \times S_{n n^{\prime}}^{*}\left(\frac{p}{n}-\frac{p^{\prime}}{n^{\prime}}\right) R_{n^{\prime}}^{\dagger}\left(p^{\prime}\right) R_{n}(p), \tag{2.10b}
\end{align*}
$$

where the coefficients $S_{n n^{\prime}}$ are given by

$$
\begin{gather*}
S_{n n^{\prime}}(q)=\prod_{m=-s m^{\prime}}^{s} \prod_{-s^{\prime}}^{s^{\prime}} \frac{q+i c\left(m+m^{\prime}+1\right)}{q+i c\left(m+m^{\prime}-1\right)} \\
s=(n-1) / 2, \quad s^{\prime}=\left(n^{\prime}-1\right) / 2 \tag{2.11}
\end{gather*}
$$

Note that
$S_{n n^{\prime}}(q)=S_{n^{\prime} n}(q)=S_{n n^{\prime}}^{*}(-q), \quad\left|S_{n n^{\prime}}(q)\right|=1$.
Equations (2.10) exhibit in a convenient form the algebra of the reflection coefficient operators. They may be derived from Göckeler's results ${ }^{11}$ by observing that according to the formula for the composition of two quantum angular momenta, the coefficient $S_{n n^{\prime}}$ defined in (2.11), may be written as

$$
\begin{equation*}
S_{n n^{\prime}}(q)=\prod_{j=\left|s-s^{\prime}\right| m}^{s+s^{\prime}} \prod_{-j}^{j} \frac{q+i c(m+1)}{q+i c(m-1)} \tag{2.13}
\end{equation*}
$$

which leads to the following two other expressions:

$$
\begin{align*}
S_{n n^{\prime}}(q)= & \prod_{\alpha=1}^{\bar{n}} \frac{q+i c\left(2 \alpha+\left|n-n^{\prime}\right|\right) / 2}{q-i c\left(2 \alpha+\left|n-n^{\prime}\right|\right) / 2} \\
& \times \frac{q-i c\left(2 \alpha-n-n^{\prime}\right) / 2}{q+i c\left(2 \alpha-n-n^{\prime}\right) / 2} \tag{2.14a}
\end{align*}
$$

$$
\begin{align*}
S_{n n^{\prime}}(q)= & \frac{q^{2}+c^{2}\left(n+n^{\prime}\right)^{2} / 4}{q^{2}+c^{2}\left(n-n^{\prime}\right)^{2} / 4} \\
& \times \prod_{\alpha=1}^{\bar{n}}\left(\frac{q-i c\left(2 \alpha-n-n^{\prime}\right) / 2}{q-i c\left(2 \alpha+\left|n-n^{\prime}\right|\right) / 2}\right)^{2} \tag{2.14b}
\end{align*}
$$

where $\bar{n}=\min \left(n, n^{\prime}\right)$. From (2.14a) and (2.14b) the equivalence between (2.9) and the relations deduced by Göckeler follows at once.

In addition to (2.10) the reflection coefficient operators satisfy the following commutation relations ${ }^{11}$ with the operators $M, P$, and $H$ defined in (1.5):

$$
\begin{align*}
& {\left[M, R_{n}^{\dagger}(p)\right]=\frac{1}{2} n R_{n}^{\dagger}(p), \quad\left[P, R_{n}^{\dagger}(p)\right]=p R_{n}^{\dagger}(p),}  \tag{2.15a}\\
& {\left[H, R_{n}^{\dagger}(p)\right]=\left[p^{2} / n-\left(c^{2} / 12\right)\left(n^{3}-n\right)\right] R_{n}^{\dagger}(p)} \tag{2.15b}
\end{align*}
$$

## III. ANALYSIS OF THE GALILEAN ACTION

## A. Galilean generators and scattering data operators

In order to analyze the unitary representation $U$ of the extended Galilei group, we look for the expressions of its generators in terms of scattering data variables. They are the quantum versions of the trace relations arising in the classical context of the Zakharov-Shabat spectral problem. First, let us prove that

$$
\begin{align*}
M & =\sum_{n>1} \frac{1}{2} n \int_{-\infty}^{\infty} d p R_{n}^{\dagger}(p) R_{n}(p)  \tag{3.1a}\\
P & =\sum_{n>1} \int_{-\infty}^{\infty} d p p R_{n}^{\dagger}(p) R_{n}(p)  \tag{3.1b}\\
H & =\sum_{n>1} \int_{-\infty}^{\infty} d p\left(\frac{p^{2}}{n}-\frac{c^{2}}{12}\left(n^{3}-n\right)\right) R_{n}^{\dagger}(p) R_{n}(p) \tag{3.1c}
\end{align*}
$$

From the algebraic relations (2.10) it is clear that the expressions (3.1) for $M, P$, and $H$ satisfy the commutation relations (2.15). On the other hand, the quantum Gel'fand-Levitan method ${ }^{11,12}$ for (1.1) shows that the quantum field $\psi(x)$ may be reconstructed from the operators
$\left\{R_{n}(p): n=1,2, \ldots ; p \in \mathbb{R}\right\}$. This property implies that Eqs. (2.15) determine $M, P$, and $H$ up to an additive constant. Then Eqs. (3.1) follow from (2.15) and the fact that all the operators $M, P, H$, and $R_{n}(p)$ annihilate the vacuum state.

The interpretation of Eqs. (3.1) becomes simple when we use a realization of the operators $R_{n}$ in terms of boson fields. This kind of realization was first proposed by Grosse ${ }^{15}$ in the repulsive case. It is based on the following property of boson fields $\phi(p)$ :

$$
\begin{align*}
& \exp \left(\int_{-\infty}^{\infty} d p^{\prime} G\left(q, p^{\prime}\right) \phi^{\dagger}\left(p^{\prime}\right) \phi\left(p^{\prime}\right)\right) \phi^{\dagger}(p) \\
& \quad=\phi^{\dagger}(p) \exp [G(q, p)] \\
& \quad \times \exp \left(\int_{-\infty}^{\infty} d p^{\prime} G\left(q, p^{\prime}\right) \phi^{\dagger}\left(p^{\prime}\right) \phi\left(p^{\prime}\right)\right) \tag{3.2}
\end{align*}
$$

From this property it follows at once that given a family of independent boson fields $\phi_{n}(p)(n \geqslant 1)$

$$
\begin{align*}
& {\left[\phi_{n}(p), \phi_{n^{\prime}}\left(p^{\prime}\right)\right]=0} \\
& {\left[\phi_{n}(p), \phi_{n^{\prime}}^{+}\left(p^{\prime}\right)\right]=\delta_{n n^{\prime}} \delta\left(p-p^{\prime}\right)} \tag{3.3}
\end{align*}
$$

then the operators

$$
\begin{align*}
R_{n}^{\dagger}(p)= & \phi_{n}^{\dagger}(p) \prod_{n^{\prime}>1} \exp \left[\int_{-\infty}^{\infty} d p^{\prime} \theta\left(\frac{p}{n}-\frac{p^{\prime}}{n^{\prime}}\right)\right. \\
& \left.\times \ln S_{n n^{\prime}}\left(\frac{p}{n}-\frac{p^{\prime}}{n^{\prime}}\right) \phi_{n^{\prime}}^{+}\left(p^{\prime}\right) \phi_{n^{\prime}}\left(p^{\prime}\right)\right] \tag{3.4}
\end{align*}
$$

satisfy the algebraic relations (2.10). In addition, (3.4) implies that

$$
\begin{equation*}
R_{n}^{\dagger}(p) R_{n}(p)=\phi_{n}^{\dagger}(p) \phi_{n}(p) \tag{3.5}
\end{equation*}
$$

for all $n \geqslant 1$. Therefore, Eq. (3.4) may be inverted and we get that

$$
\begin{align*}
\phi_{n}^{\dagger}(p)= & R_{n}^{\dagger}(p) \prod_{n^{\prime}>1} \exp \left[\int_{-\infty}^{\infty} d p^{\prime} \theta\left(\frac{p}{n}-\frac{p^{\prime}}{n^{\prime}}\right)\right. \\
& \left.\times \ln S_{n n^{\prime}}\left(\frac{p^{\prime}}{n^{\prime}}-\frac{p}{n}\right) R_{n^{\prime}}^{\dagger}\left(p^{\prime}\right) R_{n^{\prime}}\left(p^{\prime}\right)\right] \tag{3.6}
\end{align*}
$$

Equations (3.4) and (3.6) show how to pass from the reflection coefficient operators to a set of independent boson fields satisfying the canonical commutation relations (3.3). In terms of these boson fields the Galilean generators adopt the following form:

$$
\begin{align*}
& M=\sum_{n>1} \frac{1}{2} n \int_{-\infty}^{\infty} d p \phi_{n}^{\dagger}(p) \phi_{n}(p)  \tag{3.7a}\\
& P=\sum_{n>1} \int_{-\infty}^{\infty} d p p \phi_{n}^{\dagger}(p) \phi_{n}(p)  \tag{3.7b}\\
& H=\sum_{n>1} \int_{-\infty}^{\infty} d p\left(\frac{p^{2}}{n}-\frac{c^{2}}{12}\left(n^{3}-n\right)\right) \phi_{n}^{\dagger}(p) \phi_{n}(p)  \tag{3.7c}\\
& K=-\sum_{n>1} \frac{1}{2} i n \int_{-\infty}^{\infty} d p \phi_{n}^{\dagger}(p) \frac{\partial}{\partial p} \phi_{n}(p) \tag{3.7~d}
\end{align*}
$$

The first three formulas are a trivial consequence of Eqs. (3.1) and (3.5). To prove (3.7d) we note that from (2.6) and (2.7) we have that

$$
\begin{equation*}
\exp (-i v K) R_{n}(p) \exp (i v K)=R_{n}\left(p+\frac{1}{2} n v\right) \tag{3.8}
\end{equation*}
$$

and then from (3.6) it follows that

$$
\begin{equation*}
\exp (-i v K) \phi_{n}(p) \exp (i v K)=\phi_{n}\left(p+\frac{1}{2} n v\right) \tag{3.9}
\end{equation*}
$$

which leads at once to (3.7d).
The expressions (3.7) show that the unitary representation $U$ associated with the Galilean invariance of the nonlinear Schrödinger field is equivalent to a direct product of the form

$$
\begin{equation*}
U_{1} \otimes U_{2} \otimes \cdots \otimes U_{n} \otimes \cdots \tag{3.10}
\end{equation*}
$$

where $U_{n}(n \geqslant 1)$ is the unitary representation of the extended Galilei group associated with a field of free bosons of mass $\frac{1}{2} n$ and internal energy $-\left(c^{2} / 12\right)\left(n^{3}-n\right)$. In this way the fundamental interacting field $\psi(t, x)$ gives rise to an infinite spectrum of quantum elementary Galilean particles.

It is instructive to see how the structure (3.10) of $U$ may be derived from the quasiclassical quantization ${ }^{16}$ of the Galilean realization $R$ associated with the classical version of (1.1) (Ref. 1). The realization $R$ is a composition of two Galilean invariant systems. One represents the radiation component and is described by a free classical Schrödinger field of mass $\frac{1}{2}$, which upon quantization gives rise to the factor $U_{1}$ in (3.10). The other system corresponds to the solitons and is
described by a variable number of classical Galilean particles. These classical particles have a phase space with two pairs of action-angle variables $(p, q)$ and $(m, \tau)$. The variable $m$ is the mass of the particle and its associated angle variable $\tau$ is defined $\bmod 4 \pi$. Moreover these particles have an internal energy equal to $-\frac{2}{3} c^{2} m^{3}$. By applying the standard quantization rule to the pair $(m, \tau)$ we get a spectrum of quantum particles with masses $\frac{1}{2} n$ and internal energies - $\left(c^{2}\right)$ $12) n^{3}(n \geqslant 1)$. The presence of the additional term $\left(c^{2} / 12\right) n$ in the quantum internal energy may also be justified by the introduction of a further quantum correction. ${ }^{10,17}$ Hence, we see that the quantization of the solitons produces the whole spectrum $U_{n}(n \geqslant 1)$ of the unitary representation $U$. In particular, it must be observed that the factor $U_{1}$ in (3.10) associated with the quantization of the radiation component appears also as the lowest state of the quantized solitons. ${ }^{3}$ This suggests that the quantum nonlinear Schrödinger field involves soliton degrees of freedom only. In order to understand the meaning of this fact it is necessary to recall the properties of classical pure soliton solutions. As it is well known ${ }^{13}$ these solutions correspond to a scattering data coefficient $a(k)$ of the form

$$
\begin{equation*}
a(k)=\prod_{l=1}^{r} \frac{k-k_{l}}{k-k_{l}^{*}}, \quad \operatorname{Im} k_{l}>0 \tag{3.11}
\end{equation*}
$$

The classical field associated with (3.11) contains $r$ solitons whose masses and momenta are related with the zeros of $a(k)$ according to ${ }^{1}$

$$
\begin{equation*}
k_{l}=-p_{l} / 4 m_{l}-i(c / 2) m_{l} \tag{3.12}
\end{equation*}
$$

At the quantum level the role of the coefficient $a(k)$ is played by the operator $A(k)$ defined in (2.4). Moreover, the Hilbert space of states is generated by the vectors

$$
\begin{align*}
& \left|p_{1} n_{1} ; p_{2} n_{2} ; \cdots ; p_{r} n_{r}\right\rangle \\
& \quad=\phi_{n_{1}}^{+}\left(p_{1}\right) \phi_{n_{2}}^{+}\left(p_{2}\right) \cdots \phi_{n_{r}}^{+}\left(p_{r}\right)|0\rangle, \quad n_{l} \geqslant 1 \tag{3.13}
\end{align*}
$$

with $|0\rangle$ being the vacuum state. By using (3.4) it follows that

$$
\begin{align*}
\left|p_{1} n_{1} ; \cdots ; p_{r} n_{r}\right\rangle= & \prod_{i<j}\left[\theta\left(\frac{p_{j}}{n_{j}}-\frac{p_{i}}{n_{i}}\right)\right. \\
& \left.+\theta\left(\frac{p_{i}}{n_{i}}-\frac{p_{j}}{n_{j}}\right) S_{n_{i} n_{j}}\left(\frac{p_{j}}{n_{j}}-\frac{p_{i}}{n_{i}}\right)\right] \\
& \times R_{n_{1}}^{\dagger}\left(p_{1}\right) \cdots R_{n_{r}}^{\dagger}\left(p_{r}\right)|0\rangle . \tag{3.14}
\end{align*}
$$

On the other hand, $A(k)$ satisfies the following commutation relations with the reflection coefficient operators ${ }^{11}$ :

$$
\begin{equation*}
A(k) R_{n}^{\dagger}(p)=\frac{k+p / 2 n+i c[(n+1) / 4]}{k+p / 2 n-i c[(n-1) / 4]} R_{n}^{\dagger}(p) A(k) \tag{3.15}
\end{equation*}
$$

To get a closer analogy between the classical and the quantum equations it is convenient to use the translated operator $\hat{A}(k)=A(k-i c / 4)$. Then from (3.14) and (3.15) and taking into account that $A(k)|0\rangle=|0\rangle$, we have that

$$
\begin{equation*}
\hat{A}(k)\left|p_{1} n_{1} ; \cdots ; p_{r} n_{r}\right\rangle=\hat{a}(k)\left|p_{1} n_{1} ; \cdots ; p_{r} n_{r}\right\rangle \tag{3.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{a}(k)=\prod_{l=1}^{r} \frac{k-k_{l}}{k-k_{l}^{*}}, \quad k_{l}=-\frac{p_{l}}{2 n_{l}}-i \frac{c}{4} n_{l} \tag{3.17}
\end{equation*}
$$

Observe the complete analogy between (3.17) and the classi-
cal expressions (3.11) and (3.12). Therefore, in terms of the ISM language, a state $\left\langle p_{1} n_{1} ; \cdots ; p_{r} n_{r}\right\rangle$ represents a pure soliton state with $r$ quantum solitons with masses $\frac{1}{2} n_{l}$, momenta $p_{l}$, and internal energies $-\left(c^{2} / 12\right)\left(n_{t}^{3}-n_{1}\right)(l=1, \ldots, r)$.

## B. Quantum solitons and scattering states

Our next objective is to study the wave functions associated with the basic states (3.13). That is to say, we want to determine the scalar products
$(1 / \sqrt{n!})\left\langle x_{1} \cdots x_{n} \mid p_{1} n_{1} ; \cdots ; p_{r} n_{r}\right\rangle, \quad n=n_{1}+\cdots+n_{r}$,
where $\left|x_{1} \cdots x_{n}\right\rangle=\psi^{\dagger}\left(x_{1}\right) \cdots \psi^{\dagger}\left(x_{n}\right)|0\rangle$. Firstly, we observe that according to (3.14)

$$
\begin{equation*}
\left|p_{1} n_{1} ; \ldots ; p_{r} n_{r}\right\rangle=R_{n_{r}}^{\dagger}\left(p_{r}\right) \cdots R_{n_{1}}^{\dagger}\left(p_{1}\right)|0\rangle, \tag{3.19}
\end{equation*}
$$

provided that

$$
\begin{equation*}
p_{1} / n_{1}>p_{2} / n_{2}>\cdots>p_{r} / n_{r} . \tag{3.20}
\end{equation*}
$$

It may be shown ${ }^{18}$ that the wave function associated with

$$
\begin{equation*}
R_{1}^{\dagger}\left(k_{n}\right) R_{1}^{\dagger}\left(k_{n-1}\right) \cdots R_{1}^{\dagger}\left(k_{1}\right)|0\rangle \tag{3.21}
\end{equation*}
$$

takes on the regions $x_{1} \leqslant x_{2} \leqslant \cdots \leqslant x_{n}$ the Bethe ansatz form

$$
\begin{equation*}
\frac{(-1)^{n}}{(2 \pi)^{n / 2} \sqrt{n!}} \sum_{\sigma} \xi(\sigma, k) \exp \left(i \sum_{j} k_{\sigma(j)} x_{j}\right), \tag{3.22}
\end{equation*}
$$

where the sum extends to all the elements $\sigma$ of the permutation group of $n$ objects and

$$
\begin{align*}
\xi(\sigma, k)= & (-1)^{\epsilon(\sigma)} \prod_{i<j} \frac{k_{\sigma(i)}-k_{o(j)}+i c}{k_{i}-k_{j}+i c} \\
& k=\left(k_{1}, \ldots, k_{n}\right) \tag{3.23}
\end{align*}
$$

with $\epsilon(\sigma)$ being the parity of the permutation $\sigma$. For other values of $x$ the function (3.22) is extended by symmetry.

The wave function for a general vector (3.19) can be found by means of a suitable analytical continuation of Eq. (3.22) in the following way. By repeated use of the commutation relation ( 2.5 c ) one obtains that

$$
\begin{align*}
& R_{1}^{\dagger}\left(k_{n}\right) \cdots R_{1}^{\dagger}\left(k_{1}\right) \\
&=(2 \pi|c|)^{-n / 2}\left[B\left(-\frac{k_{n}}{2}\right) A\left(-\frac{k_{n}}{2}\right)^{-1}\right] \\
& \cdots\left[B\left(-\frac{k_{1}}{2}\right) A\left(-\frac{k_{1}}{2}\right)^{-1}\right] \\
&=(2 \pi|c|)^{-n / 2}\left(\prod_{i<j} \frac{k_{i}-k_{j}}{k_{i}-k_{j}+i c}\right) \\
& \times\left[\prod_{i=1}^{n} B\left(-\frac{k_{i}}{2}\right)\right]\left[\prod_{i=1}^{n} A\left(-\frac{k_{i}}{2}\right)\right]^{-1} \tag{3.24}
\end{align*}
$$

If we now use the formal expressions (2.8) in the definition (2.9) of $R_{n}^{\dagger}(p)$, then from (3.24) we get

$$
\begin{align*}
R_{n}^{\dagger}(p)= & (n-1)!(2 \pi|c|)^{(n-1) / 2} \\
& \times R_{1}^{\dagger}\left(k_{n}\right) R_{1}^{\dagger}\left(k_{n-1}\right) \cdots R_{1}^{\dagger}\left(k_{1}\right), \tag{3.25}
\end{align*}
$$

where

$$
\begin{equation*}
k_{j}=p / n-i c[j-(n+1) / 2], \quad j=1, \ldots, n . \tag{3.26}
\end{equation*}
$$

Equation (3.25) has only a formal meaning. However, it suggests that the wave function of a state of the form (3.19-(3.20) obtains through the analytic continuation of Eq. (3.22) to a complex vector $k$ given by

$$
\begin{equation*}
k=p^{(1)} \oplus \cdots \oplus p^{(r)} \tag{3.27}
\end{equation*}
$$

where $p^{(l)}(l=1, \ldots, r)$ denotes the $n_{l}$-dimensional vector of the form (3.26) with $p=p_{i}$ and $n=n_{l}$. The resulting function turns out to be bounded. To prove this it is convenient to introduce some notation conventions. Let $C$ be a subset of $\{1,2, \ldots, n\}$ with $n^{\prime}$ elements, then we define

$$
\begin{align*}
& Q(C)=\frac{1}{n^{\prime}} \sum_{i \in C} x_{i} \\
& \varphi(C, x)=\exp \left(-\frac{|c|}{4} \sum_{i, j \in C}\left|x_{i}-x_{j}\right|\right) \tag{3.28}
\end{align*}
$$

Observe that given a vector $k$ of the form (3.26), then on the region $x_{1} \leqslant x_{2} \leqslant \ldots \leqslant x_{n}$ we have that

$$
\begin{gather*}
\exp \left(i \sum_{j} k_{j} x_{j}\right)=\exp [i p Q(C)] \varphi(C, x) \\
C=\{1,2, \ldots, n\} \tag{3.29}
\end{gather*}
$$

Let us consider now a vector $k$ of the form (3.27). We denote by $C_{1}, \ldots, C_{r}$ the cluster decomposition of the set $\left\{1,2, \ldots, n=n_{1}+\cdots+n_{r}\right\}$ given by

$$
\begin{align*}
& C_{1}=\left\{1,2, \ldots, n_{1}\right\} \\
& C_{2}=\left\{n_{1}+1, n_{1}+2, \ldots, n_{1}+n_{2}\right\}, \ldots \\
& C_{r}=\left\{n-n_{r}+1, \ldots, n\right\} \tag{3.30}
\end{align*}
$$

It is not difficult to prove the following two properties.
(i) The coefficient $\xi(\sigma, k)$ is different from zero only for those $\sigma$ such that

$$
\begin{equation*}
\forall i, j \epsilon C_{l}(l=1, \ldots, r) / i<j \Rightarrow \sigma^{-1}(i)<\sigma^{-1}(j) \tag{3.31}
\end{equation*}
$$

(ii) Given $\sigma$ verifying (3.31), then on the region $x_{1} \leqslant x_{2} \leqslant \cdots \leqslant x_{n}$,

$$
\begin{align*}
& \exp \left(i \sum_{j} k_{\sigma(j)} x_{j}\right) \\
& \quad=\prod_{l=1}^{r} \exp \left\{i p_{l} Q\left[\sigma^{-1}\left(C_{l}\right)\right]\right\} \varphi\left[\sigma^{-1}\left(C_{l}\right), x\right] \tag{3.32}
\end{align*}
$$

where $\sigma^{-1}\left(C_{l}\right)=\left\{\sigma^{-1}(i): i \epsilon C_{l}\right\}$.
Therefore the wave function of a state of the form (3.19)-(3.20) on the region $x_{1} \leqslant x_{2} \leqslant \cdots \leqslant x_{n}$ is

$$
\begin{equation*}
N \sum_{\sigma}^{\prime} \xi(\sigma, k) \prod_{l=1}^{r} \exp \left\{i p_{l} Q\left[\sigma^{-1}\left(C_{l}\right)\right]\right\} \varphi\left[\sigma^{-1}\left(C_{l}\right), x\right] \tag{3.33}
\end{equation*}
$$

where $k=p^{(1)} \oplus \cdots \oplus p^{(r)}$ and the sum extends to all the permutations $\sigma$ satisfying (3.31). The normalization constant $N$ is given by

$$
\begin{align*}
N= & (-1)^{n}(2 \pi|c|)^{-r / 2}|c|^{n / 2} \\
& \times \prod_{l=1}^{r}\left(\frac{\left(n_{l}-1\right)!!}{n_{l}}\right)^{1 / 2}, \quad n=n_{1}+\cdots+n_{r} \tag{3.34}
\end{align*}
$$

Each term in the sum (3.33) describes a motion of $n$ particles
of mass $\frac{1}{2}$ distributed into $r$ fragments of $n_{l}(l=1, \ldots, r)$ particles. The wave function for each fragment with $n_{l}>1$ represents a bound state of its constituent particles whose center of mass moves freely. By considering a wave packet formed from (3.33), one sees that due to (3.20) the only term which remains in the region $x_{1} \leqslant x_{2} \leqslant \cdots \leqslant x_{n}$ as $t \rightarrow-\infty$ is that corresponding to the identical permutation $\sigma=e$. Moreover, from (3.23) we have that $\xi(e, k)=1$. Thus, the wave function (3.33) is a state of $n$ bosons which as $t \rightarrow-\infty$ describes a motion of $r$ freely moving fragments with masses $\frac{1}{2} n_{l}$, momenta $p_{l}$, and internal energy $-\left(c^{2} / 12\right)\left(n_{l}^{3}-n_{l}\right)$. This result provides a clear picture of the concept of quantum soliton. We may identify the quantum solitons with the asymptotic fragments arising in the evolution of the scattering state (3.19)-(3.20) as $t \rightarrow-\infty$. In this way, the fields $\phi_{n}^{\dagger}(k)$ introduced in (3.6) are creation fields for incoming solitons.

A similar analysis shows that the fields defined by

$$
\begin{align*}
\hat{\phi}_{n}^{\dagger}(p)= & R_{n}^{\dagger}(p) \prod_{n^{\prime}>1} \exp \left[\int_{-\infty}^{\infty} d p^{\prime} \theta\left(\frac{p^{\prime}}{n^{\prime}}-\frac{p}{n}\right)\right. \\
& \left.\times \ln S_{n n^{\prime}}\left(\frac{p^{\prime}}{n^{\prime}}-\frac{p}{n}\right) R_{n^{\prime}}^{\dagger}\left(p^{\prime}\right) R_{n^{\prime}}\left(p^{\prime}\right)\right] \tag{3.35}
\end{align*}
$$

are creation fields for outgoing solitons. In terms of these fields the Galilean generators take the same form as in (3.7). Moreover, we may construct outgoing states of $r$ solitons

$$
\begin{align*}
& \left|p_{1} n_{1} ; \ldots ; p_{r} n_{r}\right\rangle^{\prime} \\
& \qquad \begin{array}{l}
=\hat{\phi}_{n_{1}}^{\dagger}\left(p_{1}\right) \ldots \hat{\phi}_{n_{r}}^{+}\left(p_{r}\right)|0\rangle=\prod_{i<j}\left[\theta\left(\frac{p_{i}}{n_{i}}-\frac{p_{j}}{n_{j}}\right)\right. \\
\left.\quad+\theta\left(\frac{p_{j}}{n_{j}}-\frac{p_{i}}{n_{i}}\right) S_{n_{i} n_{j}}\left(\frac{p_{j}}{n_{j}}-\frac{p_{i}}{n_{i}}\right)\right] \\
\quad \times R_{n_{1}}^{\dagger}\left(p_{1}\right) \cdots R_{n_{r}}^{+}\left(p_{r}\right)|0\rangle
\end{array},
\end{align*}
$$

and from (3.14) and (3.36) we have that the $S$ matrix for the scattering of $r$ solitons, with masses $n_{i}$ and momenta $p_{i}$ such that $p_{1} / n_{1}>p_{2} / n_{2}>\cdots>p_{r} / n_{r}$, adopts the factorized form ${ }^{19}$

$$
\begin{equation*}
\prod_{i<j} S_{n_{i} n_{j}}\left(\frac{p_{j}}{n_{j}}-\frac{p_{i}}{n_{i}}\right) \tag{3.37}
\end{equation*}
$$

## IV. INTERACTION WITH A UNIFORM CONSTANT ELECTRIC FIELD

Let us consider the action of a uniform constant electric field $E$ on the quantum nonlinear Schrödinger field. The Hamiltonian of the system is now given by

$$
\begin{equation*}
H^{\prime}=\int_{-\infty}^{\infty} d x\left(\psi_{x}^{\dagger} \psi_{x}+c \psi^{\dagger} \psi^{\dagger} \psi \psi-e E x \psi^{\dagger} \psi\right) \tag{4.1}
\end{equation*}
$$

where it is assumed that the charge of the fundamental bosons of the model is equal to $e$. The Heisenberg equation of motion for the field $\psi$ has the form

$$
\begin{equation*}
i \psi_{t}=-\psi_{x x}+2 c \psi^{\dagger} \psi \psi-e E x \psi \tag{4.2}
\end{equation*}
$$

Like its classical version, ${ }^{20}$ the quantum equation (4.2) is exactly integrable. Indeed, by defining the field ${ }^{14}$

$$
\begin{equation*}
\hat{\psi}(t, x)=\psi\left(t, x+e E t^{2}\right) \exp \left\{-i\left[e E t x+\frac{2}{3}(e E)^{2} t^{3}\right]\right\}, \tag{4.3}
\end{equation*}
$$

Eq. (4.2) reduces to the quantum nonlinear Schrödinger equation (1.1) for $\hat{\psi}$. This property may be formulated in terms of wave functions as follows. Given a function $f\left(t, x_{1}, \ldots, x_{n}\right)$ verifying

$$
\begin{equation*}
i \frac{\partial f}{\partial t}=-\sum_{i} \frac{\partial^{2} f}{\partial x_{i}^{2}}+2 c \sum_{i<j} \delta\left(x_{i}-x_{j}\right) f \tag{4.4}
\end{equation*}
$$

then the function

$$
\begin{align*}
F\left(t, x_{1}, \ldots, x_{n}\right)= & f\left(t, x_{1}-e E t^{2}, \ldots, x_{n}-e E t^{2}\right) \\
& \times \exp \left[i\left(e E t \sum_{i} x_{i}-\frac{n}{3}(e E)^{2} t^{3}\right)\right] \tag{4.5}
\end{align*}
$$

satisfies the equation
$i \frac{\partial F}{\partial t}=-\sum_{i} \frac{\partial^{2} F}{\partial x_{i}^{2}}+2 c \sum_{i<j} \delta\left(x_{i}-x_{j}\right) F-e E \sum_{i} x_{i} F$.
By using (4.5) we may determine the effect of the electric field on the quantum solitons of the nonlinear Schrödinger field. If we take as $f$ the wave function (3.33) associated with an incoming state of solitons, then we have that under the action of the electric field solitons move asymptotically with an acceleration equal to $2 e E$. That is to say, solitons of mass $\frac{1}{2} n$ behave as charged particles with charge $n e$.

The exact integrability of (4.2) is a consequence of the properties of the nonlinear Schrödinger field under Galilean transformations. Indeed, the Hamiltonian (4.1) is equal to $H+2 e E K$, where $H$ and $K$ are the Galilean generators defined in (1.4). Then, due to the expressions (3.7c) and (3.7d) the creation fields for incoming solitons verify that

$$
\begin{align*}
& {\left[H^{\prime}, \phi_{n}^{\dagger}(p)\right]} \\
& \quad=\left(\frac{p^{2}}{n}-\frac{c^{2}}{12}\left(n^{3}-n\right)\right) \phi_{n}^{\dagger}(p)+\operatorname{ine} E \frac{\partial \phi_{n}^{\dagger}(p)}{\partial p}, \tag{4.7}
\end{align*}
$$

and therefore the incoming states of solitons evolve according to

$$
\begin{align*}
& \exp \left(-i t H^{\prime}\right)\left\langle p_{1} n_{1} ; \ldots ; p_{r} n_{r}\right\rangle \\
&= \exp \left[-i t \sum_{l}\left(\frac{p_{l}^{2}}{n_{l}}-\frac{c^{2}}{12}\left(n_{l}^{3}-n_{l}\right)+e E p_{l} t\right.\right. \\
&\left.\left.+\frac{1}{3} n_{l}(e E t)^{2}\right)\right]\left|p_{1}(t) n_{1} ; \ldots ; p_{r}(t) n_{r}\right\rangle \tag{4.8}
\end{align*}
$$

where $p_{l}(t)=p_{l}+e E t n_{l}$.
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The Fermi pseudopotential is generalized from three to five dimensions, and the case of an infinite, uniform, equidistant, linear chain of such pseudopotentials is studied in detail. Similar to the three-dimensional case, zero-width resonances are also present in five dimensions. While this generalization is natural and can be carried through formally when the strength is negative, there are basic changes in the underlying structure. These results in five dimensions also apply in four dimensions.

PACS numbers: $02.30 . \mathrm{Tb}, 12.90 .+\mathrm{b}$

## I. INTRODUCTION

The Fermi pseudopotential was first used nearly half a century ago. ${ }^{1}$ The first applications were to problems of nuclear physics, ${ }^{2,3}$ and the later ones to many-body problems. ${ }^{4-7}$ In three dimensions, it is

$$
\begin{equation*}
4 \pi \delta^{3}(\mathbf{r}) \frac{\partial}{\partial r} r \tag{1.1}
\end{equation*}
$$

and is called a pseudopotential because it is an operator instead of a function. In the simplest case, $a$ is a parameter with dimension length; more generally, $a$ can be a function of the energy. ${ }^{4}$ Here we are not going to deal with such energy dependence.

Recently, potentials of the form

$$
\begin{equation*}
\alpha \delta^{3}(\mathbf{r}) \tag{1.2}
\end{equation*}
$$

were studied, ${ }^{8-10}$ where $\alpha$ is infinitesimal. It is now known that $-\nabla^{2}+(1.1)$ and $-\nabla^{2}+(1.2)$ are the same with $\alpha$ and $a$ suitable functions of each other.

There is a general belief that the Fermi pseudopotential exists only in two and three dimensions, but not in higher dimensions. ${ }^{10}$ The reason for this belief, in a nutshell, is as follows. Consider for $\kappa>0$ the free-space Green's function in $d$ dimensions

$$
\begin{equation*}
\left(-\nabla^{2}+\kappa^{2}\right) G_{0}(r)=\delta^{d}(\mathbf{r}) \tag{1.3}
\end{equation*}
$$

It is square integrable in two and three dimensions, but not for $d \geqslant 4$.

Intuitively, it seems that this condition of being square integrable is rather far removed from physics. One of the original ways of motivating the Fermi pseudopotential is to take a repulsive potential such as a hard sphere, and to continue analytically the $s$-wave part of the wave function outside the potential. Thus the wave function for the Fermi pseudopotential (1.1) is physically meaningful only for $r$ away from the origin. With this motivation, square integrability in the vicinity of the origin has no physical interpretation.

It is the purpose of the present paper to initiate the study of Fermi pseudopotentials in higher dimensions by considering the case $d=5$. This value of $d$ has been chosen judiciously. On the one hand, because of the form of the freespace Green's function, the Fermi pseudopotential is simpler
in form when $d$ is odd than when $d$ is even, as already evident by comparing the cases $d=2$ and $d=3$. On the other hand, the case $d=7$ is much more complicated than the case $d=5$, for reasons that are not yet understood.

In three dimensions, since the free-space Green's function has the singularity $r^{-1}$, the operator $(\partial / \partial r) r$ in (1.1) is chosen to annihilate this singularity. In an analogous way, since the free-space Green's function in five dimensions has the singularity $r^{-3}$, the Fermi pseudopotential is chosen to be

$$
\begin{equation*}
4 \pi^{2} a^{3} \delta^{5}(\mathbf{r}) \frac{\partial^{3}}{\partial r^{3}} r^{3} \tag{1.4}
\end{equation*}
$$

where the coefficient $4 \pi^{2}$ is only for convenience. Here $a$ also has the dimension of length. An alternative, entirely equivalent choice is

$$
\begin{equation*}
4 \pi^{2} a^{3} \delta^{5}(\mathbf{r}) \frac{\partial}{\partial r} \frac{2}{r} \frac{\partial}{\partial r} r^{3} \tag{1.5}
\end{equation*}
$$

In Sec. II, the Green's function in the presence of this Fermi pseudopotential (1.4) or (1.5) is obtained explicitly in a completely straightforward way. However, the result is interesting in that it makes sense only for

$$
\begin{equation*}
a \leqslant 0 \tag{1.6}
\end{equation*}
$$

As in the three-dimensional case, $a=\infty$ is allowed. In Sec. III, this Green's function is applied to the case of an infinite equispaced linear chain of Fermi pseudopotentials. It is found that the phenomenon of infinitely narrow resonances, previously known in three dimensions, also occurs in five dimensions. Section IV is devoted to the simplest property of the Green's function of Sec. II as the resolvent operator, and the more mathematical questions of this Fermi pseudopotential in five dimensions are raised in Sec. V, but by no means solved.

The failure of the present procedure in seven dimensions stems from the fact that there the condition (1.6) is replaced by $a \leqslant 0$ and $a \geqslant 0$, or more precisely $a=0$ or $\infty$. Assuming that the mathematical problems discussed in Sec. $V$ can be solved, then the present situation with Fermi pseudopotentials in higher dimensions is as follows. A Fermi pseudopotential can be defined in all dimensions corresponding to $a=\infty$, meaning that the Green's function is defined and has the necessary analytic properties. In four
and five dimensions, a one-parameter family of Fermi pseudopotentials can be defined, analogous to the known cases of two and three dimensions. The situation is as yet unclear in six dimensions.

## II. GREEN'S FUNCTION

## A. Three dimensions

Before obtaining the Green's function in five dimensions in the presence of the Fermi pseudopotential (1.4), we review the corresponding problem in three dimensions with (1.1). The Green's function is defined through the partial differential equation

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}-4 \pi a \delta^{3}(\mathbf{r}) \frac{\partial}{\partial r} r\right) G\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)=-\delta^{3}\left(\mathbf{r}-\mathbf{r}_{0}\right) \tag{2.1}
\end{equation*}
$$

together with the usual boundary conditions at infinity. Let

$$
\begin{equation*}
A=\left.4 \pi a \frac{\partial}{\partial r} r G\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)\right|_{r=0} \tag{2.2}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) G\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)=-\delta^{3}\left(\mathbf{r}-\mathbf{r}_{0}\right)+A \delta^{3}(\mathbf{r}) \tag{2.3}
\end{equation*}
$$

and hence

$$
\begin{equation*}
G\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)=G_{0}\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)-A G_{0}(\mathbf{r}, 0 ; k), \tag{2.4}
\end{equation*}
$$

where $G_{0}\left(\mathbf{r}, \mathrm{r}_{0} ; k\right)$ is the free-space Green's function given explicitly by

$$
\begin{equation*}
G_{0}\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)=e^{i k\left|\mathbf{r}-\mathbf{r}_{0}\right|} / 4 \pi\left|\mathbf{r}-\mathbf{r}_{0}\right| . \tag{2.5}
\end{equation*}
$$

The coefficient $A$ is determined by substituting (2.4) into (2.2) and the result is

$$
\begin{align*}
\boldsymbol{G}\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)= & G_{0}\left(\mathbf{r}, \mathbf{r}_{0} ; k\right) \\
& -[4 \pi a /(1+i k a)] G_{0}(\mathbf{r}, 0 ; k) G_{0}\left(\mathbf{r}_{0}, 0 ; k\right) \tag{2.6}
\end{align*}
$$

This same Green's function is also obtained from the "point interaction" (1.2). This shows that the Fermi pseudopotential and the point interaction are one and the same in three dimensions.

## B. Five dimensions

The derivation in five dimensions is step-by-step the same. We begin with the partial differential equation
$\left(\nabla^{2}+k^{2}-4 \pi^{2} a^{3} \delta^{5}(\mathbf{r}) \frac{\partial^{3}}{\partial r^{3}} r^{3}\right) G\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)=-\delta^{5}\left(\mathbf{r}-\mathbf{r}_{0}\right)$
in five dimensions. Let

$$
\begin{equation*}
A=\left.4 \pi^{2} a^{3} \frac{\partial^{3}}{\partial r^{3}} r^{3} G\left(\mathbf{r}, \mathrm{r}_{0} ; k\right)\right|_{r=0} \tag{2.8}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) G\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)=-\delta^{5}\left(\mathbf{r}-\mathbf{r}_{0}\right)+A \delta^{5}(\mathbf{r}) \tag{2.9}
\end{equation*}
$$

and hence

$$
\begin{equation*}
G\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)=G_{0}\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)-A G_{0}(\mathbf{r}, 0 ; k) \tag{2.10}
\end{equation*}
$$

where $G_{0}\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)$ is the free-space Green's function in five dimensions
$G_{0}\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)=\left(8 \pi^{2}\right)^{-1}\left|\mathbf{r}-\mathbf{r}_{0}\right|^{-3} e^{i k\left|\mathbf{r}-\mathbf{r}_{0}\right|}\left(1-i k\left|\mathbf{r}-\mathbf{r}_{0}\right|\right)$.
Again, the coefficient $A$ is determined by substituting (2.10) into (2.8), and the result is

$$
G\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)=G\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)-B(k) G_{0}(\mathbf{r}, 0 ; k) G_{0}\left(\mathbf{r}_{0}, 0 ; k\right)
$$

where

$$
\begin{equation*}
B(k)=24 \pi^{2} a^{3} /\left(1+i k^{3} a^{3}\right) \tag{2.13}
\end{equation*}
$$

In spite of the close similarity of the results, $B(k)$ has new and interesting features. If $a<0$, there is a bound state with binding energy $a^{-2}$ and bound-state wave function

$$
\begin{equation*}
r^{-3} e^{-r /|a|}(1+r /|a|) . \tag{2.14}
\end{equation*}
$$

When $a>0$, there are complex poles located at

$$
k=a^{-1} e^{i \pi / 6}
$$

and

$$
\begin{equation*}
k=a^{-1} e^{5 i \pi / 6} \tag{2.15}
\end{equation*}
$$

If such complex poles are not acceptable, in five dimensions $a$ cannot be positive. More precisely, in five dimensions, $a$ can be zero (which is trivial), negative, or infinity. In the last case, $B(k)$ is simply

$$
\begin{equation*}
-i 24 \pi^{2} k^{-3} \tag{2.16}
\end{equation*}
$$

## III. ONE-DIMENSIONAL ARRAY

As an example of utilizing the Fermi pseudopotential (1.4) in five dimensions, we study in this section the case of the one-dimensional equispaced linear chain of infinite length. Before specializing to this case, let a finite or infinite number of Fermi pseudopotentials be located in general at $\mathbf{r}_{j}$. With $R_{j}=\left|\mathbf{r}-\mathbf{r}_{j}\right|$, the Hamiltonian is

$$
\begin{equation*}
H=-\nabla^{2}+\sum_{j} \delta^{5}\left(\mathbf{r}-\mathbf{r}_{j}\right) 4 \pi^{2} a_{j}^{3} \frac{\partial^{3}}{\partial R_{j}^{3}} R_{j}^{3} \tag{3.1}
\end{equation*}
$$

The solution of the Schrödinger equation

$$
\begin{equation*}
H \psi=k^{2} \psi \tag{3.2}
\end{equation*}
$$

follows closely the procedure of Sec. II B. Equation (3.2) is explicitly

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \psi=\sum_{j} A_{j} \delta^{5}\left(\mathbf{r}-\mathbf{r}_{j}\right) \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{j}=\left.4 \pi^{2} a_{j}^{3} \frac{\partial^{3}}{\partial R_{j}^{3}} R_{j}^{3} \psi\right|_{R_{j}=0} \tag{3.4}
\end{equation*}
$$

In the absence of an incident field, the solution of (3.3) is

$$
\begin{equation*}
\psi=-\sum_{j} A_{j}\left(8 \pi^{2} R_{j}^{3}\right)^{-1} e^{i k R_{j}}\left(1-i k R_{j}\right) \tag{3.5}
\end{equation*}
$$

Substitution into (3.4) then yields the following linear equations for the determination of $A_{j}$ and hence $\psi$ from (3.5):

$$
\begin{equation*}
\left(1+i k^{3} a_{j}^{3}\right) A_{j}+3 a_{j}^{3} \sum_{l \neq j} r_{j l}^{-3} e^{i k r_{l}}\left(1-i k r_{j l}\right) A_{l}=0 \tag{3.6}
\end{equation*}
$$

where $r_{j l}=\left|\mathbf{r}_{j}-\mathbf{r}_{t}\right|$ is the five-dimensional distance between the points $\mathbf{r}_{j}$ and $\mathbf{r}_{i}$. Given $a_{j}$ and $\mathbf{r}_{j}$, (3.6) admits a nontrivial solution only for certain values of $k$ : these are the resonances.

We now specialize to the case of an infinite uniform linear array of equal spacing $b$. Thus

$$
\begin{aligned}
& r_{j l}=|j-l| b, \\
& a_{j}=a,
\end{aligned}
$$

independent of $j$, and

$$
\begin{equation*}
A_{j}=e^{i j \beta} \tag{3.7}
\end{equation*}
$$

where $\beta$ specifies the reduced Hamiltonian. For this case, the fundamental equations (3.6) simplify to one transcendental equation

$$
\begin{equation*}
1+i k^{3} a^{3}+3\left(\frac{a}{b}\right)^{3} \sum_{j \neq 0}|j|^{-3} e^{i k|j| b}(1-i k|j| b) e^{i j \beta}=0 \tag{3.8}
\end{equation*}
$$

In three dimensions, the salient feature of such an infinite uniform linear chain is the presence of infinitely narrow resonances. The zero width of the resonance is intimately related to the infinite length of the array. If the array is suitably terminated or bent into a closed curve such as a circle, the width becomes nonzero but small. ${ }^{11}$ Such narrow resonances are the quantum-mechanical analog of the corresponding electromagnetic phenomenon associated with the Yagi-Uda antenna array ${ }^{12}$ often used with television sets.

This phenomenon also occurs in the present case of a linear chain in five dimensions. This means the existence of real $k$ 's as solutions to (3.8) provided that $a, b$, and $\beta$ are in suitable ranges. First of all, the zero width of the resonance implies the absence of a radiation field, and hence

$$
\begin{equation*}
\beta>k b \tag{3.9}
\end{equation*}
$$

Let the condition (3.8) be rewritten in the form

$$
\begin{equation*}
\frac{1}{3}\left(\frac{b}{a}\right)^{3}+\frac{1}{3} i k^{3} b^{3}=-\sum_{j \neq 0}|j|-3 e^{i k|j| b}(1-i k|j| b) e^{i j \beta} \tag{3.10}
\end{equation*}
$$

then

$$
\begin{align*}
\text { rhs of }(3.10)= & \int_{0}^{e^{i(\beta+k b)}} z^{-1} d z \\
& \times[\ln (1-z)](i \beta-\ln z)+(\beta \rightarrow-\beta) . \tag{3.11}
\end{align*}
$$

Deform the path of integration in the $z$ plane so that it goes from 0 to 1 along the positive real axis and then from 1 to $e^{i( \pm \beta-\ln z)}$ along the unit circle. As the first part of the contour gives a Riemann $\zeta$-function $\zeta$ (3), (3.11) reduces to, by (3.9),

$$
\begin{align*}
\text { rhs of }(3.10)= & -2 \zeta(3)+\int_{0}^{\beta+k b} d \theta(\theta-\beta) \\
& \times\left[\ln \left(2 \sin \frac{\theta}{2}\right)-\frac{1}{2} i(\pi-\theta)\right] \\
& +\int_{0}^{-\beta+k b} d \theta(\theta+\beta) \\
& \times\left[\ln \left(-2 \sin \frac{\theta}{2}\right)+\frac{1}{2} i(\pi+\theta)\right] \tag{3.12}
\end{align*}
$$

Thus the imaginary part can be explicitly calculated as

$$
\begin{equation*}
\text { Imaginary part of rhs of }(3.10)=\frac{1}{3} k^{3} b^{3} \tag{3.13}
\end{equation*}
$$

and consequently (3.10) has the real form

$$
\begin{align*}
& \frac{1}{3}\left(\frac{b}{a}\right)^{3}+2 \zeta(3)-\left(\int_{0}^{\beta+k b}+\int_{0}^{\beta-k b}\right) d \theta(\theta-\beta) \\
& \quad \times \ln \left(2 \sin \frac{\theta}{2}\right)=0 \tag{3.14}
\end{align*}
$$

Remember that $a<0$ while $b>0$. The solutions of (3.14) give the locations of infinitely narrow resonances.

## IV. RESOLVENT EQUATION

The example of the last section shows that the Fermi pseudopotential in five dimensions is of use. We now return to the case of a single Fermi pseudopotential already treated in Sec. III B to study some simple properties of the Green's function (2.12). Let the Hamiltonian be

$$
\begin{equation*}
H=-\nabla^{2}+4 \pi^{2} a^{3} \delta^{5}(\mathbf{r}) \frac{\partial^{3}}{\partial r^{3}} r^{3} \tag{4.1}
\end{equation*}
$$

then $G\left(\mathbf{r}, \mathbf{r}_{0} ; k\right)$ is the coordinate representation of $\left(H-k^{2}\right)^{-1}$. Since $H$ commutes with itself, this operator satisfies the resolvent equation

$$
\begin{align*}
& \left(k^{2}-k^{\prime 2}\right)\left(H-k^{2}\right)^{-1}\left(H-k^{\prime 2}\right)^{-1} \\
& =\left(H-k^{2}\right)^{-1}-\left(H-k^{\prime 2}\right)^{-1} . \tag{4.2}
\end{align*}
$$

Expressed in terms of $G\left(\mathbf{r}, \mathbf{r}_{0} ; k\right),(4.2)$ is

$$
\begin{gather*}
\left(k^{2}-k^{\prime 2}\right) \int d^{5} \mathbf{r}^{\prime \prime} G\left(\mathbf{r}, \mathbf{r}^{\prime \prime} ; k\right) G\left(\mathbf{r}^{\prime}, \mathbf{r}^{\prime \prime} ; k^{\prime}\right) \\
=G\left(\mathbf{r}, \mathbf{r}^{\prime} ; k\right)-G\left(\mathbf{r}, \mathbf{r}^{\prime} ; k^{\prime}\right) \tag{4.3}
\end{gather*}
$$

In what sense is this formula correct?
The difficulty stems from the fact that in five dimensions the free-space Green's function is not square integrable, as discussed in the Introduction. Thus, in the usual sense of integration, the integral on the left-hand side of (4.3) does not exist.

Fortunately, since the divergent integral is of the form $\int r^{-6} d^{5} \mathbf{r}$, formulas familiar in dimensional regularization ${ }^{13,14}$ can be invoked. The relevant one is

$$
\begin{equation*}
\int r^{-6} d^{5} \mathbf{r}=0 \tag{4.4}
\end{equation*}
$$

Equation (4.4) gives a meaning to the left-hand side of (4.3), because the $G_{0}$ of (2.11) is of the form

$$
\begin{equation*}
G_{0}(\mathbf{r}, 0 ; k)=\left(8 \pi^{2}\right)^{-1} r^{-3}\left[1+O\left(r^{2}\right)\right] \tag{4.5}
\end{equation*}
$$

for small $r$. The rest of the verification for (4.3) is straightforward.

## V. DISCUSSIONS

We have seen that the Fermi pseudopotential (1.1) in three dimensions can be naturally generalized to (1.4) or equivalently (1.5) in five dimensions. With this natural generalization, the formal manipulations are only slightly changed. The underlying mathematical structure, however, is altered in a profound manner. While $-\nabla^{2}+(1.1)$ gives rise to a self-adjoint operator in the space of square integrable functions, it is not clear whether (4.1) is self-adjoint in any sense. A first question that needs to be answered is: Does there exist a Hilbert space of functions such that the resolvent as explicitly given by (2.12) is bounded and satisfies the resolvent equation (4.2)? We do not know the answer to this and numerous related questions. By explicit examples, we do know, however, that the Fermi pseudopotential (1.4) in five dimensions is useful. It is a challenge to mathematical physicists to construct a consistent theory of this new Fermi pseudopotential.

There is one other fundamental difference between (1.1) and (1.4). In three dimensions, (1.1) can be approximated by a short-range square-well attractive potential of suitable
strength. This is the basis for the successful application of nonstandard analysis. ${ }^{8}$ On the contrary, in five dimensions, such an approximation does not seem to exist for the Fermi pseudopotential (1.4).

We conclude with a list of Fermi pseudopotentials in two to six dimensions, where the overall constant is omitted: two dimensions,

$$
\delta^{2}(\mathbf{r}) r(\ln r)^{2} \frac{\partial}{\partial r}(\ln r)^{-1}
$$

three dimensions,

$$
\delta^{3}(\mathbf{r}) \frac{\partial}{\partial r} r ;
$$

four dimensions,

$$
\delta^{4}(\mathbf{r}) r(\ln r)^{2} \frac{\partial}{\partial r}(\ln r)^{-1} r^{-1} \frac{\partial}{\partial r} r^{2}
$$

five dimensions,

$$
\delta^{5}(\mathbf{r}) \frac{\partial^{3}}{\partial r^{3}} r^{3}
$$

and six dimensions

$$
\delta^{2}(\mathbf{r}) r(\ln r)^{2} \frac{\partial}{\partial r}(\ln r)^{-1} r^{-1} \frac{\partial}{\partial r} r^{-1} \frac{\partial}{\partial r} r^{4}
$$

There may be some problems with the last one.
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The geometric method for constructing the nonlinear chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant Yang-Mills
Lagrangian in curved isospin space given by Meetz for a particular choice of coordinates is generalized to an arbitrary system of coordinates in curved isospin space. The resulting Lagrangian coincides with the general nonlinear chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant Yang-Mills Lagrangian constructed previously using the matrix method.
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## I. INTRODUCTION

The purpose of this paper is to generalize the geometric method suggested by Meetz ${ }^{1}$ for constructing the nonlinear chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant Yang-Mills Lagrangian for the pion-nucleon- $\rho$-meson ( $\pi-N-\rho$ ) system using curved isospin space. Meetz' construction was based on a particularly simple choice of coordinates in curved isospin space such that the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2} \approx \mathrm{SO}(4)$ four-vector $\xi^{\alpha}$ ( $\alpha=1,2,3,4$ ) was identified with the isovector pion field $\varphi^{a}$ ( $a=1,2,3$ ) according to $\xi^{\alpha}=\left(\varphi^{a}, \xi^{4}\right)$. The four-vector $\xi^{\alpha}$ transforms linearly as the $\left(\frac{1}{2}, \frac{1}{2}\right)$ representation of the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ group, and hence its length $\delta_{\alpha \beta} \xi^{\alpha} \xi^{\beta}$ is an $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant. A suitable normalization of this length then determines $\xi^{4}$ in terms of $\varphi^{a}$ and hence defines a threedimensional curved isospin space embedded in the four-dimensional Euclidean space spanned by $\xi^{\alpha}$. The three components of the pion field $\varphi^{a}$ can be used as general curvilinear coordinates in this three-dimensional curved isospin space. The methods of Riemannian geometry as well as the techniques of Yang-Mills theory can then be employed for constructing a nonlinear chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant Yang-Mills Lagrangian for the $\pi-N-\rho$ system. The resulting Lagrangian turns out to be a special case of the general nonlinear chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant Yang-Mills Lagrangian for the $\pi-N-\rho$ system constructed previously using the matrix method. ${ }^{2}$ The reason for this lack of generality in the geometric method of construction used by Meetz is that the identification of the four-vector $\xi^{\alpha}$ in terms of the pion field $\varphi^{a}$ assumed by Meetz is not the most general possible. In the following we will identify the components of the four-vector $\xi^{\alpha}$ in terms of the pion field $\varphi^{a}$ according to $\xi^{\alpha}=\left(2 f \rho \varphi^{a}, \sigma\right)$, where $\sigma$ and $\rho$ are functions of the dimensionless variable $f^{2} \varphi^{2}, f$ is a coupling parameter with the dimension of length, and $\varphi^{2}=\delta_{i j} \varphi^{i} \varphi^{j}(i, j=1,2,3)$. Even though a normalization of the length of the four-vector $\xi^{\alpha}$ will put some restriction on the form of the functions $\sigma$ and $\rho$, the identification of the four-vector $\xi^{\alpha}$ in terms of the pion field adopted here is the most general possible. This identification coupled with the geometric method of Meetz leads to the most general nonlinear chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant Yang-Mills Lagrangian for the $\pi-N-\rho$ system that was obtained previously using the matrix method.

## II. CURVED ISOSPIN SPACE

We begin by considering a four-dimensional internal Euclidean space spanned by a real, dimensionless four-vector field $\xi^{\alpha}(x)$. Under the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2} \approx \mathrm{SO}(4)$ group, $\xi^{\alpha}$ is assumed to transform linearly as the $\left(\frac{1}{2}, \frac{1}{2}\right)$ representation according to

$$
\begin{equation*}
\xi^{\alpha^{\prime}}=R_{\beta}^{\alpha} \xi^{\beta}, \quad \alpha, \beta=1,2,3,4, \tag{1a}
\end{equation*}
$$

where the $4 \times 4$ matrix $R$ satisfies the conditions

$$
\begin{align*}
& R R^{T}=R^{T} R=I  \tag{lb}\\
& \operatorname{det} R=1 \tag{1c}
\end{align*}
$$

The length $\delta_{\alpha \beta} \xi^{\alpha} \xi^{\beta}$ of the four-vector $\xi^{\alpha}$ is an $\mathrm{SU}_{2}$ $\times \mathrm{SU}_{2} \approx \mathrm{SO}(4)$ invariant, and without loss of generality we will normalize this length to unity so that

$$
\begin{equation*}
\delta_{\alpha \beta} \xi^{\alpha} \xi^{\beta} \equiv \xi \cdot \xi+\left(\xi^{4}\right)^{2}=1 \tag{1d}
\end{equation*}
$$

where $\boldsymbol{\xi}=\left(\xi^{1}, \xi^{2}, \xi^{3}\right)$ and $\xi \cdot \xi=\delta_{i j} \xi^{i \xi^{j}}$. This normalization condition defines a three-dimensional curved isospin space with constant curvature embedded in the four-dimensional Euclidean space. We will restrict our attention to the upper hemisphere of the three-dimensional curved isospin space defined by

$$
\begin{equation*}
\xi^{4}=+\sqrt{1-\boldsymbol{\xi} \cdot \boldsymbol{\xi}} \tag{1e}
\end{equation*}
$$

and we will choose the three components of the pion field $\varphi^{a}$ as general curvilinear coordinates in this three-dimensional curved isospin space. Further, we will identify the components of the four-vector $\xi^{\alpha}$ in terms of the components of the pion field according to

$$
\begin{equation*}
\xi^{\alpha}=\left(2 f \rho \varphi^{a}, \sigma\right) . \tag{2a}
\end{equation*}
$$

The normalization condition (1d) gives a relation between $\sigma$ and $\rho$ of the form

$$
\begin{equation*}
\sigma^{2}+4 f^{2} \rho^{2} \varphi^{2}=1 \tag{2b}
\end{equation*}
$$

so that, in general, $\sigma$ and $\rho$ are given by ${ }^{3}$

$$
\begin{align*}
& \sigma\left(f^{2} \varphi^{2}\right)=1-2 f^{2} \varphi^{2}+O\left(f^{4}\right)  \tag{2c}\\
& \rho\left(f^{2} \varphi^{2}\right)=1+O\left(f^{2}\right) \tag{2d}
\end{align*}
$$

but are otherwise arbitrary. Our identification of the fourvector $\xi^{\alpha}$ in terms of the pion field given in Eq. (2a) is the most general possible. The special case considered by Meetz
corresponds to the choice $\rho=1$.
The chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2} \approx \mathrm{SO}(4)$ group is represented linearly in the four-dimensional Euclidean space as

$$
\begin{align*}
& \xi^{i}=R_{j}^{i} \xi^{j}+R_{4}^{i} \xi^{4}  \tag{3a}\\
& \xi^{4^{\prime}}=R_{j}^{4} \xi^{j}+R_{4}^{4} \xi^{4} . \tag{3b}
\end{align*}
$$

However, in the three-dimensional curved isospin space with the pion field $\varphi^{a}$ as coordinates, the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ group induces a nonlinear transformation on the pion field according to

$$
\begin{align*}
& \left(2 f \rho \varphi^{a}\right)^{\prime}=R_{b}^{a}\left(2 f \rho \varphi^{b}\right)+R_{4}^{a} \sigma,  \tag{3c}\\
& (\sigma)^{\prime}=R_{4}^{4} \sigma+R_{b}^{4}\left(2 f \rho \varphi^{b}\right) . \tag{3d}
\end{align*}
$$

In order to obtain the explicit form of the infinitesimal chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformations of the pion field, we write the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformation matrix $R^{\alpha}{ }_{\beta}$ as

$$
\begin{equation*}
R_{\beta}^{\alpha}=\delta_{\beta}^{\alpha}+\epsilon_{\beta}^{\alpha}, \tag{4a}
\end{equation*}
$$

where $\epsilon^{\alpha}{ }_{\beta}$ are the infinitesimal chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ parameters satisfying

$$
\begin{equation*}
\epsilon_{\beta}^{\alpha}+\epsilon_{\beta}^{\alpha}=0 \tag{4b}
\end{equation*}
$$

Then from Eqs. (3c) and (3d) we find that under the infinitesimal chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformations, the quantities ( $2 f \rho \varphi^{a}$ ) and $\sigma$ transform according to

$$
\begin{align*}
& \delta\left(2 f \rho \varphi^{a}\right)=\epsilon_{b}^{a}\left(2 f \rho \varphi^{b}\right)+\epsilon_{4}^{a} \sigma,  \tag{4c}\\
& \delta \sigma=\epsilon_{b}^{4}\left(2 f \rho \varphi^{b}\right), \tag{4~d}
\end{align*}
$$

and if we define

$$
\begin{align*}
& \epsilon_{b}^{a} \varphi^{b}=\epsilon^{a b c} \varphi_{b} \omega_{c}  \tag{4e}\\
& \epsilon_{4}^{a}=-v^{a} \tag{4f}
\end{align*}
$$

where $\omega^{a}$ and $\nu^{a}$ are, respectively, the real infinitesimal isospin and chiral parameters and $\epsilon^{a b c}$ is the Levi-Civita tensor with $\epsilon^{123}=1$, then the infinitesimal chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformation for the pion field can be written as ${ }^{4}$

$$
\begin{equation*}
\delta \varphi^{a}=-f^{a b}(\varphi) \omega_{b}-F^{a b}(\varphi) v_{b} \tag{4g}
\end{equation*}
$$

where

$$
\begin{align*}
& f^{a b}(\varphi)=\epsilon^{a b c} \varphi_{c}  \tag{4h}\\
& F^{a b}(\varphi)=(1 / 2 f)\left[(\sigma / \rho) \delta^{a b}+4 f^{2} \varphi^{a} \varphi^{b}\left(\rho^{\prime} / \sigma^{\prime}\right)\right] \tag{4i}
\end{align*}
$$

and a prime on $\sigma$ and $\rho$ denotes a derivative with respect to the dimensionless variable $f^{2} \varphi^{2}$. We note that the isospin subgroup of the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ group is represented linearly on the pion field, whereas under the chiral transformations the pion field transforms nonlinearly.

The infinitesimal line element in the four-dimensional Euclidean space given by

$$
\begin{equation*}
d s^{2}=\left(1 / 4 f^{2}\right) \delta_{\alpha \beta} d \xi^{\alpha} d \xi^{\beta} \tag{5a}
\end{equation*}
$$

is an $\mathrm{SU}_{2} \times \mathrm{SU}_{2} \approx \mathrm{SO}(4)$ invariant. In the three-dimensional curved isospin space, the four-vector $\xi^{\alpha}$ is specified in terms of the pion field by Eq. (2a) so that

$$
\begin{equation*}
\xi^{\alpha}=\xi^{\alpha}\left(\varphi^{\alpha}\right) \tag{5b}
\end{equation*}
$$

and hence

$$
\begin{equation*}
d \xi^{\alpha}=\frac{\partial \xi^{\alpha}}{\partial \varphi^{a}} d \varphi^{a} \tag{5c}
\end{equation*}
$$

Thus the $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant line element (5a) can be written in terms of the pion field as

$$
\begin{align*}
d s^{2} & =\left(1 / 4 f^{2}\right) \delta_{\alpha \beta} \frac{\partial \xi^{\alpha}}{\partial \varphi^{a}} \frac{\partial \xi^{\beta}}{\partial \varphi^{b}} d \varphi^{a} d \varphi^{b} \\
& \equiv g_{a b}(\varphi) d \varphi^{a} d \varphi^{b}, \tag{5~d}
\end{align*}
$$

where $g_{a b}(\varphi)$ is the covariant metric in the three-dimensional curved isospin space defined by

$$
\begin{equation*}
g_{a b}(\varphi)=\left(1 / 4 \mathrm{f}^{2}\right) \frac{\partial \xi^{a}}{\partial \varphi^{a}} \frac{\partial \xi^{\beta}}{\partial \varphi^{b}} \delta_{\alpha \beta} \tag{5e}
\end{equation*}
$$

From Eqs. (2a) and (5e) we find that ${ }^{3}$,

$$
\begin{equation*}
g_{a b}(\varphi)=\rho^{2}\left[\delta_{a b}+f^{2} \varphi_{a} \varphi_{b}\left\{\frac{\sigma^{\prime 2}-4 \rho^{4}}{\rho^{2}\left(1-\sigma^{2}\right)}\right\}\right] \tag{5f}
\end{equation*}
$$

and the corresponding contravariant metric defined according to

$$
\begin{equation*}
g^{a b} g_{b c}=\delta_{c}^{a} \tag{5~g}
\end{equation*}
$$

is given by

$$
\begin{equation*}
g^{a b}(\varphi)=\frac{1}{\rho^{2}}\left[\delta^{a b}-f^{2} \varphi^{a} \varphi^{b}\left\{\frac{4 \rho^{2}\left(\sigma^{\prime 2}-4 \rho^{4}\right)}{\sigma^{\prime 2}\left(1-\sigma^{2}\right)}\right\}\right] \tag{5h}
\end{equation*}
$$

If we define the square roots of the covariant and contravariant metrices as

$$
\begin{align*}
& \left(g^{1 / 2}\right)_{a b}\left(g^{1 / 2}\right)_{c d} g^{b c}=g_{a d}  \tag{5i}\\
& \left(g^{1 / 2}\right)^{a b}\left(g^{1 / 2}\right)_{b c}=\delta_{c}^{a} \tag{5j}
\end{align*}
$$

then we find that

$$
\begin{align*}
& \left(g^{1 / 2}\right)_{a b}=\rho\left[\delta_{a b}+2 f^{2} \varphi_{a} \varphi_{b}\left\{\frac{\rho^{\prime}}{\rho}-\frac{\sigma^{\prime}}{1+\sigma}\right\}\right]  \tag{5k}\\
& \left(g^{1 / 2}\right)^{a b}=\frac{1}{p}\left[\delta^{a b}-4 f^{2} \varphi^{a} \varphi^{b}\left\{\frac{\rho^{2}}{1+\sigma}-\frac{\rho \rho^{\prime}}{\sigma^{\prime}}\right\}\right] \tag{51}
\end{align*}
$$

Under an $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ coordinate transformation in curved isospin space defined by

$$
\begin{equation*}
\varphi^{a^{\prime}}=\varphi^{a^{\prime}}(\varphi) \tag{6a}
\end{equation*}
$$

the infinitesimal $d \varphi^{a}$ transforms as a contravariant vector. Moreover, the space-time derivative $\partial_{\mu} \varphi^{a}$ also transforms as a contravariant vector since we have

$$
\begin{equation*}
\partial \mu \varphi^{a^{\prime}}=\frac{\partial \varphi^{a^{\prime}}}{\partial \varphi^{b}} \partial_{\mu} \varphi^{b} \tag{6~b}
\end{equation*}
$$

The transformation law for the covariant metric $g_{a b}(\varphi)$ follows from Eq. (5e) as

$$
\begin{align*}
g_{a b}\left(\varphi^{\prime}\right) & \equiv \frac{\partial \xi^{a^{\prime}}}{\partial \varphi^{a^{\prime}}} \frac{\partial \xi^{\beta^{\prime}}}{\partial \varphi^{b^{\prime}}} \delta_{\alpha \beta} \\
& =\frac{\partial \varphi^{c}}{\partial \varphi^{a^{\prime}}} \frac{\partial \varphi^{d}}{\partial \varphi^{b^{\prime}}} g_{c d}(\varphi) \tag{6c}
\end{align*}
$$

so that it transforms as a second-rank covariant tensor, and hence by Eq. ( 5 g ) the contravariant metric $g^{a b}(\varphi)$ transforms as a second-rank contravariant tensor. Thus from Eqs. (6b) and ( 6 c ), we can define the covariant space-time derivative of $\varphi^{a}$ as

$$
\begin{equation*}
\partial_{\mu} \varphi_{a}=g_{a b}(\varphi) \partial_{\mu} \varphi^{b} \tag{6~d}
\end{equation*}
$$

Also since the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ group is an invariance group
of the infinitesimal line element (5a), we have the isometry relation ${ }^{5}$

$$
\begin{equation*}
g_{a b}^{\prime}\left(\varphi^{\prime}\right)=g_{a b}\left(\varphi^{\prime}\right) . \tag{6e}
\end{equation*}
$$

The chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant Lagrangian for the pion field that is at most quadratic in space-time derivatives of the pion field and that reduces to the free pion Lagrangian in lowest order in the coupling parameter $f$ is now uniquely given by

$$
\begin{equation*}
\mathscr{L}_{\pi}=\frac{1}{2} g_{a b}(\varphi) \partial_{\mu} \varphi^{a} \partial_{\nu} \varphi^{b} \eta^{\mu v} \tag{7a}
\end{equation*}
$$

where $\eta^{\mu \nu}$ is the Lorentz metric tensor defined as $\eta_{\mu \nu}=\eta^{\mu \nu}$ $=\operatorname{diag}(1,-1,-1,-1)$. The corresponding chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant action for the pion field given by

$$
\begin{equation*}
I=\frac{1}{2} \int d^{4} x \eta^{\mu v} \partial_{\mu} \varphi^{a} \partial_{v} \varphi^{b} g_{a b}(\varphi) \tag{7b}
\end{equation*}
$$

has the form of field theories that are harmonic mappings of Riemannian manifolds. ${ }^{6}$ The chiral covariant equation of motion for the pion field obtained by varying the action given in Eq. (7b) is

$$
\begin{equation*}
\eta_{\mu \nu}\left[\partial^{\mu} \partial^{v} \varphi^{a}+\Gamma_{b c}^{a}(\varphi) \partial^{\mu} \varphi^{b} \partial^{v} \varphi^{c}\right]=0, \tag{7c}
\end{equation*}
$$

where $\Gamma_{b c}^{a}(\varphi)$ is the Christoffel symbol for the curved isospin metric $g_{a b}(\varphi)$ defined as

$$
\begin{equation*}
\Gamma_{b c}^{a}=\frac{1}{2} g^{a d}\left[\partial_{b} g_{c d}+\partial_{c} g_{b d}-\partial_{d} g_{b c}\right] \tag{7d}
\end{equation*}
$$

where

$$
\partial_{c} g_{a b}=\frac{\partial g_{a b}}{\partial \varphi^{c}}
$$

The chiral covariant derivative of a contravariant vector $v^{a}(\varphi)$ in curved isospin space can be defined as usual in terms of the Christoffel symbol according to ${ }^{5}$

$$
\begin{equation*}
\nabla_{b} v^{a}=\partial_{b} v^{a}+\Gamma_{b c}^{a} v^{c}, \tag{8a}
\end{equation*}
$$

where

$$
\partial_{a} \nu^{b}=\frac{\partial v^{b}}{\partial \varphi^{a}},
$$

so that $\nabla_{b} v^{a}$ transforms as a second-rank mixed tensor in curved isospin space. If we define a chiral covariant spacetime derivative of a contravariant vector in curved isospin space according to

$$
\begin{equation*}
D_{\mu} v^{a}=\left(\nabla_{b} v^{a}\right) \partial_{\mu} \varphi^{b}=\partial_{\mu} v^{a}+\Gamma_{b c}^{a} v^{c} \partial_{\mu} \varphi^{b}, \tag{8b}
\end{equation*}
$$

where

$$
\begin{equation*}
\partial_{\mu} v^{a}=\left(\partial_{b} v^{a}\right) \partial_{\mu} \varphi^{b} \tag{8c}
\end{equation*}
$$

then $D_{\mu} v^{a}$ transforms as a covariant vector in Lorentz space and a contravariant vector in curved isospin space. In case the vector $v^{a}$ has an explicit space-time dependence not arising from its dependence on the pion field, Eq. (8c) must be amended as

$$
\begin{equation*}
\partial_{\mu} v^{a}=\left(\partial_{b} v^{a}\right) \partial_{\mu} \varphi^{b}+\hat{\partial}_{\mu} v^{a} \tag{8d}
\end{equation*}
$$

where the caret denotes a space-time derivative due to the explicit space-time dependence of $v^{a}$.

We close this section by defining the triad or dreibein fields $e^{a}{ }_{i}(\varphi)$ according to

$$
\begin{equation*}
e_{i}^{a}(\varphi) e_{j}^{b}(\varphi) \delta^{i j}=g^{a b}(\varphi), \tag{9a}
\end{equation*}
$$

$$
\begin{equation*}
e_{i}^{a}(\varphi) e_{j}^{b}(\varphi) g_{a b}(\varphi)=\delta_{i j} \tag{9b}
\end{equation*}
$$

Then from Eqs. (5i) and (5j) we find that

$$
\begin{equation*}
e_{i}^{a}(\varphi)=\left(g^{1 / 2}\right)_{i}^{a} . \tag{9c}
\end{equation*}
$$

We note that the first index on $e^{a}{ }_{i}(\varphi)$ transforms contravariantly in curved isospin space while the second index is a flat isospin index.

The chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant pion Lagrangian given in Eq. (7a) can now be written as

$$
\begin{align*}
\mathscr{L}_{\pi} & =\frac{1}{2} g_{a b}(\varphi) \partial_{\mu} \varphi^{a} \partial_{v} \varphi^{b} \eta^{\mu v} \\
& =2 f^{2} X_{S_{\mu}}^{i} X_{S_{v}}^{j} \delta_{i j} \eta^{\mu v} \tag{9d}
\end{align*}
$$

where

$$
\begin{equation*}
X_{s_{\mu}}^{i}=(1 / 2 f) \delta^{i j} e_{j}^{a}(\varphi) \partial_{\mu} \varphi_{a} \tag{9e}
\end{equation*}
$$

so that $X_{{ }_{5 \mu}}^{i}$ is the flat isospin-space component of the curved isospin-space vector $\partial_{\mu} \varphi_{a}$.

## III. CHIRAL $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ PION-NUCLEON LAGRANGIAN

In this section we proceed to determine the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformation law for the nucleon field in curved isospin space in order to be able to define a chiral covariant space-time derivative of the nucleon field. This and the result of the preceding section will then permit the construction of a general nonlinear chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant pion-nucleon Lagrangian.

In flat isospin space, the nucleon field transforms according to the two-dimensional fundamental representation of the isospin $\mathrm{SU}(2)$ group generated by the $2 \times 2$ Pauli matrices $\tau^{i}$ satisfying the anticommutation relation

$$
\begin{equation*}
\left\{\tau^{i}, \tau^{i}\right\}=2 \delta^{i j} . \tag{10a}
\end{equation*}
$$

For the curved isospin space with metric $g^{a b}(\varphi)$, we generalize the flat isospin Clifford algebra (10a) by defining the $2 \times 2$ matrices $L^{a}(\varphi)$ that depend on the pion field and that satisfy ${ }^{7}$

$$
\begin{equation*}
\left\{L^{a}(\varphi), L^{b}(\varphi)\right\}=2 g^{a b}(\varphi) . \tag{10b}
\end{equation*}
$$

Under the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ coordinate transformations in curved isospin space, the matrices $L^{a}(\varphi)$ are assumed to transform as components of a contravariant vector so that

$$
\begin{equation*}
L^{a^{\prime}}\left(\varphi^{\prime}\right)=\frac{\partial \varphi^{a^{\prime}}}{\partial \varphi^{b}} L^{b}(\varphi) \tag{10c}
\end{equation*}
$$

An explicit form for the matrices $L^{a}(\varphi)$ is obtained by observing that the $2 \times 2$ matrices defined by

$$
\begin{equation*}
L^{a}(\varphi)=\left(g^{1 / 2}\right)_{i}^{a} \tau^{i}=e_{i}^{a} \tau^{i} \tag{10d}
\end{equation*}
$$

satisfy the Clifford algebra (10b) by virtue of the relation (9a). However, this solution for the matrices $L^{a}(\varphi)$ is not unique since a transformation on the flat isospin index of $e^{\alpha}{ }_{i}(\varphi)$ of the form

$$
\begin{equation*}
e_{i}^{a}(\varphi)^{\prime}=A_{i}{ }^{j}{ }_{j}^{a}(\varphi), \tag{10e}
\end{equation*}
$$

will leave the Clifford algebra (10b) unchanged provided the $2 \times 2$ matrices $A_{i}{ }^{j}$ satisfy the condition

$$
\begin{equation*}
\delta^{i j} A_{i}{ }^{n} A_{j}^{m}=\delta^{n m} . \tag{10f}
\end{equation*}
$$

Thus the solution (10d) for the matrices $L^{a}(\varphi)$ is unique up to an orthogonal transformation on the flat isospin space
index of $e^{a}{ }_{i}(\varphi)$. We will adopt the particular solution given by Eqs. (10d) and (51).

From the Clifford algebra (10b) and the solution (10d) for the matrices $L^{a}(\varphi)$, it follows that the ordinary derivative of $L^{a}(\varphi)$ with respect to the pion field can be put in the form

$$
\begin{equation*}
\partial_{b} L^{a}(\varphi)=\frac{1}{2}\left(\partial_{b} g^{a c}\right) L_{c}(\varphi)+\left[\Sigma_{b}, L^{a}(\varphi)\right] \tag{11a}
\end{equation*}
$$

where

$$
\begin{equation*}
\Sigma_{b}=-\frac{1}{8}\left[L_{a}(\varphi), \partial_{b} L^{a}(\varphi)\right] \tag{11b}
\end{equation*}
$$

Since $g^{a b}$ and $L^{a}(\varphi)$ transform, respectively, as secondrank contravariant tensor and contravariant vector in curved isospin space, the isometry relation (6e) implies that the matrices $L^{a^{\prime}}\left(\varphi^{\prime}\right)$ satisfy the relation

$$
\begin{equation*}
\left\{L^{a^{\prime}}\left(\varphi^{\prime}\right), L^{b^{\prime}}\left(\varphi^{\prime}\right)\right\}=2 g^{a b}\left(\varphi^{\prime}\right)=2 g^{a b}\left(\varphi^{\prime}\right) \tag{12a}
\end{equation*}
$$

and from Eq. (10b) we have

$$
\begin{equation*}
\left\{L^{a}\left(\varphi^{\prime}\right), L^{b}\left(\varphi^{\prime}\right)\right\}=2 g^{a b}\left(\varphi^{\prime}\right) \tag{12b}
\end{equation*}
$$

and hence there exists a unitary matrix $S(\varphi)$ depending on the pion field such that

$$
\begin{equation*}
L^{a^{\prime}}\left(\varphi^{\prime}\right)=S^{-1} L^{a}\left(\varphi^{\prime}\right) S \tag{12c}
\end{equation*}
$$

To determine the chiral transformation law for the nucleon field $N(\varphi)$ we require that the bilinear
$\bar{N}(\varphi) L^{a}(\varphi) N(\varphi)$ transform as a contravariant vector in curved isospin space so that
$\bar{N}^{\prime}\left(\varphi^{\prime}\right) L^{a}\left(\varphi^{\prime}\right) N^{\prime}\left(\varphi^{\prime}\right)=\frac{\partial \varphi^{a^{\prime}}}{\partial \varphi^{b}} \bar{N}(\varphi) L^{b}(\varphi) N(\varphi)$,
where we assume that the matrices $L^{a}(\varphi)$ have the same functional form in all coordinate systems related by chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformations, and from Eqs. (12c) and (10c) we have
$\bar{N}^{\prime}\left(\varphi^{\prime}\right) L^{a}\left(\varphi^{\prime}\right) N^{\prime}\left(\varphi^{\prime}\right)=\frac{\partial \varphi^{a^{\prime}}}{\partial \varphi^{b}} \bar{N}^{\prime}\left(\varphi^{\prime}\right) S L^{b}(\varphi) S^{-1} N^{\prime}\left(\varphi^{\prime}\right)$,
so that a comparison of Eqs. (12d) and (12e) gives

$$
\begin{equation*}
N^{\prime}\left(\varphi^{\prime}\right)=S N(\varphi) \tag{12f}
\end{equation*}
$$

In order to determine the unitary matrix $S$, we write its infinitesimal form as

$$
\begin{equation*}
S=I+T \tag{13a}
\end{equation*}
$$

Then from Eqs. (12b) and (12e) it follows that

$$
\begin{equation*}
\left[T, L^{a}(\varphi)\right]=\left(\partial_{b} L^{a}\right) \delta \varphi^{b}-L^{b}(\varphi) \partial_{b}\left(\delta \varphi^{a}\right) \tag{13b}
\end{equation*}
$$

where from Eqs. $(4 \mathrm{~g})$ and ( 4 i )

$$
\begin{equation*}
\delta \varphi^{a}=-F^{a b}(\varphi) \nu_{b} \tag{13c}
\end{equation*}
$$

Using the form of $L^{a}(\varphi)$ given in Eq. (10d), we find that Eq. (13b) gives

$$
\begin{equation*}
T=\Sigma_{a} \delta \varphi^{a}+\frac{1}{8}\left[L_{a}, L^{b}\right] \partial_{b}\left(\delta \varphi^{a}\right) \tag{13d}
\end{equation*}
$$

which can be written as
$T=(i 4) \epsilon^{i j k} \tau_{k} e_{a i}(\varphi)\left[e^{b}{ }_{j}(\varphi) \partial_{b}\left(\delta \varphi^{a}\right)-\partial_{b} e^{a}{ }_{j}(\varphi) \delta \varphi^{b}\right]$.
Finally using the explicit form for $e^{a}(\varphi)$ and $\delta \varphi^{a}$ given in

Eqs. (9c) and (13c), respectively, we obtain

$$
\begin{equation*}
T=[i f \rho /(1+\sigma)] \epsilon^{i j k} \tau_{i} v_{j} \varphi_{k} \equiv(i / 2) \tau \cdot \boldsymbol{\beta} \tag{13f}
\end{equation*}
$$

where
$\beta^{i}=[2 f \rho /(1+\sigma)] \epsilon^{i j k} \boldsymbol{v}_{j} \varphi_{k} \equiv[2 f \rho /(1+\sigma)](\boldsymbol{v} \times \varphi)^{i}$, and hence the matrix $S$ is given by

$$
\begin{equation*}
S=\exp [(i / 2)] \tau \cdot \beta \tag{13~h}
\end{equation*}
$$

We observe that the chiral transformation law for the nucleon field $N(\varphi)$ is similar to a local isospin transformation with the transformation parameters $\beta$ depending on the pion field. This similarity will be exploited below to construct a chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant Yang-Mills Lagrangian for the $\pi-N-\rho$ system.

The matrix $S$ given in Eq. (13h) determines the chiral transformation law for the nucleon field $N$ according to Eq. (12f) as well as the chiral transformation law for the $2 \times 2$ matrices $L^{a}(\varphi)$ according to Eq. (12c). Further, since the dreibein fields $e^{a}{ }_{i}(\varphi)$ are related to $L^{a}(\varphi)$ according to Eq. (10d), the same matrix $S$ also determines the chiral transformation law for the dreibeins. If we write this transformation law in the form

$$
\begin{equation*}
{e^{a^{\prime}}}_{i}\left(\varphi^{\prime}\right)=B_{i j} e^{a j}\left(\varphi^{\prime}\right) \tag{13i}
\end{equation*}
$$

then we find from Eqs. $(10 \mathrm{~d}),(12 \mathrm{c})$, and $(13 \mathrm{~h})$ that the $3 \times 3$ matrix $B$ is given by

$$
\begin{align*}
B_{i j}(\varphi)= & \cos \beta \delta_{i j}-\left(\frac{\sin \beta}{\beta}\right) \epsilon_{i j k} \beta^{k} \\
& +\left(\frac{1-\cos \beta}{\beta^{2}}\right) \beta_{i} \beta_{j} \tag{13j}
\end{align*}
$$

where $\beta=|\boldsymbol{\beta}|$. We note that the isometry relation (6e) for the metric and the defining relation $(9 a)$ for the dreibeins give

$$
\begin{align*}
g_{a b}^{\prime}\left(\varphi^{\prime}\right) & =e_{a i}^{\prime}\left(\varphi^{\prime}\right) e_{b j}^{\prime}\left(\varphi^{\prime}\right) \delta^{i j}=g_{a b}\left(\varphi^{\prime}\right) \\
& =e_{a i}\left(\varphi^{\prime}\right) e_{b j}\left(\varphi^{\prime}\right) \delta^{i j} \tag{13k}
\end{align*}
$$

which implies that the transformation (13i) must be orthogonal. It is readily verified that the matrix $B$ given above is indeed orthogonal.

The ordinary derivative of $L^{a}(\varphi)$ with respect to the pion field is given in Eq. (11a) and we define the covariant derivative of $L^{a}(\varphi)$ using Eq. (8a) as

$$
\begin{equation*}
\nabla_{b} L^{a}=\partial_{b} L^{a}+\Gamma_{b}{ }^{a}{ }_{c} L^{c} \tag{14a}
\end{equation*}
$$

Further for the metric tensor $g^{a b}(\varphi)$ we have in general

$$
\begin{equation*}
\nabla_{c} g^{a b}=0 \tag{14b}
\end{equation*}
$$

Then if we write the covariant derivative of $L^{a}(\varphi)$ as

$$
\begin{equation*}
\nabla_{b} L^{a}=\left[\Omega_{b}, L^{a}\right] \tag{14c}
\end{equation*}
$$

then it follows that the $2 \times 2$ matrix $\Omega_{b}$ is given by

$$
\begin{equation*}
\Omega_{b}=\epsilon_{b}+\frac{1}{8}\left[L^{a}, L^{c}\right] \partial_{a} g_{b c}=-\frac{1}{8}\left[L_{a}, \nabla_{b} L^{a}\right] \tag{14d}
\end{equation*}
$$

and using the solution for $L^{a}(\varphi)$ given in Eq. (10d), we find that

$$
\begin{equation*}
\Omega_{b}=(i / 4) \epsilon^{i j k} \tau_{k} e_{j}^{c}\left[e_{i}^{a} \partial_{a} g_{b c}+\left(\partial_{b} e_{i}^{a}\right) g_{a c}\right] \tag{14e}
\end{equation*}
$$

Finally, using the explicit expression for $e^{a}{ }_{i}(\varphi)$ given in Eq. (9c) we obtain

$$
\begin{equation*}
\Omega_{b}=\left[2 i f^{2} \rho^{2} /(1+\sigma)\right] \epsilon_{b i j} \varphi^{i} \tau^{j} \tag{14f}
\end{equation*}
$$

The covariant derivative of the nucleon field $N(\varphi)$ in curved isospin space is defined to satisfy
$\Delta_{b} L^{a}=\nabla_{b} L^{a}-\left[\Omega_{b}, L^{a}\right]=0$,
$\Delta_{b}\left(\bar{N} L^{a} N\right) \equiv \nabla_{b}\left(\bar{N} L^{a} N\right)=\left(\overline{\Delta_{b} N}\right) L^{a} N+\bar{N} L^{a}\left(\Delta_{b} N\right)$.

Then it follows that

$$
\begin{align*}
& \Delta_{a} N=\partial_{a} N-\Omega_{a} N,  \tag{15c}\\
& \left(\overline{\Delta_{a}} \overline{\mathrm{~N}}\right)=\left(\overline{\partial_{a} N}\right)+\bar{N} \Omega_{a}, \tag{15d}
\end{align*}
$$

where a bar over a Dirac spinor $\psi$ is defined as

$$
\begin{equation*}
\vec{\psi}=\psi^{\dagger} \gamma^{0} . \tag{15e}
\end{equation*}
$$

In analogy with Eq. (8b), we now define a chiral covariant space-time derivative of the nucleon field $N(\varphi)$ as

$$
\begin{align*}
& D_{\mu} N=\left(\Delta_{a} N\right) \partial_{\mu} \varphi^{a}=\partial_{\mu} N-\Omega_{a} N \partial_{\mu} \varphi^{a}  \tag{16a}\\
& \overline{D_{\mu} N}=\left(\overline{\Delta_{a} N}\right) \partial_{\mu} \varphi^{a}=\overline{\partial_{\mu} N}+\bar{N} \Omega_{a} \partial_{\mu} \varphi^{a} \tag{16b}
\end{align*}
$$

where

$$
\begin{equation*}
\partial_{\mu} N=\left(\partial_{a} N\right) \partial_{\mu} \varphi^{a}+\hat{\partial}_{\mu} N \tag{16c}
\end{equation*}
$$

and the last term in Eq. (16c) is present if the nucleon field has an explicit space-time dependence not arising from its dependence on the pion field. Using the explicit expression for $\Omega_{a}$ given in Eq. (14f), we can write the chiral covariant space-time derivative of the nucleon field as

$$
\begin{equation*}
D_{\mu} N=\left(\partial_{\mu}+i f^{2} \tau \cdot \mathbf{X}_{\mu}\right) N, \tag{17a}
\end{equation*}
$$

where

$$
\begin{align*}
& \tau \cdot \mathbf{X}_{\mu}=\delta_{i j} \tau^{i} X_{\mu}^{j}  \tag{17b}\\
& X_{\mu}^{i}=\left[2 \rho^{2} /(1+\sigma)\right] \epsilon^{i j k} \varphi_{j} \partial_{\mu} \varphi_{k} \tag{17c}
\end{align*}
$$

The chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant Lagrangian for the nucleon field $N(\varphi)$ can now be written as

$$
\begin{equation*}
\mathscr{L}_{N}=\bar{N} i \gamma^{\mu}\left(\partial_{\mu}+i f^{2} \tau \cdot \mathbf{X}_{\mu}\right) N-m \bar{N} N \tag{18a}
\end{equation*}
$$

and if we add to this the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant pion
Lagrangian given in Eq. (7a), we obtain the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant pion-nucleon Lagrangian in the form

$$
\begin{align*}
\mathscr{L}_{\pi N}^{(0)}= & \bar{N} i \gamma^{\mu}\left(\partial_{\mu}+i f^{2} \tau \cdot \mathbf{X}_{\mu}\right) N-m \bar{N} N \\
& +\frac{1}{2} g_{a b}(\varphi) \partial_{\mu} \varphi^{a} \partial^{\mu} \varphi^{b} \tag{18b}
\end{align*}
$$

This Lagrangian is invariant under the infinitesimal isospin transformations

$$
\begin{align*}
& \varphi^{a} \rightarrow \varphi^{a}-f^{a b}(\varphi) \omega_{b},  \tag{19a}\\
& N \rightarrow(1+(i / 2) \tau \cdot \omega) N, \tag{19b}
\end{align*}
$$

as well as under the infinitesimal chiral transformations

$$
\begin{align*}
& \varphi^{a} \rightarrow \varphi^{a}-F^{a b}(\varphi) v_{b},  \tag{19c}\\
& N \rightarrow(1+(i / 2) \tau \cdot \beta) N . \tag{19d}
\end{align*}
$$

The chiral covariant equation of motion for the nucleon and pion fields obtained from Eq. (18b) have the form
$i \gamma^{\mu} D_{\mu} N-m N=0$,
$\eta^{\mu \nu}\left[\partial_{\mu} \partial_{\nu} \varphi^{a}+\Gamma_{b}{ }^{a}{ }_{c} \partial_{\mu} \varphi^{b} \partial_{\nu} \varphi^{c}\right]=-i \bar{N} \gamma^{\mu} \Omega^{a}{ }_{b} \partial_{\mu} \varphi^{b} N$,
where

$$
\begin{equation*}
\Omega_{b}^{a}=g^{a c} \Omega_{c b} \tag{20c}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{a b}=\partial_{a} \Omega_{b}-\partial_{b} \Omega_{a}-\left[\Omega_{a}, \Omega_{b}\right] \tag{20d}
\end{equation*}
$$

Using the expression for $\Omega_{a}$ given in Eq. (14d), the equation of motion for the pion field can be put in a manifestly chiral covariant geometric form

$$
\begin{align*}
\eta^{\mu v}\left[\partial_{\mu} \partial_{\nu} \varphi^{a}+\Gamma_{b}{ }^{a}{ }_{c} \partial_{\mu} \varphi^{b} \partial_{v} \varphi^{c}\right]= & \frac{1}{8} \bar{N} i \gamma^{\mu} R_{b c d}^{a} \\
& \times\left[L^{c}, L^{d}\right] \partial_{\mu} \varphi^{b} N \tag{20e}
\end{align*}
$$

where $R^{a}{ }_{b c d}$ is the Reimann curvature tensor in curved isospin space defined according to

$$
\begin{equation*}
R_{b c d}^{a}=\partial_{c} \Gamma_{b}{ }_{d}^{a}-\partial_{d} \Gamma_{b}{ }^{a}{ }_{c}+\Gamma_{c}{ }^{a}{ }_{e} \Gamma_{b}^{e}{ }_{d}-\Gamma_{d}{ }^{a}{ }_{e} \Gamma_{b}{ }^{e}{ }_{c} \tag{20f}
\end{equation*}
$$

The pion-nucleon Lagrangian (18b) contains chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant pion-pion as well as pion-nucleon interactions such that in the limit of vanishing curvature in curved isospin space $(f \rightarrow 0)$ these interaction terms vanish and the Lagrangian ( 18 b ) reduces to a sum of free pion and nucleon Lagrangians that are invariant under the isospin transformations only. Thus the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant pion-pion and pion-nucleon interactions contained in the Lagrangian ( 18 b ) have a geometric origin in that their form is completely determined by the curvature in isospin space. However, the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ symmetry does not restrict the pion-nucleon interaction to those terms that arise from the curvature of the isospin space only, and it is possible to construct chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant pion-nucleon interaction that does not vanish in the flat isospin space limit. Thus, since $\bar{N} L^{a} N$ and $\partial_{\mu} \varphi^{a}$ transform as contravariant vectors in curved isospin space, an interaction term of the form

$$
\begin{equation*}
\mathscr{L}_{\mathrm{int}}=G \bar{N} \gamma^{\mu} \gamma^{5} L^{a}(\varphi) \partial_{\mu} \varphi^{b} N g_{a b}(\varphi) \tag{21a}
\end{equation*}
$$

where $G$ is a coupling parameter with the dimension of length, will be invariant under the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformations. Using Eqs. ( 9 e ) and (10d) this can be written as

$$
\begin{equation*}
\mathscr{L}_{\mathrm{int}}=2 f G \bar{N} \gamma^{\mu} \gamma^{5} \tau \cdot \mathbf{X}_{5 \mu} N, \tag{21b}
\end{equation*}
$$

and in the limit of vanishing curvature in curved isospin space, it reduces to

$$
\begin{equation*}
\mathscr{L}_{\mathrm{int}} \rightarrow G \bar{N} \gamma^{\mu} \gamma_{5} \tau \cdot \partial_{\mu} \varphi N \tag{21c}
\end{equation*}
$$

which is invariant under isospin transformations only.
The complete chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant pion-nucleon Lagrangian can now be written as

$$
\begin{align*}
\mathscr{L}_{\pi N}= & \bar{N} i \gamma^{\mu} D_{\mu} N-m \bar{N} N+\frac{1}{2} g_{a b}(\varphi) \partial_{\mu} \varphi^{a} \partial^{\mu} \varphi^{b} \\
& +G \bar{N} \gamma^{\mu} \gamma^{5} L^{a}(\varphi) \partial_{\mu} \varphi^{b} N g_{a b}(\varphi) \tag{22}
\end{align*}
$$

and its invariance under the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformations is manifest in its geometric structure.

## IV. CHIRAL $\mathrm{SU}_{2} \times \mathrm{SU}_{2} \pi-N-\rho$ LAGRANGIAN

In this section we extend the general chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant pion-nucleon Lagrangian constructed in the last section by incorporating a massive isovector $\rho$-meson field without breaking the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ symmetry of the Lagrangian.

The chiral transformation law for the nucleon field given in Eqs. (12f) and (13h) is similar in structure to a local isospin transformation of an isospinor in Yang-Mills theory. Further, the chiral covariant derivative of the nucleon field given in Eqs. (16a) and (17a) is also similar in structure to the covariant derivative of an isospinor in Yang-Mills theory. Hence, if we replace the chiral covariant derivative of the nucleon field in Eqs. (16a) and (17a) by a Yang-Mills covariant derivative containing an isovector $\rho$-meson field according to

$$
\begin{align*}
\left(\partial_{\mu}-\Omega_{a} \partial_{\mu} \varphi^{a}\right) N= & \left(\partial_{\mu}+i f^{2} \tau \cdot \mathbf{X}_{\mu}\right) N \\
& \rightarrow\left(\partial_{\mu}+(i / 2) g \tau \cdot \rho_{\mu}\right) N \tag{23a}
\end{align*}
$$

then the Lagrangian (18b) will still be chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant provided that the $\rho$-meson field matrix $\rho_{\mu}=\tau \cdot \rho_{\mu}$ has a chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformation law identical to that of

$$
(2 i / g) \Omega_{a} \partial_{\mu} \varphi^{a}=\left(2 f^{2} / g\right) \tau \cdot \mathbf{X}_{\mu}
$$

In order to determine the chiral transformation law for $\Omega_{a} \partial_{\mu} \varphi^{a}$ we recall that $\Omega_{a}$ is defined by Eq. (14c) as

$$
\begin{equation*}
\nabla_{b} L^{a}(\varphi)=\left[\Omega_{b}(\varphi), L^{a}(\varphi)\right] \tag{23b}
\end{equation*}
$$

or equivalently, by Eq. (14d) as

$$
\begin{equation*}
\Omega_{a}(\varphi)=-\frac{1}{8}\left[L_{b}(\varphi), \nabla_{a} L^{b}(\varphi)\right] . \tag{23c}
\end{equation*}
$$

Moreover, the matrices $\Gamma^{a}(\varphi)$ are assumed to have the same functional form in all coordinate systems in curved isospin space that are related by chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformations. Consequently, under a chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformation $\Omega_{a}(\varphi)$ transforms as
$\boldsymbol{\Omega}_{a}(\varphi) \rightarrow \boldsymbol{\Omega}_{a}\left(\varphi^{\prime}\right)=-\frac{1}{8}\left[L_{b}\left(\varphi^{\prime}\right), \nabla_{a} L^{b}\left(\varphi^{\prime}\right)\right]$,
and hence the chiral covariant derivative of the nucleon field given in Eq. (23a) transforms as
$\left(\partial_{\mu}-\Omega_{a}(\varphi) \partial_{\mu} \varphi^{a}\right) N \rightarrow\left(\partial_{\mu}-\Omega_{a}\left(\varphi^{\prime}\right) \partial_{\mu} \varphi^{a^{\prime}}\right) N^{\prime}$.
From Eq. (23c), we find that

$$
\begin{align*}
\Omega_{a}(\varphi) \partial_{\mu} \varphi^{a} & =-\frac{1}{8}\left[L_{b}(\varphi), \nabla_{a} L^{b}(\varphi)\right] \partial_{\mu} \varphi^{a} . \\
& \equiv-\frac{1}{8}\left[L_{b}(\varphi), D_{\mu} L^{b}(\varphi)\right] \tag{23f}
\end{align*}
$$

and under chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformation this transforms as

$$
\begin{align*}
& \Omega_{a}(\varphi) \partial_{\mu} \varphi^{a} \rightarrow \Omega_{a}\left(\varphi^{\prime}\right) \partial_{\mu} \varphi^{a^{\prime}} \\
& \quad=-\frac{1}{8}\left[L_{b}\left(\varphi^{\prime}\right), D_{\mu} L^{b}\left(\varphi^{\prime}\right)\right] . \tag{23~g}
\end{align*}
$$

Finally, from Eqs. (10c), (12c), and (23g), we find that
$\Omega_{a}\left(\varphi^{\prime}\right) \partial_{\mu} \varphi^{a^{\prime}}=S\left(\Omega_{a}(\varphi) \partial_{\mu} \varphi^{a}\right) S^{-1}-S \partial_{\mu} S^{-1}$,
so that according to Eq. (23a) the $\rho$-meson field matrix has a chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformation law of the form

$$
\begin{equation*}
\rho_{\mu} \rightarrow \rho_{\mu}^{\prime}=S \rho_{\mu} S^{-1}-(2 i / g) S \partial_{\mu} S^{-1} \tag{24a}
\end{equation*}
$$

This chiral transformation for the $\rho$-meson field is similar in structure to the transformation of an isovector gauge field in

Yang-Mills theory, and consequently, a covariant curl of the $\rho$-meson field defined according to
$\boldsymbol{\tau} \cdot \mathbf{F}_{\mu v}=F_{\mu v}=\partial_{\mu} \rho_{v}-\partial_{v} \rho_{\mu}+(i g / 2)\left[\rho_{\mu}, \rho_{\nu}\right]$,
will have a chiral transformation law of the form

$$
\begin{equation*}
F_{\mu \nu}^{\prime}=S F_{\mu \nu} S^{-1} \tag{24c}
\end{equation*}
$$

and hence a kinetic energy term for the $\rho$-meson of the form
$-\frac{1}{4} \mathbf{F}_{\mu \nu} \cdot \mathbf{F}^{\mu \nu}$, where $\mathbf{F}_{\mu \nu}=\partial_{\mu} \boldsymbol{\rho}_{v}-\partial_{v} \boldsymbol{\rho}_{\mu}-g \boldsymbol{\rho}_{\mu} \times \boldsymbol{\rho}_{v}$
will be chiral invariant.
In contrast to the usual Yang-Mills theory, where the gauge field must remain massless in the limit of exact symmetry, we have in the present chiral Yang-Mills theory the possibility of adding a mass term for the $\rho$-meson field without breaking the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ symmetry. This is because under the chiral transformations $\zeta_{\mu}$ is assumed to transform in the same way as $\left(2 f^{2} / g\right) \mathbf{X}_{\mu}$, and hence the combination

$$
\left(\mathbf{\rho}_{\mu}-\frac{2 f^{2}}{g} \mathbf{X}_{\mu}\right)^{2}
$$

will be invariant under the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ transformations and will provide a mass term for the $\rho$-meson without breaking the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ symmetry.

Thus with the incorporation of the $\rho$-meson field, the general nonlinear chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant $\pi-N$ - $\rho$ Lagrangian takes the form

$$
\begin{align*}
\mathscr{L}_{\pi N \rho}= & \bar{N} i \gamma^{\mu}\left(\partial_{\mu}+(i / 2) g \tau \cdot \boldsymbol{\rho}_{\mu}\right) N-m \bar{N} N \\
& -\frac{1}{4} \mathbf{F}_{\mu \nu} \cdot \mathbf{F}^{\mu \nu}+\frac{1}{2} m_{\rho^{2}}\left(\mathbf{p}_{\mu}-\left(2 f^{2} / g\right) \mathbf{X}_{\mu}\right)^{2} \\
& +\frac{1}{2} g_{a b}(\varphi) \partial_{\mu} \varphi^{a} \partial^{\mu} \varphi^{b} \\
& +G \bar{N} \gamma^{\mu} \gamma^{5} L^{a}(\varphi) \partial_{\mu} \varphi^{b} N g_{a b}(\varphi) . \tag{25}
\end{align*}
$$

This Lagrangian coincides with the most general nonlinear chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariant $\pi-N-\rho$ Lagrangian constructed previously using the matrix method. ${ }^{2}$ Here we have constructed this Lagrangian by generalizing the geometric method of Meetz, ${ }^{1}$ and the chiral $\mathrm{SU}_{2} \times \mathrm{SU}_{2}$ invariance of the Lagrangian (25) is manifest in its geometric structure.
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#### Abstract

An explicit expression is presented for the path integral of an harmonic oscillator interacting with itself in the past. The time dependence of the memory kernel is assumed to be exponential. The relation with the Feynman trial action for the variational calculation of the polaron ground state energy is discussed.


PACS numbers: $02.50 .+\mathrm{s}, 71.38 .+\mathrm{i}$

## 1. INTRODUCTION

In the present paper, the explicit evaluation is presented of the path integral

$$
\begin{equation*}
K_{f}\left(x, t \mid x^{\prime}, 0\right)=\int \mathscr{D} x_{\tau} \exp \frac{i}{\hbar} S_{f}[\dot{x}, x, t] \tag{1a}
\end{equation*}
$$

with the boundary conditions $x_{t}=x$ and $x_{0}=x^{\prime}$ over the action

$$
\begin{align*}
S_{f}[\dot{x}, x, t]= & \int_{0}^{t} d \tau\left(\frac{m}{2} \dot{x}_{\tau}^{2}-\frac{1}{2} m \Omega^{2} x_{\tau}^{2}+f(\tau) x_{\tau}\right) \\
& +i \hbar 2 C \int_{0}^{t} d \tau \int_{0}^{\tau} d \sigma x_{\tau} x_{\sigma} e^{-i \omega(\tau-\sigma)} \tag{1b}
\end{align*}
$$

For imaginary times $t=-i T$, this propagator becomes

$$
\begin{equation*}
\mathscr{K}_{f}\left(x, T \mid x^{\prime}, 0\right)=\int \mathscr{D} x_{\tau} \exp \frac{1}{\hbar} \mathscr{S}_{f}[\dot{x}, x, T] \tag{2a}
\end{equation*}
$$

with

$$
\begin{align*}
\mathscr{S}_{f}[\dot{x}, x, T]= & -\int_{0}^{T} d \tau\left(\frac{m}{2} \dot{x}_{\tau}^{2}+\frac{1}{2} m \Omega^{2} x_{\tau}^{2}-f(\tau) x_{\tau}\right) \\
& +\hbar C \int_{0}^{T} d \tau \int_{0}^{T} d \sigma x_{\tau} x_{\sigma} e^{-w|\tau-\sigma|} . \tag{2b}
\end{align*}
$$

Although this action at first glance resembles the Feynman trial action ${ }^{1}$ for the study of the Fröhlich polaron, an essential difference is the fact that in (1b) and (2b) the coefficient of $x_{\tau}^{2}$ is not time dependent. The memory effect only appears in the coupling with the trajectory in the past. Furthermore, the strength of the harmonic potential is independent of the strength of the memory terms, whereas in the Feynman trial action both are intimately connected.

Despite these differences (the first of which is essential for the actual evaluation), the calculation of the ground state energy of the large polaron with this trial action (1b) reproduces the Feynman ground state energy for the polaron. Indeed, the equation of motion for the classical path, as derived from the extremalization of the action (1), becomes exactly the asymptotic limit (i.e., $0<\tau<T$ for $T \rightarrow \infty$ ) of the equation of motion corresponding to the Feynman action, provided one imposes the extra condition $\Omega^{2}=4 \hbar C / m w$. This condition is not required in the action (2b), suggesting that it al-

[^12]lows in principle to find a lower variational energy. However, as will be shown below, this extra degree of freedom in the variational determination of the energy, turns out to introduce an harmonic potential for the center of mass, which does not improve the upper bound for the energy.

Although the integration of (1) and (2) thus does not provide new results for the ground state energy of the polaron, and although the path integral itself is not even required within Feynman's treatment, the explicit evaluation of this type of path integrals remains a challenging problem in itself, and seems of particular interest from a mathematical point of view. Only a limited class of Gaussian path integrals with retardation has effectively been calculated.

The most general class of path integrals with a quadratic action and with a memory kernel treated so far has been worked out in Ref. 2, including several previously known functional integrals as limiting cases, and with explicit results for " $\beta$-periodic kernels." However, the kernel in the action (1) does not satisfy this periodicity condition, and to the best of our knowledge, the path integral (1) has not been obtained explicitly so far.

It should be noted that the exponential dependence of the memory term in the action (1), introduces a substantial difference with the Gaussian path integral for an electron gas in a random potential, as studied in Ref. 3.

## 2. EVALUATION OF THE PATH INTEGRAL

In order to evaluate the path integral (1), we proceed as follows. In the first place, we examine how this path integral derives from a Hamiltonian, describing an oscillator in an external field, and coupled to a boson. Given the averaging procedure for obtaining the propagator (1) from the Hamiltonian, the path integral can be explicitly evaluated if one subsequently diagonalizes the Hamiltonian, writes its propagator, and applies the averaging procedure. The relevant Hamiltonian turns out to be
$H=\frac{p^{2}}{2 m}+\frac{m}{2} \Omega^{2} x^{2}-f(t) x-i \hbar \sqrt{2 C}\left(a-a^{+}\right) x+\hbar w a^{+} a$,
where $a$ and $a^{+}$are the standard annihilation and creation operators for bosons. Consider then the propagator

$$
\begin{equation*}
K\left(x, \alpha, t \mid x^{\prime}, \alpha^{\prime}, 0\right)=\langle x, \alpha| \exp -\frac{i}{\hbar} \int_{0}^{t} d \tau H\left|\alpha^{\prime}, x^{\prime}\right\rangle \tag{4}
\end{equation*}
$$

where the coherent states $|\alpha\rangle$ (with complex numbers $\alpha$ ) are
defined as ${ }^{4-6}$

$$
\begin{equation*}
|\alpha\rangle=\frac{1}{\pi^{1 / 2}} \sum_{n=0}^{\infty} \frac{\alpha^{n} e^{-1 / 2|\alpha|^{2}}}{(n!)^{1 / 2}}|n\rangle . \tag{5}
\end{equation*}
$$

The propagator (4) can be obtained from the well-known properties of these coherent states (see, e.g., Ref. 6). The result is

$$
\begin{align*}
K\left(x, \alpha, t \mid x^{\prime}, \alpha^{\prime}, 0\right)= & \int \mathscr{D} x_{\tau} \exp \frac{i}{\hbar} \int_{0}^{t} d \tau\left(\frac{m}{2} \dot{x}_{\tau}^{2}\right. \\
& -\frac{m}{2} \Omega^{2} x_{\tau}^{2}+f\left(\tau \mid x_{\tau}\right) K_{[x]}\left(\alpha, t \mid \alpha^{\prime}, 0\right) \tag{6a}
\end{align*}
$$

where

$$
\begin{align*}
& K_{[x]}\left(\alpha, t \mid \alpha^{\prime}, 0\right) \\
&=(1 / \pi) \exp \left(-\left(|\alpha|^{2} / 2+\left|\alpha^{\prime}\right|^{2} / 2-\alpha^{*} \alpha^{\prime} e^{-i w t}\right)\right) \\
& \times \exp \left(\alpha^{*} A_{[x]}(t)-\alpha^{\prime} A_{[x]}^{*}(t) e^{-i w t}-(i / \hbar) \Phi_{[x]}(t)\right) \tag{6b}
\end{align*}
$$

with

$$
\begin{align*}
& A_{[x]}(t)=\sqrt{2 C} e^{-i \omega t} \int_{0}^{t} d \tau x_{\tau} e^{i \omega \tau}  \tag{6c}\\
& \Phi_{[x]}(t)=-i \hbar 2 C \int_{0}^{t} d \tau \int_{0}^{\tau} d \sigma x_{\tau} x_{\sigma} e^{-i w(\tau-\sigma)} \tag{6d}
\end{align*}
$$

This propagator can be transformed into the boson number representation

$$
\begin{align*}
K\left(x, n, t \mid x^{\prime}, n^{\prime}, 0\right)= & \int d^{2} \alpha \int d^{2} \alpha^{\prime}\langle n \mid \alpha\rangle \\
& \times K\left(x, \alpha, t \mid x^{\prime}, \alpha^{\prime}, 0\right)\left\langle\alpha^{\prime} \mid n^{\prime}\right\rangle \tag{7}
\end{align*}
$$

Performing the integrations explicitly, one finds that this propagator for $n=n^{\prime}=0$ is exactly the propagator (1) which we study.

$$
\begin{equation*}
K\left(x, n=0, t \mid x^{\prime}, n^{\prime}=0,0\right)=K_{f}\left(x, t \mid x^{\prime}, 0\right) \tag{8}
\end{equation*}
$$

The path integral (1) is thus obtained by eliminating the boson in the propagator of the Hamiltonian (3), where the elimination means that the average of the propagator in the boson ground state is considered.

Once this relation is established, one can proceed to the evaluation of the path integral. A convenient way to do this, is first to diagonalize the Hamiltonian, which of course gives two independent oscillators, and then to eliminate the boson contribution from the resulting propagator. Introducing then the momentum and position operators $p_{2}$ and $x_{2}$,

$$
\begin{align*}
& \alpha=\frac{p_{2}}{\sqrt{2 \hbar m_{2} w}}-i \sqrt{\frac{m_{2} w}{2 \hbar}} x_{2}  \tag{9a}\\
& \alpha^{+}=\frac{p_{2}}{\sqrt{2 \hbar m_{2} w}}+i \sqrt{\frac{m_{2} w}{2 \hbar}} x_{2} \tag{9b}
\end{align*}
$$

one readily obtains the Lagrangian, associated with the Hamiltonian (3)

$$
\begin{align*}
L\left(\dot{x}, x ; \dot{x}_{2}, x_{2} ; t\right)= & \frac{1}{2} \hbar w+\frac{1}{2} m \dot{x}^{2}-\frac{1}{2} m \Omega^{2} x^{2}+f(t) x \\
& +\frac{1}{2} m_{2} \dot{x}_{2}^{2}-\frac{1}{2} m_{2} w^{2} x_{2}^{2}+2 x x_{2} \sqrt{\hbar C m_{2} w} \tag{10}
\end{align*}
$$

which is the Lagrangian of two coupled harmonic oscillators, one of them acted upon by an external force $f(t)$. Obviously, this system can be written as a sum of two independent oscillators, via the transformation

$$
\begin{align*}
& q_{1}=x_{2} \sqrt{m_{2}} \sin \theta+x \sqrt{m} \cos \theta \\
& q_{2}=x_{2} \sqrt{m_{2}} \cos \theta-x \sqrt{m} \sin \theta \tag{11}
\end{align*}
$$

Introducing the notation

$$
\begin{equation*}
\gamma=2 \sqrt{\frac{\hbar w C}{m}} ; \quad W=\sqrt{\left(\Omega^{2}-w^{2}\right)^{2}+4 \gamma^{2}} \tag{12}
\end{equation*}
$$

the angle $\theta$ of rotation of the coordinate frame is defined by

$$
\begin{align*}
& \sin \theta=-\sqrt{\frac{w^{2}-\Omega^{2}+W}{2 W}} \\
& \cos \theta=\sqrt{\frac{\Omega^{2}-w^{2}+W}{2 W}} \tag{13}
\end{align*}
$$

The eigenfrequencies of the independent oscillators are

$$
\begin{equation*}
\Omega_{1}^{2}=\frac{w^{2}+\Omega^{2}+W}{2} ; \quad \Omega_{2}^{2}=\frac{w^{2}+\Omega^{2}-W}{2} \tag{14}
\end{equation*}
$$

and the forces which act upon them are

$$
\begin{equation*}
g_{1}(t)=\frac{\cos \theta}{m^{1 / 2}} f(t) ; \quad g_{2}(t)=-\frac{\sin \theta}{m^{1 / 2}} f(t) \tag{15}
\end{equation*}
$$

The Lagrangian, obtained after this transformation, is

$$
\begin{equation*}
L=\frac{1}{2} \hbar w+\sum_{j=1}^{2}\left(\frac{\dot{q}_{j}^{2}}{2}-\frac{1}{2} \Omega_{j}^{2} q_{j}^{2}+g_{j}(t) q_{j}\right) . \tag{16}
\end{equation*}
$$

The propagator of this system is (see, e.g., Ref. 7, or Ref. 5; p. 38)

$$
\begin{align*}
& K\left(x, x_{2}, t \mid x^{\prime}, x_{2}^{\prime}, 0\right)=\sqrt{m m_{2}} e^{i w t / 2} k_{g_{1}}\left(q_{1}, t \mid q_{1}^{\prime}, 0\right) \\
& \quad \times k_{g_{2}}\left(q_{2}, t \mid q_{2}^{\prime}, 0\right) \tag{17}
\end{align*}
$$

where the mass factor in front is due to the Jacobian from the transformation (11), and where the propagators $k_{g_{j}}\left(q, t \mid q^{\prime}, 0\right)$ are given by

$$
\begin{align*}
k_{g_{j}}\left(q_{j}, t \mid q_{j}^{\prime}, 0\right)= & \sqrt{\frac{\Omega_{j}}{2 \pi i \hbar \sin \Omega_{j} t}} \exp \frac{i}{\hbar} \frac{\Omega_{j}}{2 \sin \Omega_{j} t}\left[\left(q_{j}^{2}+q_{j}^{\prime 2}\right) \cos \Omega_{j} t-2 q_{j} q_{j}^{\prime}\right. \\
& \left.+\frac{2}{\Omega_{j}} \int_{0}^{t} d \tau g_{j}(\tau)\left(q_{j} \sin \Omega_{j} \tau+q_{j}^{\prime} \sin \Omega_{j}(t-\tau)\right)-\frac{2}{\Omega_{j}^{2}} \int_{0}^{t} d \tau \int_{0}^{\tau} d \sigma g_{j}(\tau) g_{j}(\sigma) \sin \Omega_{j} \sigma \sin \Omega_{j}(t-\tau)\right] \tag{18}
\end{align*}
$$

As mentioned above, the propagator $K_{f}\left(x, t \mid x^{\prime}, 0\right)$ is the propagator of the Hamiltonian, averaged over the phonon ground state, and thus it can be obtained by performing the integration

$$
\begin{equation*}
K_{f}\left(x, t \mid x^{\prime}, 0\right)=\int_{-\infty}^{\infty} d x_{2} \int_{-\infty}^{\infty} d x_{2}^{\prime} \Psi_{0}\left(x_{2}\right) K\left(x, x_{2}, t \mid x^{\prime}, x_{2}^{\prime}, 0\right) \Psi_{0}\left(x_{2}^{\prime}\right) \tag{19}
\end{equation*}
$$

with

$$
\begin{equation*}
\Psi_{0}\left(x_{2}\right)=\left(\frac{m_{2} w}{\pi \hbar}\right)^{1 / 4} \exp -\frac{m_{2} w}{2 \hbar} x_{2}^{2} . \tag{20}
\end{equation*}
$$

Using the transformation (11), one realizes that only Gaussian integrals are involved, which can be done. Introducing the shorthand notations

$$
\begin{align*}
& X=\sqrt{\frac{m w}{2 \hbar}} x ; \quad X^{\prime}=\sqrt{\frac{m w}{2 \hbar}} x^{\prime},  \tag{21}\\
& b_{1}(t)=\frac{i \Omega_{1}}{w \sin \Omega_{1} t^{\prime}} ; \quad b_{2}(t)=\frac{i \Omega_{2}}{w \sin \Omega_{2} t},  \tag{22}\\
& A(t)=1-b_{1}(t) \sin ^{2} \theta \cos \Omega_{1} t-b_{2}(t) \cos ^{2} \theta \cos \Omega_{2} t,  \tag{23}\\
& B(t)=b_{1}(t) \sin ^{2} \theta+b_{2}(t) \cos ^{2} \theta,  \tag{24}\\
& D(t)=2 X \tan \theta-2 b_{1}(t)\left(X \cos \Omega_{1} t-X^{\prime}\right) \tan \theta+\sqrt{\frac{2 w}{m \hbar}} \sin \theta \cos \theta \int_{0}^{t} d \tau f(\tau)\left(b_{2}(t) \frac{\sin \Omega_{2} \tau}{\Omega_{2}}-b_{1}(t) \frac{\sin \Omega_{1} \tau}{\Omega_{1}}\right),  \tag{25}\\
& D^{\prime}(t)= \\
& \quad 2 X^{\prime} \tan \theta-2 b_{1}(t)\left(X^{\prime} \cos \Omega_{1} t-X\right) \tan \theta+\sqrt{\frac{2 w}{m \hbar}} \sin \theta \cos \theta \int_{0}^{t} d \tau f(\tau)\left(b_{2}(t) \frac{\sin \Omega_{2}(t-\tau)}{\Omega_{2}}\right.  \tag{26}\\
& \\
& \left.\quad-b_{1}(t) \frac{\sin \Omega_{1}(t-\tau)}{\Omega_{1}}\right),
\end{align*}
$$

one finally obtains

$$
\begin{align*}
K_{f}\left(x, t \mid x^{\prime}, 0\right)= & 2 \sqrt{\frac{m \hbar}{w}} \frac{1}{\sqrt{A^{2}(t)-B^{2}(t)}} \sqrt{\frac{\Omega_{1}}{2 \pi i \hbar \sin \Omega_{1} t}} \sqrt{\frac{\Omega_{2}}{2 \pi i \hbar \sin \Omega_{2} t}} e^{i \omega t / 2} \exp -\left(X^{2}+X^{\prime 2}\right) \tan ^{2} \theta \\
& \times \exp \frac{b_{1}(t)}{\cos ^{2} \theta}\left(\left(X^{2}+X^{\prime 2}\right) \cos \Omega_{1} t-2 X X^{\prime}\right) \exp \frac{2 b_{1}(t)}{\Omega_{1}} \sqrt{\frac{w}{2 m \hbar}} \int_{0}^{t} d \tau f(\tau)\left(X \sin \Omega_{1} \tau+X^{\prime} \sin \Omega_{1}(t-\tau)\right) \\
& \times \exp -\frac{w b_{1}(t) \cos ^{2} \theta}{m \hbar \Omega_{1}^{2}} \int_{0}^{t} d \tau \int_{0}^{\tau} d \sigma f(\tau) f(\sigma) \sin \Omega_{1} \sigma \sin \Omega_{1}(t-\tau) \exp -\frac{w b_{2}(t) \sin ^{2} \theta}{m \hbar \Omega_{2}^{2}} \\
& \times \int_{0}^{t} d \tau \int_{0}^{\tau} d \sigma f(\tau) f(\sigma) \sin \Omega_{2} \sigma \sin \Omega_{2}(t-\tau) \exp \frac{A(t)\left[D^{2}(t)+D^{\prime 2}(t)\right]-2 B(t) D(t) D^{\prime}(t)}{4\left[A^{2}(t)-B^{2}(t)\right]} \tag{27}
\end{align*}
$$

Note that $D(t)$ and $D^{\prime}(t)$ depend on the coordinates $X$ and $X^{\prime}$. The propagator (2) for imaginary times $t=-i T$ is readily obtained from (27).

## 3. REMARK ON THE GROUND STATE ENERGY OF THE POLARON

For the study of the ground state energy of the polaron, along the lines introduced by Feynman, the propagator for imaginary times is only required for $T \rightarrow \infty$. Therefore, we restrict ourselves to this asymptotic limit. In this case, $b_{1}(-i T)$ and $b_{2}(-i T)$ and thus also $B(-i T)$ decay exponentially with $T$. Combining the terms in $X$ and $X^{\prime}$, and neglecting all contributions in the exponent which decrease exponentially with $T$, one ends up with
$\mathscr{K}_{f}\left(x, T \rightarrow \infty \mid x^{\prime}, 0\right) \approx \mathscr{K}_{f=0}\left(x, T \rightarrow \infty \mid x^{\prime}, 0\right) \exp \frac{1}{m \hbar} \int_{0}^{T} \int_{0}^{T} d \tau d \sigma f(\tau) f(\sigma)\left[\frac{\cos ^{2} \theta}{4 \Omega_{1}} e^{-\Omega_{1}|\tau-\sigma|}+\frac{\sin ^{2} \theta}{4 \Omega_{2}} e^{-\Omega_{2}|\tau-\sigma|}\right]$,
where

$$
\begin{align*}
\mathscr{K}_{f=0}\left(x, T \rightarrow \infty \mid x^{\prime}, 0\right) \approx & 2 \frac{\sqrt{m \hbar w}}{w+\Omega_{1} \sin ^{2} \theta+\Omega_{2} \cos ^{2} \theta} \sqrt{\frac{\Omega_{1}}{\pi \hbar}} \sqrt{\frac{\Omega_{2}}{\pi \hbar}} e^{-\left(\Omega_{1}+\Omega_{2}-w \mid T / 2\right.} \\
& \times \exp -\left(X^{2}+X^{\prime 2}\right) \frac{\Omega_{1} \Omega_{2} / w+\Omega_{1} \cos ^{2} \theta+\Omega_{2} \sin ^{2} \theta}{w+\Omega_{1} \sin ^{2} \theta+\Omega_{2} \cos ^{2} \theta} \tag{29}
\end{align*}
$$

Following Feynman's variational treatment, but using the action ( 2 b ) without external force as the trial action in the Jensen inequality, one obtains an upper bound for the polaron ground state energy $E_{0}$. Of course, the ground state energy corresponding to the trial action equals $\Omega_{1}+\Omega_{2}-w$, as follows from the exponential decay with $T$ in (29). Also for the expectation value of the interaction part in the polaron action, one can directly use the propagator (28), without relying on the
equation of motion for the classical path. Without going into details, we quote the final result (expressed in units such that the electron mass $m$, the frequency of the longitudinal optical phonons and $\hbar$ equal 1)

$$
\begin{align*}
E_{0} \leqslant & \frac{3}{4} \frac{\left(\Omega_{1}+\Omega_{2}-w\right)^{2}+\Omega_{1} \Omega_{2}}{\Omega_{1}+\Omega_{2}}-\frac{\alpha}{\sqrt{\pi}} \int_{0}^{\infty} d \sigma \\
& \times \frac{e^{-\sigma}}{\sqrt{\left[\left(\Omega_{1}^{2}-w^{2}\right) /\left(\Omega_{1}^{2}-\Omega_{2}^{2}\right)\right]\left(1-e^{-\Omega_{1} \sigma}\right) / \Omega_{1}-\left[\left(\Omega_{2}^{2}-w^{2}\right) /\left(\Omega_{1}^{2}-\Omega_{2}^{2}\right)\right]\left(1-e^{-\Omega_{2} \sigma}\right) / \Omega_{2}}}, \tag{30}
\end{align*}
$$

where $\Omega_{1}, \Omega_{2}$, and $w$ are variation parameters, and $\alpha$ is the polaron coupling constant.

Since in the Hamiltonian formulation of the polaron problem the total momentum associated with the electron and the phonons is a conserved quantity, one would intuitively expect that the trial action reflects this property. One thus expects that the minimum of the energy (30) is found for values of the parameters where the diagonalized Hamiltonian (3) consists of a free particle (i.e., $\Omega_{2}=0$ ) and an harmonic oscillator. This is indeed confirmed numerically. The minimum variational energy is obtained for $\Omega_{2}=0$, which means from (14) that $\Omega^{2}=4 \hbar \mathrm{C} / \mathrm{mw}$. As mentioned in the introduction, this is precisely the condition for which the equation of motion for the classical path from the action (1), in the asymptotic limit for imaginary times becomes exactly the equation of motion corresponding to the Feynman trial action. Under this condition, one also readily checks that the minimum of the energy (30) becomes exactly the Feynman upper bound for the ground state energy of the polaron.
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#### Abstract

The method of Hock and McQuistan used recently to solve the occupation statistics for indistinguishable dumbbells (or dimers) on a $2 \times 2 \times N$ lattice is extended further to obtain, for the $L \times M \times N$ lattice, general expressions for the normalization, expectation, and dispersion of the statistics, and their limit as $N$ becomes very large. In particular, an explicit expression of the partition function in the thermodynamic limit $\Xi(x)$ is obtained for any value of the absolute activity $x$ of dimers. The developed mathematical formalism is then applied to planar lattices, $1 \times M \times N$, with $M=1,2,3$, and 4 . The known results for $M=1$ and 2 are recovered, and some new ones are obtained. The recurrence relation for the number $A(q, N)$ of arrangements of $q$ dumbbells on a $1 \times M \times N$ lattice which has 3 and 5 terms when $M=1$ and 2 , respectively, is found to have 15 and 65 terms for $M=3$ and 4. Analysis and extrapolation of the results enable one to predict the expectation $\langle\theta\rangle_{1 M N}$ on a planar $1 \times M \times N$ lattice to be $63.4 \%$, in the limit as both $M$ and $N$ become infinite. We also find an upper bound on the quantity $M N\left[\left\langle\theta^{2}\right\rangle-(\langle\theta\rangle)^{2}\right]$ in the limit as both $M$ and $N$ become infinite. In the thermodynamic limit $(M \& N \rightarrow \infty)$ the partition function $\Xi(1)$, for the absolute activity $x=1$, is found to be equal to 1.95 . By limiting the number $M$ of rows of infinite extent $(N \rightarrow \infty)$ to just 4, we find that the error in determining $\Xi(1)$ for the infinite two-dimensional lattice is just $4.5 \%$. In this paper $\Xi(x)$ is obtained for any value of the absolute activity $x$ for $M=1$ and 2. A more thorough study of $\Xi(x)$, and its fast convergence with increasing values of $M$, and applications will be presented in a forthcoming article.


PACS numbers: $02.50 .+\mathrm{s}, 05.50 .+\mathrm{q}, 05.70 . \mathrm{Ce}, 68.90 .+\mathrm{g}$

## I. INTRODUCTION

The statistical treatment of the absorption and crystallization of diatomic molecules, or the treatment of the properties of binary alloys, usually leads to the problem of determining the occupational degeneracy for indistinguishable dumbbells (or dimers) distributed on a lattice. In such problems, if a site is occupied, then, at least one of its nearest neighbor sites must also be occupied. Consequently, there is a distribution of pairs (dumbbells or dimers) of occupied nearest neighbor sites. Exact solutions have been found by McQuistan and co-workers (referred to hereafter as MQC) for the following special cases $1 \times 1 \times N, 1 \times 2 \times N$, and $2 \times 2 \times N$. ${ }^{1}$ Exact solutions have also been obtained for a completely filled lattice $1 \times M \times N$ using Pfaffians ${ }^{2}$ and the transfer matrix method. ${ }^{3}$

Basic improvements on MQC's method ${ }^{1}$ enable one to give a general formulation of the problem of dumbbells distributed on a $L \times M \times N$ lattice, where $L$ and $M$ are fixed, and $N$ is allowed to become very large. We give a brief summary of MQC's method.
(1) MQC introduced sublattice spaces obtained from the original one by removing from the $N$ th array containing $L M$ compartments one, two, or more cells. Since they only considered the $2 \times 2 \times N$ lattice space, the number of sublattices thus generated is rather limited.
(2) MQC then considered the number of ways $q$ indistinguishable dumbbells could be arranged on the original lattice and also on every other sublattice they generated. By graphical analysis they were able to develop coupled recurrence relations among the various possible arrangements on different lattices.
(3) The major difficulty of extending MQC's method to larger lattices is that one must decouple the recurrence relations to obtain a recurrence relation involving $A(q, N)$, the number of ways of arranging $q$ indistinguishable dumbbells on the nontruncated lattice, in the form

$$
\begin{equation*}
A(q, N)=\sum_{n=0}^{n_{\max }} \sum_{m=1}^{m_{\max }} c_{n m} A(q-n, N-m) . \tag{1.1}
\end{equation*}
$$

For a given set of values of $L$ and $M$, the coefficients $c_{n m}$, and the quantities $n_{\max }$ and $m_{\max }$ do not depend on $q$ or $N$. Equation (1.1) generally holds for $q \geqslant n_{\max }$ and $N \geqslant m_{\max }$. Consequently, the initial values of $A(q, N)$ for $0 \leqslant q<q_{\text {max }}$ and $0 \leqslant N<m_{\text {max }}$ have to be calculated numerically.
(4) MQC also introduced the bivariant generating function

$$
\begin{equation*}
G(x, y)=\sum_{N=0}^{\infty} \sum_{q=0}^{q_{\max }} A(q, N) x^{q} y^{N} . \tag{1.2}
\end{equation*}
$$

Combining Eq. (1.2) with the decoupled recurrence relation Eq. (1.1), $G(x, y)$ is obtained explicitly as the ratio of the two polynomials in $x$ and $y$,

$$
\begin{equation*}
G(x, y)=H(x, y) / D(x, y) . \tag{1.3}
\end{equation*}
$$

Essential to this procedure is the evaluation of the initial values of $A(q, N)$ for $0 \leqslant q<q_{\text {max }}$ and $0 \leqslant N<m_{\text {max }}$.
(5) The meaningful statistical quantities are the configurational grand-canonical partition function ${ }^{4}$

$$
\begin{equation*}
\Delta_{N}(x)=\sum_{q=0}^{q_{\max }} A(q, N) x^{q} \tag{1.4}
\end{equation*}
$$

the expectation value of the occupation of $L \times M \times N$ lattice

$$
\begin{equation*}
\langle\theta\rangle_{N}=\frac{1}{q_{\max } \Delta_{N}} \sum_{q=0}^{q_{\max }} q A(q, N) \tag{1.5}
\end{equation*}
$$

the dispersion in $\theta$

$$
\begin{equation*}
\left\langle\theta^{2}\right\rangle_{N}=\frac{1}{q_{\max }^{2} \Delta_{N}} \sum_{q=0}^{q_{\max }} q^{2} A(q, N) \tag{1.6}
\end{equation*}
$$

and the mean square deviation

$$
\begin{equation*}
\sigma_{N}^{2}=\left[\left\langle\theta^{2}\right\rangle_{N}-\left(\langle\theta\rangle_{N}\right)^{2}\right] \tag{1.7}
\end{equation*}
$$

The connection between the bivariant generating function and the above statistical quantities is made by recalling that

$$
\begin{equation*}
G(x, y)=\sum_{N=0}^{\infty} y^{N} \sum_{q=0}^{q_{\max }} x^{q} A(N, q)=\sum_{N=0}^{\infty} y^{N} \Delta_{N}(x) \tag{1.8}
\end{equation*}
$$

The quantity $x$ represents the absolute activity of the dumbbells or dimers, and MQC have only considered the case $x=1$.
(6) MQC then calculate the $z$ roots $R_{j}$ of $D(1,1 / z)$, and perform an expansion of $G(1, y)$ in the form

$$
\begin{align*}
G(1, y) & =\sum_{j} \frac{k_{j}}{\left(1-y R_{j}\right)}=\sum_{j} k_{j} \sum_{N=0}^{\infty}\left(\nu R_{j}\right)^{N} \\
& =\sum_{N=0}^{\infty} y^{N} \sum_{j} k_{j} R_{j}^{N} \tag{1.9}
\end{align*}
$$

Comparing Eqs. (1.8) and (1.9), the normalization is obtained exactly as a finite sum over the roots of $D(1,1 / z)$, i.e.,

$$
\begin{equation*}
\Delta_{N}(1)=\sum_{j} k_{j} R_{j}^{N}(1) \tag{1.10}
\end{equation*}
$$

As $N$ becomes large, the leading term in Eq. (1.10) gives a good approximation of the normalization $\Delta_{N}$, namely, if $R_{1}$ is the largest root, then

$$
\begin{equation*}
\Delta_{N} \simeq k_{1} R_{1}^{N} \tag{1.11}
\end{equation*}
$$

The method of calculating $k_{1}$ as suggested by MQC for the $2 \times 2 \times N$ lattice is rather complicated and cannot be easily extended to the general case. As a matter of fact, this is also true for the other quantities (1.5), (1.6), and (1.7) which they have calculated for the same lattice mentioned above.

This paper is the first in a series of two. ${ }^{5}$ Here we intend only to present exact mathematical expressions for the grand-canonical partition function $\Delta_{N}(x)$, for any value of the activity $x(x \geqslant 0)$. This will enable one to derive the closed form expression for the thermodynamic limit

$$
\begin{equation*}
\Xi(x)=\lim _{N \rightarrow \infty}\left[\Delta_{N}(x)\right]^{1 / L M N} \tag{1.12}
\end{equation*}
$$

We will also obtain the large $N$ behavior of $\langle\theta\rangle_{L M N}$ and $\sigma_{L M N}^{2}$ for the rectangular $L \times M \times N$ lattice. This is done in Sec. II. The general formalism is then applied to a planar lattice space, namely $1 \times M \times N$ lattices for $M=1,2,3$, and 4. The closing section is devoted to an analysis and discussion of the numerical results obtained. Throughout this article, all the numerical results were obtained using a Hewlett Packard 34C pocket calculator.

## II. GENERAL FORMALISM

Following step (1) of MQC's procedure, we first consider all the topologically distinct sublattices obtained from the original rectangular $L \times M \times N$ lattice by removing from the $N$ th array, containing $L M$ compartments, one, two, etc., up
to ( $L M-1$ ) compartments. The capital letter " $T$ " will be used to denote a whole class of topologically distinct sublattices obtained from the original lattice by removing a given number of compartments. In the applications presented in this paper we use the following notations:
" $\mathscr{A}$ " represents the nontruncated original lattice;
" $\mathscr{B}$ " represents the whole class of topologically distinct sublattices with one compartment removed from the $N$ th array;
" $\mathscr{C}$ " represents the whole class of topologically distinct sublattices with two compartments removed from the $N$ th array; and so on. Thus, " $\mathscr{T}$ " stands for " $\mathscr{A}, "$ " $\mathscr{B}, "$ " $\mathscr{C}, "$ etc.

In order to enumerate the various elements belonging to the same class $\mathscr{T}$, we choose a running lower index $i$; so that when referring to a particular sublattice belonging to the class $\mathscr{T}$, we would call it $\mathscr{T}_{i}$.

The number of ways $q$ dumbbells can be arranged on a particular $T_{i}$-lattice is called $T_{i}(q, N)$, where it is understood that $L$ and $M$ are fixed and $N$ is the only dimension allowed to vary. The initial values for these numbers are

$$
\begin{array}{ll}
T_{i}(0, N)=1 & \text { for } N \neq 0 \\
A(0,0)=1 & \text { (i.e. }, \mathscr{T}=\mathscr{A}) \tag{2.1b}
\end{array}
$$

To these initial values, we add the initial conditions

$$
\begin{equation*}
T_{i}(0,0)=0, \quad \text { for } \mathscr{T} \neq \mathscr{A} \tag{2.1c}
\end{equation*}
$$

since for $N=0$, no compartments exist on an $\mathscr{A}$-lattice and, therefore, other $\mathscr{T}$-lattices, obtained by removing one or more compartments for the $\mathscr{A}$-lattice, do not exist.

The next step is to generate the coupled recurrence relations among the various numbers of arrangements $T_{i}(q, N)$ in the form

$$
T_{i}(q, N)=\sum_{\left\{T_{j}\right\}} \sum_{n} \sum_{m} c_{n m}\left[T_{i}, T_{j}\right] T_{j}(q-n, N-m) \cdot(2.2)
$$

There will be as many equations as there are $T_{i}$ 's. The number of equations involved will be studied in Paper II. ${ }^{5}$ For every given set of values of $L$ and $M$ (specifying the $L \times M \times N$ lattice space) the coefficients $c_{n m}\left[T_{i}, T_{j}\right]$ have to be evaluated. These coefficients are positive integers. This is step (2) of MQC's method described in the introduction.

For the purpose of obtaining meaningful statistical quantities, the bivariant generating function expressions Eq. (1.3) is essential. It can be determined without explicitly having to perform the decoupling of the recurrence relations Eq. (2.2) and obtain a recurrence relation for $A$ only, as in Eq.
(1.1). This is done by introducing as many bivariant generating functions as there are $\mathscr{T}_{i}$ - lattices, namely

$$
\begin{equation*}
G_{T_{i}}(x, y)=\sum_{N=0}^{\infty} \sum_{q=0}^{q_{\max }} T_{i}(q, N) x^{q} y^{N} \tag{2.3}
\end{equation*}
$$

Combining Eqs. (2.2), (2.3), and the initial value conditions, Eqs. (2.1a), (2.1b), and (2.1c), one finds
$G_{A}(x, y)=1+\sum_{\mid T_{j} ;} \sum_{n, m} c_{n m}\left[A, T_{j}\right] G_{T_{j}}(x, y) x^{n} y^{m}$,
$G_{T_{i}}(x, y)=\sum_{\left\{T_{j}\right]} \sum_{n, m} c_{n m}\left[T_{i} T_{j}\right] G_{T_{j}}(x, y) x^{n} y^{m}, \quad$ for $T_{i} \neq A$.

Thus, the decoupling of recurrence relations is reduced to
the much easier problem of solving a system of linear equations where the bivariant generating functions $G_{T_{i}}$ play the role of unknowns. ${ }^{6}$ Clearly, in this system of equations, the coefficients are $c_{n m}\left[T_{i}, T_{j}\right] x^{n} y^{m}$. It then follows that each

$$
\left[\begin{array}{cc}
1-\sum_{n, m} x^{n} y^{m} c_{n m}[A, A], & -\sum_{n, m} x^{n} y^{m} c_{n m}\left[A, B_{1}\right]  \tag{2.5}\\
-\sum_{n, m} x^{n} y^{m} c_{n m}\left[B_{1}, A\right], & 1-\sum_{n, m} x^{n} y^{m} c_{n m}\left[B_{1}, B_{1}\right] \\
\cdots & \cdots
\end{array}\right.
$$

one of the bivariant generating functions can be written as the ratio of two polynomials in $x$ and $y$. Formally, the system of equations (2.4a) and (2.4b) may be represented by a matrix equation, namely

$$
\left.\begin{array}{c}
\ldots \\
\ldots \\
\ldots \\
\cdots
\end{array}\right]\left[\begin{array}{c}
G_{A} \\
G_{B_{1}} \\
\vdots
\end{array}\right]=\left[\begin{array}{c}
1 \\
0 \\
\vdots
\end{array}\right] .
$$

Solving for $G_{A}$, one finds

$$
\begin{equation*}
G_{A}(x, y)=H(x, y) / D(x, y), \tag{2.6}
\end{equation*}
$$

where $D(x, y)$ is the determinant of the square-matrix appearing in Eq. (2.5) and $H(x, y)$ is the cofactor associated with its first diagonal element. The polynomial structure of $H(x, y)$ and $D(x, y)$ follows immediately from the structure of this matrix. Although irrelevant to the discussion of the problem of interest to us, it is worthwhile remarking that decoupling of the recurrence relation Eq. (2.2) can be achieved by straightforward manipulations on Eq. (2.6). ${ }^{6}$

From now on, we will assume that Eq. (2.6) has been worked out explicitly for a given set of values of $L$ and $M$. Unlike MQC's method, we will not restrict the activity $x$ to take on the value $x=1$. The major advantage of this approach is the ability to obtain closed form expressions for the configurational grand-canonical partition function $\Delta_{N}(x)$, the expectation $\langle\theta\rangle_{N}$, and the variance $\sigma_{N}^{2}$. Thus, the $z$-roots of the determinant $D(x, 1 / z), R_{j}(x)$, are $x$-dependent. These roots are the $z$-solutions of the equation

$$
\begin{equation*}
D(x, 1 / z)=0 \tag{2.7}
\end{equation*}
$$

It then follows that the bivariant generating function may be expanded in terms of the $R_{j}(x)$, namely
$G_{A}(x, y)=\sum_{j} \frac{k_{j}(x)}{\left[1-y R_{j}(x)\right]}=\sum_{N=0}^{\infty} y^{N} \sum_{j} k_{j}(x)\left[R_{j}(x)\right]^{N}$,
where the coefficients $k_{j}(x)$ will be determined shortly.

## A. The calculations of $\Delta_{N}$

Equation (2.8), when compared with the equivalent expression of the bivariant generating function $G_{A}(x, y)$,

$$
\begin{equation*}
G_{A}(x, y)=\sum_{N=0}^{\infty} y^{N} \sum_{q=0}^{q_{\max }} x^{q} A(q, N) \tag{2.9}
\end{equation*}
$$

allows one to obtain $\Delta_{N}(x)$ in the form

$$
\begin{equation*}
\Delta_{N}(x)=\sum_{q=0}^{q_{\max }} x^{q} A(q, N)=\sum_{j} k_{j}(x)\left[R_{j}(x)\right]^{N} \tag{2.10}
\end{equation*}
$$

Clearly, the normalization $\Delta_{N}$ calculated in particular cases by MQC, is the function $\Delta_{N}(x)$ evaluated at $x=1$,

$$
\begin{equation*}
\Delta_{N} \equiv \Delta_{N}(1) \tag{2.11}
\end{equation*}
$$

We now explicitly evaluate $k_{i}(x)$ in terms of the polynomials $H(x, y)$ and $D(x, y)$. This is achieved by expanding
$G_{A}(x, y)$ in the neighborhood of one of the roots, $y=1 / R_{i}(x)$. The denominator $D(x, y)$ in Eq. (2.6) is given by

$$
\begin{align*}
D(x, y)= & D\left(x, \frac{1}{R_{i}}\right)+\left(y-\frac{1}{R_{i}}\right) \\
& \times\left(\frac{\partial D}{\partial y}\right)_{y=1 / R_{i}(x)}+O\left(y-\frac{1}{R_{i}}\right)^{2} . \tag{2.12}
\end{align*}
$$

Since $R_{i}$ is one of the solutions of Eq. (2.7), $D\left(x, 1 / R_{i}\right)=0$. Using the relation,

$$
\begin{equation*}
\frac{H(x, y)}{D(x, y)}=\sum_{j} \frac{k_{j}(x)}{\left[1-y R_{i}(x)\right]} \tag{2.13}
\end{equation*}
$$

and isolating the term in the $j$-summation corresponding to $j=1$, then replacing $D(x, y)$ by its equivalent from (2.12) and multiplying both sides of Eq. (2.13) by $\left(y-1 / R_{i}\right)$, one obtains an expression valid in the neighborhood of $y=1 / R_{i}$, namely

$$
\begin{align*}
\frac{H(x, y)}{(\partial D / \partial y)_{y R_{i}=1}+O\left(y-1 / R_{i}\right)}= & -\frac{k_{i}(x)}{R_{i}(x)}+\left(\frac{y-1}{R_{i}}\right) \\
& \times \sum_{j \neq i} \frac{k_{j}(x)}{\left[1-y R_{j}(x)\right]} \tag{2.14}
\end{align*}
$$

We then set $y=1 / R_{i}$ in Eq. (2.14) and obtain

$$
\begin{equation*}
k_{i}(x)=\frac{-R_{i}(x) H\left(x, 1 / R_{i}\right)}{[\partial D / \partial y]_{y R_{i}=1}} . \tag{2.8}
\end{equation*}
$$

This gives the closed form expression of $\Delta_{N}(x)$,

$$
\begin{equation*}
\Delta_{N}(x)=-\sum_{j} \frac{\left[R_{j}(x)\right]^{N+1} H\left(x, 1 / R_{j}\right)}{[\partial D / \partial y]_{y=1 / R_{f}(x)}} \tag{2.16}
\end{equation*}
$$

Let $R_{1}(x)$ be the largest root for any given activity $x(x \geqslant 0)$, then in the thermodynamic limit the partition function is given by

$$
\begin{equation*}
\Xi(x)=\lim _{N \rightarrow \infty}\left[\Delta_{N}(x)\right]^{1 / L M N}=\left[R_{1}(x)\right]^{1 / L M} . \tag{2.17}
\end{equation*}
$$

By setting $x=1$ in Eq. (2.16), we obtain the exact closed form expression of the normalization, $\Delta_{N} \equiv \Delta_{N}(1) . R_{j}(1)$ are the $z$-roots of $D(1,1 / z)$. Should there exist nonsimple roots of $D(1,1 / z)$, the analysis above, which assumes simple roots, can be easily adjusted. Nevertheless, it is possible to show that the forthcoming discussion will remain unaffected as long as the root of largest modulus is real, positive and simple. Under these circumstances, let $R_{1}$ be the largest real root
of $D(1,1 / z)$. Setting $x=1$ in Eq. (2.16) and factoring out $R_{1}^{N+1}$, one finds
$\Delta_{N}(1)=\Delta_{N}=-R_{1}^{N+1} \sum_{j}\left(\frac{R_{j}}{R_{1}}\right)^{N+1} \frac{H\left(1,1 / R_{j}\right)}{[\partial D / \partial y]_{\substack{y R_{j=1} \\ x=1}} .}$.

This clearly shows that the leading term of Eq. (2.18), when $N$ becomes large, is

$$
\begin{equation*}
\Delta_{N}=-R_{1}^{N+1} \frac{H\left(1,1 / R_{i}\right)}{[\partial D / \partial y]_{y R_{1}=1}}\left\{1+O\left(\frac{R_{j}}{R_{1}}\right)^{N+1}\right\} \tag{2.19}
\end{equation*}
$$

## B. The calculation of $\langle\theta\rangle_{N}$

Consider the first derivative of $\Delta_{N}(x)$, Eq. (2.10)

$$
\begin{equation*}
\Delta_{N}^{\prime}(x)=\sum_{q=0}^{q_{\max }} x^{q-1} q A(q, N) \tag{2.20}
\end{equation*}
$$

Since there are $L M N$ compartments on a $L \times M \times N$-lattice space, and since each dumbbell occupies two adjacent compartments, the maximum number $q_{\text {max }}$ of dumbbells that may occupy such a lattice is the integer part of $L M N / 2$. We use the symbolic bracket notation [ $L M N / 2$ ] to refer to integer division, i.e.,

$$
\begin{equation*}
q_{\max }=[L M N / 2] \tag{2.21}
\end{equation*}
$$

Generalizing definition (1.5), the expectation on the lattice may then be given as a function of $x$ as

$$
\begin{equation*}
\langle\theta\rangle_{N}=\frac{1}{[L M N / 2]}\left(\frac{\Delta_{N}^{\prime}(x)}{\Delta_{N}(x)}\right), \tag{2.22}
\end{equation*}
$$

where $\Delta_{N}^{\prime}(x)$ is defined as $\partial \Delta_{N}(x) / \partial x$,

$$
\begin{equation*}
\Delta_{N}^{\prime}(x)=\sum_{j}\left\{k_{j}^{\prime} R_{j}^{N}+N k_{j} R_{j}^{N-1} R_{j}^{\prime}\right\} \tag{2.23}
\end{equation*}
$$

This enables one to obtain the closed form expression
$\langle\theta\rangle_{N}=\frac{1}{[L M N / 2]}\left(\frac{\sum_{j}\left[k_{j}^{\prime} R_{j}^{N}+N k_{j} R_{j}^{N-1} R_{j}^{\prime}\right]}{\sum_{j} k_{j} R_{j}^{N}}\right)$.
So $R_{j}(x)$ are numerically calculated from $D(x, 1 / z)=0$ and the associated values $k_{j}(x)$ are calculated using Eq. (2.15). On the other hand, the quantities $R_{j}(x)$ have still to be evaluated. The values, $k_{j}^{\prime}(x)$ may then be calculated after taking the derivative of Eq. (2.15).

Since $R_{i}(x)$ are completely independent of the polynomial $H(x, y)$, if we call $t_{i}(x)$ the expression of $k_{i}(x)$ when $H(x, y) \equiv 1$, it then follows that

$$
\begin{equation*}
\frac{1}{D(x, y)}=\sum_{j} \frac{t_{j}(x)}{\left[1-y R_{j}(x)\right]} \tag{2.25}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{i}(x)=\frac{-R_{i}(x)}{[\partial D / \partial y]_{y R_{i}=1}} \tag{2.26}
\end{equation*}
$$

We now take the partial derivative of Eq. (2.24) with respect to $x$ :

$$
\begin{equation*}
-\frac{1}{D^{2}} \frac{\partial D}{\partial x}=\sum_{j} \frac{\left[t_{j}^{\prime}\left(1-y R_{j}\right)+y R_{j}^{\prime} t_{j}\right]}{\left[1-y R_{j}(x)\right]^{2}} \tag{2.27}
\end{equation*}
$$

According to Eq. (2.12), an expansion of $D^{2}$ in the neighborhood of $y=1 / R_{i}(x)$ is

$$
\begin{equation*}
D^{2}(x, y)=\left(y-\frac{1}{R_{i}}\right)^{2}\left(\frac{\partial D}{\partial y}\right)_{y R_{i}=1}^{2}+O\left(y-\frac{1}{R_{i}}\right)^{3} \tag{2.28}
\end{equation*}
$$

We multiply both sides of Eq. (2.27) by $\left(y-1 / R_{i}\right)^{2}$, replace $D^{2}$ by its approximate expansion (2.28), and then take the limit as $y$ approaches $1 / R_{i}(x)$. We obtain

$$
\begin{equation*}
\frac{\partial D\left(x, 1 / R_{i}\right)}{\partial x} \frac{\partial D\left(x, 1 / R_{i}\right)}{\partial y}=\frac{t_{i}(x) R_{i}^{\prime}(x)}{\left[R_{i}(x)\right]^{3}} \tag{2.29}
\end{equation*}
$$

Finally, the expresson of $t_{i}(x)$ given by Eq. (2.26) may be used in Eq. (2.28) and yields

$$
\begin{equation*}
R_{i}^{\prime}(x)=R_{i}^{2}(x)\left(\frac{\partial D / \partial x}{\partial D / \partial y}\right)_{y R_{i}=1} \tag{2.30}
\end{equation*}
$$

The forthcoming derivation remains unaffected as long as the root of largest modulus $R_{1}(x)$ is a real, positive, and simple root. Then, as $N$ becomes large, the leading terms in Eq. (2.23) are

$$
\begin{align*}
\langle\theta\rangle_{N}= & \frac{1}{[L M N / 2]}\left\{\frac{k_{1}^{\prime}(x)}{k_{1}(x)}\right. \\
& \left.+N \frac{R_{1}^{\prime}(x)}{R_{1}(x)}+N \times O\left(\frac{R_{j}}{R_{1}}\right)^{N}\right\} . \tag{2.31}
\end{align*}
$$

Taking the limit as $N$ becomes infinitely large, and using Eq. (2.30), one finds

$$
\begin{equation*}
\langle\theta\rangle_{\infty}=\frac{2}{L M}\left(\frac{1}{y} \frac{\partial D / \partial x}{\partial D / \partial y}\right)_{y R_{i}=1} \tag{2.32}
\end{equation*}
$$

First-order corrections are readily available from Eq. (2.31).

## C. The calculation of $\sigma_{N}^{2}$

The method of calculating $\sigma_{N}^{2}$ is straightforward. The starting point is the expression of the second derivative of $\Delta_{N}(x)$ as computed from Eq. (2.20):

$$
\begin{equation*}
\Delta_{N}^{\prime \prime}(x)=\sum_{q=0}^{q_{\max }} x^{q-2}\left[q^{2} A(q, N)-q A(q, N)\right] \tag{2.33}
\end{equation*}
$$

Generalizing Eq. (1.6) and combining Eqs. (2.20), and (2.33), it then follows that

$$
\begin{equation*}
\left\langle\theta^{2}\right\rangle_{N}=\frac{1}{[L M N / 2]^{2}}\left(\frac{\Delta_{N}^{\prime \prime}(x)+\Delta_{N}^{\prime}(x)}{\Delta_{N}(x)}\right) \tag{2.34}
\end{equation*}
$$

The ratio $\Delta_{N}^{\prime}(x) / \Delta_{N}(x)$ was calculated previously [see Eqs. (2.22) and (2.31)]. Similar calculations give

$$
\begin{equation*}
\frac{\Delta_{N}^{\prime \prime}}{\Delta_{N}}=\frac{\Sigma_{j}\left\{k_{j}^{\prime \prime}+2 N k_{j}^{\prime}\left(R_{j}^{\prime} / R_{1}\right)+N k_{j}\left(R_{j}^{\prime \prime} / R_{1}\right)+N(N-1) k_{j}\left(R_{j}^{\prime} / R_{1}\right)^{2}\right\}\left(R_{j} / R_{1}\right)^{N}}{\Sigma_{j} k_{j}\left(R_{j} / R_{1}\right)^{N}} \tag{2.35}
\end{equation*}
$$

The leading terms of Eq. (2.35) as $N$ becomes large are

$$
\begin{equation*}
\frac{\Delta_{N}^{\prime \prime}}{\Delta_{N}}=\frac{k_{1}^{\prime \prime}}{k_{1}}+2 N \frac{k_{1}^{\prime}}{k_{1}} \frac{R_{1}^{\prime}}{R_{1}}+N \frac{R_{1}^{\prime \prime}}{R_{1}}+N(N-1)\left(\frac{R_{1}^{\prime}}{R_{1}}\right)^{2}+O\left(\frac{R_{j}}{R_{1}}\right)^{N} N^{2} \tag{2.36}
\end{equation*}
$$

Thus, the large $N$ behavior of $\langle\theta\rangle_{N}$ is given by

$$
\begin{equation*}
\left\langle\theta^{2}\right\rangle_{N}=\frac{4}{L^{2} M^{2}}\left\{\frac{R_{1}^{\prime 2}}{R_{1}^{2}}+\frac{1}{N}\left(2 \frac{k_{1}^{\prime}}{k_{1}} \frac{R_{1}^{\prime}}{R_{1}}+\frac{R_{1}^{\prime}}{R_{1}}+\frac{R_{1}^{\prime \prime}}{R_{1}}-\frac{R_{1}^{\prime 2}}{R_{1}^{2}}\right)+\frac{1}{N^{2}}\left(\frac{k_{1}^{\prime \prime}}{k_{1}}+\frac{k_{1}^{\prime}}{k_{1}}\right)+O\left(\frac{R_{j}}{R_{1}}\right)^{N}\right\} \tag{2.37}
\end{equation*}
$$

Clearly, in the limit as $N$ becomes infinite, one has

$$
\begin{equation*}
\left\langle\theta^{2}\right\rangle_{\infty}=\frac{4}{L^{2} M^{2}}\left(\frac{R_{1}^{\prime}}{R_{1}}\right)^{2}=\left(\langle\theta\rangle_{\infty}\right)^{2} \tag{2.38}
\end{equation*}
$$

This shows that

$$
\begin{equation*}
\sigma_{\infty}^{2}=0 \tag{2.39}
\end{equation*}
$$

The first-order correction to $\sigma_{N}^{2}$ may be calculated by taking the square of Eq. (2.31), keeping the leading terms, i.e.,

$$
\begin{align*}
\left(\langle\theta\rangle_{N}\right)^{2}= & \frac{4}{L^{2} M^{2}}\left\{\frac{R_{1}^{\prime 2}}{R_{1}{ }^{2}}+\frac{2}{N} \frac{k_{1}^{\prime}}{k_{1}} \frac{R_{1}^{\prime}}{R_{1}}\right. \\
& \left.+\frac{1}{N^{2}} \frac{k_{1}^{\prime 2}}{k_{1}{ }^{2}}+O\left(\frac{R_{j}}{R_{1}}\right)^{N}\right\} . \tag{2.40}
\end{align*}
$$

We take the difference between Eqs. (2.36) and (2.39) and find

$$
\begin{align*}
\sigma_{N}^{2}= & \frac{4}{L^{2} M^{2}}\left\{\frac{1}{N} \frac{R_{1}^{\prime}}{R_{1}}\left(1+\frac{R_{1}^{\prime \prime}}{R_{1}^{\prime}}-\frac{R_{1}^{\prime}}{R_{1}}\right)\right. \\
& \left.+\frac{1}{N^{2}} \frac{k_{1}^{\prime}}{k_{1}}\left(1+\frac{k_{1}^{\prime \prime}}{k_{1}^{\prime}}-\frac{k_{1}^{\prime}}{k_{1}}\right)+O\left(\frac{R_{j}}{R_{1}}\right)^{N}\right\} . \tag{2.41}
\end{align*}
$$

Again, the above result holds when the root $R_{1}$ of largest modulus is a simple, real and positive root. We now calculate the first-order correction by looking at an explicit expression for $R_{1}^{\prime \prime} / R_{1}^{\prime}$. This is done by taking the logarithmic derivative of $R_{1}^{\prime}$ using Eq. (2.30) and the fact that in this equation one has

$$
\begin{equation*}
y=\frac{1}{R_{i}(x)} \quad \text { and } \quad \frac{d y}{d x}=-\frac{R_{i}^{\prime}(x)}{R_{i}^{2}(x)} \tag{2.42}
\end{equation*}
$$

It follows that

$$
\begin{align*}
\frac{R_{i}^{\prime \prime}}{R_{i}^{\prime}}= & 2 \frac{R_{i}^{\prime}}{R_{i}}+\left(\frac{\partial^{2} D / \partial x^{2}-\left(\partial^{2} D / \partial x \partial y\right)\left(R_{i}^{\prime} / R_{i}^{2}\right)}{\partial D / \partial x}\right)_{y R_{i}=1} \\
& -\left(\frac{\partial^{2} D / \partial x \partial y-\left(\partial^{2} D / \partial y^{2}\right)\left(R_{i}^{\prime} / R_{i}^{2}\right)}{\partial D / \partial y}\right)_{y R_{i}=1} \tag{2.43}
\end{align*}
$$

TABLE I. The entries $A, B, C$, etc., correspond to sublattices generated from the original lattice space $1 \times M \times N$ by removing from the $N$ th array, no compartment, one, two, etc., up to ( $M-1$ ) compartments, respectively. This table gives the number of topologically distinct sublattices belonging to the same class, and for various values of the lattice size $M$. The last column in this table gives the total number of bivariant generating functions $G_{T_{i}}(x, y)$ for various values of the lattice size $M$. Since this number is equal to the total number of $T_{i}$ - lattices, it is obtained by adding the number in the table falling on the same horizontal line.

| CLASS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SIZE |
| $M$ |$\quad A \quad$ B

This result may be combined with the properties

$$
\begin{equation*}
\frac{R_{i}^{\prime}(x)}{R_{i}^{2}(x)}=\left(\frac{\partial D / \partial x}{\partial D / \partial y}\right)_{y R_{i}=1}, \quad\langle\theta\rangle_{\infty}=\frac{2}{L M} \frac{R_{1}^{\prime}(1)}{R_{1}(1)} \tag{2.44}
\end{equation*}
$$

to give the leading term of $\sigma_{N}^{2}$ for large $N$ :

$$
\begin{align*}
\sigma_{N}^{2}= & \frac{2}{L M N}\langle\theta\rangle_{\infty}\left\{1+\frac{L M}{2}\langle\theta\rangle_{\infty}\right. \\
& +\frac{\partial^{2} D / \partial x^{2}}{\partial D / \partial x}+\frac{(\partial D / \partial x)\left(\partial^{2} D / \partial y^{2}\right)}{(\partial D / \partial y)^{2}} \\
& \left.-2 \frac{\partial^{2} D / \partial x \partial y}{\partial D / \partial y}\right\}_{y R_{i}=1}+O(1 / N)^{2} \tag{2.45}
\end{align*}
$$

To complete this theoretical study of the occupation statistics for indistinguishable dumbbells on a rectangular lattice space, $L \times M \times N$, for finite $N$ and for the limit as $N$ becomes very large, we conclude with the Gaussian representation of $A(q, N)$. Introducing the normalized quantity

$$
\begin{equation*}
\theta=q / q_{\max } \tag{2.46}
\end{equation*}
$$

we obtain the Gaussian distribution valid for large values of $N$, namely

$$
\begin{equation*}
A(q, N)=A_{\max } \exp \left(-\left[\theta-\langle\theta\rangle_{N}\right]^{2} / \sigma_{N}^{2}\right) \tag{2.47}
\end{equation*}
$$

where $\langle\theta\rangle_{N}$ and $\sigma_{N}$ are calculated from Eqs. (2.32) and (2.45) setting $x=1 . A_{\max }$ is the maximum number of possible arrangements on the $L \times M \times N$ lattice given approximately by

$$
\begin{equation*}
A_{\max }=\Delta_{N} / \sqrt{8 \pi N \sigma_{N}^{2}} \tag{2.48}
\end{equation*}
$$

We now proceed to applying this general formalism to $1 \times M \times N$ lattices for $M=1,2,3$, and 4. In Table I, we give the number of distinct sublattices of given class $\mathscr{T}$ for every case to be investigated.

## III. THE $1 \times 1 \times N$ LATTICE

This one-dimensional problem has already been solved exactly. ${ }^{1}$ We reproduce the known results for the sake of completeness and as a mere application of the general formalism developed in Sec. II. Following MQH, the recurrence relation for the number of arrangements $A(q, N)$ of $q$ dumbbells on this lattice is straightforward. This number is equal to the sum of all possible arrangements of $q$ dumbbells leaving the $N$ th compartment unoccupied $A(q, N-1)$, and all possible arrangements, $A(q-1, N-2)$, of $(q-1)$ dumbbells when the last two compartments are occupied by one dumbbell. This is illustrated in Fig. 1. So, very simple, one has

$$
\begin{equation*}
A(q, N)=A(q, N-1)+A(q-1, N-2) \tag{3.1}
\end{equation*}
$$

This is a special case of Eq. (2.2) which stands for a set of equations, equal in number to the number of distinct $T_{i}{ }^{-}$ lattices. In the one-dimensional problem, we have two $c_{n m}\left[T_{i}, T_{j}\right]$ coefficients, namely


FIG. 1. Generating a recurrence relation for the number of arrangements $A(q, N)$ of $q$ dumbbells on a $1 \times 1 \times N$-lattice.

$$
\begin{equation*}
c_{01}[A, A]=1, \quad c_{12}[A, A]=1 \tag{3.2}
\end{equation*}
$$

For this problem, Eq. $(2,4 a)$ becomes

$$
\begin{equation*}
G_{A}(x, y)=1+y G_{A}(x, y)+x y^{2} G_{A}(x, y) \tag{3.3}
\end{equation*}
$$

and we end up with one equation with one unknown. Then matrix equation (2.5) has a trivial form

$$
\begin{equation*}
\left(1-y-x y^{2}\right) G_{A}(x, y)=1 \tag{3.4}
\end{equation*}
$$

leading to the simplest expressions for $H(x, y)$ and $D(x, y)$,

$$
\begin{equation*}
H(x, y)=1, \quad D(x, y)=1-y-x y^{2} . \tag{3.5}
\end{equation*}
$$

The $z$-roots of $D(1,1 / z)$ are easily obtained from setting

$$
\begin{equation*}
D(1 / z)=\left(1 / z^{2}\right)\left(z^{2}-z-x\right)=0 . \tag{3.6}
\end{equation*}
$$

These are

$$
\begin{equation*}
R_{j}(x)=\frac{1}{2}[1-(-1 \psi \sqrt{1+4 x}], \quad j=1,2 . \tag{3.7}
\end{equation*}
$$

The root of largest modulus is real and positive and we proceed in the application of our formalism, by calculating the first- and second-order partial derivatives of $D(x, y)$ with respect to $x$ and $y$, namely

$$
\begin{align*}
& \frac{\partial D}{\partial D}=-y^{2}, \quad \frac{\partial^{2} D}{\partial x^{2}}=0, \quad \frac{\partial^{2} D}{\partial x \partial y}=-2 y \\
& \frac{\partial D}{\partial y}=-(1+2 x y), \quad \frac{\partial^{2} D}{\partial y^{2}}=-2 x \tag{3.8}
\end{align*}
$$



FIG. 2A. Generating a recurrence relation for the number of arrangements $A(q, N)$ of $q$ dumbbells on a $1 \times 2 \times N$-lattice.

$A(q, N-1)$


FIG. 2B. Generating a recurrence relation for the number of arrangements $B(q, N)$ of $q$ dumbbells on a truncated $1 \times 2 \times N$-lattice of class $B$.

Using Eq. (2.16), we obtain the exact value of the grandcanonical partition function,

$$
\begin{align*}
\Delta_{N}(x)= & \left(\frac{1+\sqrt{1+4 x}}{2}\right)^{N+1} \sum_{j=1}^{2} \\
& \times\left(\frac{1-(-1) \sqrt{1+4 x}}{1+\sqrt{1+4 x}}\right)^{N+1} \frac{1-(-1) \gamma \sqrt{1+4 x}}{1+4 x-(1)^{j} \sqrt{1+4 x}} \tag{3.9}
\end{align*}
$$

TABLE II. Arrangements of $q$ dumbbells on a $1 \times 1 \times N$ lattice and the normalization factor $\Delta_{N}$.

| $\mathrm{N}^{9}$ | 0 | 1 | 2 | 3 | 4 | 5 | EXACT $\Delta_{N}$ | $\begin{gathered} \text { APPROXIMATE } \\ \triangle_{N} \end{gathered}$ | $\begin{gathered} \text { ERROR } \\ \% \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 |  |  |  |  |  | 1 | 0.7236 | 27.64 |
| 1 | 1 |  |  |  |  |  | 1 | 1.1708 | 17.08 |
| 2 | 1 | 1 |  |  |  |  | 2 | 1.8944 | 5.28 |
| 3 | 1 | 2 |  |  |  |  | 3 | 3.0652 | 2.17 |
| 4 | 1 | 3 | 1 |  |  |  | 5 | 4.9597 | 0.807 |
| 5 | 1 | 4 | 3 |  |  |  | 8 | 8.0249 | 0.312 |
| 6 | 1 | 5 | 6 | 1 |  |  | 13 | 12.9846 | 0.118 |
| 7 | 1 | 6 | 10 | 4 |  |  | 21 | 21.00952 | 0.045 |
| 8 | 1 | 7 | 15 | 10 | 1 |  | 34 | 33.99412 | 0.017 |
| 9 | 1 | 8 | 21 | 20 | 5 |  | 55 | 55.00364 | 0.0066 |
| 10 | 1 | 9 | 28 | 35 | 15 | 1 | 89 | 88.99775 | 0.0025 |

In the thermodynamic limit, Eq. (2.17) yields

$$
\begin{equation*}
\Xi(x)=\lim _{N \rightarrow \infty}\left[\Delta_{N}(x)\right]^{1 / N}=[1+\sqrt{1+4 x}] / 2 \tag{3.10}
\end{equation*}
$$

For large values of $N$, and for $x=1$, the normalization $\Delta_{N}$,

$$
\begin{equation*}
\Delta_{N}=(1+\sqrt{5})^{N+2} / 2^{N+1}(5+\sqrt{5}) \tag{3.11}
\end{equation*}
$$

The accuracy of this relation improves with increasing values of $N$. Table II shows how good this approximation is for small values of $N$. This approximation gives a better than one percent agreement for $N=4$. The expectation $\langle\theta\rangle_{\infty}$, on the infinite one-dimensional lattice is calculated using Eqs.
(2.32) and (3.8):

$$
\begin{align*}
\langle\theta\rangle_{\infty} & =2\left(\frac{1}{y}-\frac{y^{2}}{-(1+2 x y)}\right)_{y R_{3}=1}^{x=1} \\
& =\frac{1}{x}\left[1-\frac{1}{\sqrt{1+4 x}}\right]_{x=1} \\
& =1-\sqrt{5} / 5=0.552786405 \tag{3.12}
\end{align*}
$$

Similarly, combining Eqs. (2.44) and (3.8) one obtains for $x=1$

$$
\begin{equation*}
\sigma_{N}^{2}=\frac{4 \sqrt{5}}{25} \frac{1}{N}=\frac{0.357770876}{N} \tag{3.13}
\end{equation*}
$$

## IV. THE $1 \times 2 \times N$ LATTICE

This lattice problem has also been solved. ${ }^{1}$ Our general formalism may be applied again to give, in just a few steps, the interesting statistical quantities. Table I shows that there is only one sublattice belonging to the $B$-class, and consequently, two bivariant generating functions $G_{A}$ and $G_{B}$. Again, following MQC, Figs. 2A and 2B show how to find the recurrence relations Eq. (2.2). One finds

$$
\begin{aligned}
A(q, N)= & A(q, N-1)+A(q-1, N-1) \\
& +A(q-2, N-2)+2 B(q-1, N-1),(4.1) \\
B(q, N)= & A(q, N-1)+B(q-1, N-1)
\end{aligned}
$$

By comparison with Eq. (2.2) we obtain the $c_{n m}\left[T_{i}, T_{j}\right]$ coefficients

$$
\begin{align*}
& C_{01}[A, A]=C_{11}[A, A]=C_{22}[A, A]=1, \\
& C_{11}[A, B]=2, C_{01}[B, A]=C_{11}[B, B]=1 . \tag{4.2}
\end{align*}
$$

Consequently, for this lattice, Eqs. (2.4a) and (2.4b) reduce to

$$
\begin{align*}
& G_{A}(x, y)=1+\left(y+x y+x^{2} y^{2}\right) G_{A}(x, y)+2 x y G_{B}(x, y), \\
& G_{B}(x, y)=y G_{A}(x, y)+x y G_{B} \tag{4.3}
\end{align*}
$$

The matrix equation becomes

$$
\left(\begin{array}{ll}
\left(1-y(x+1)-x^{2} y^{2}\right) & -2 x y  \tag{4.4}\\
-y & 1-x y
\end{array}\right)\binom{G_{A}}{G_{B}}=\binom{1}{0}
$$

The determinant of the square matrix obtained is

$$
\begin{align*}
D(x, y) & =(1-x y)\left[1-y(x+1)-x^{2} y^{2}\right]-2 x y^{2} \\
& =1-y(1+2 x)-x y^{2}+x^{3} y^{3} \tag{4.5}
\end{align*}
$$

and the cofactor of its first diagonal element is

$$
\begin{equation*}
H(x, y)=1-x y . \tag{4.6}
\end{equation*}
$$

It then follows that

$$
\begin{equation*}
G_{A}(x, y)=\frac{H(x, y)}{D(x, y)}=\frac{1-x y}{1-y(1+2 x)-x y^{2}+x^{3} y^{3}} \tag{4.7}
\end{equation*}
$$

As an illustration of the flexibility of the general formalism developed, we would like to recover the decoupled recurrence relation from the expression of $D(x, y)$. It is sufficient to mention here, without any additional derivations, that with each term of the form $\lambda x^{n} y^{m}$ one associates
$\lambda A(q-n, N-m)$. The one-to-one correspondence that follows produces the uncoupled recurrence relation

$$
\begin{align*}
& A(q, N)-A(q, N-1)-2 A(q-1, N-1) \\
& \quad-A(q-1, N-2)+A(q-3, N-3)=0 \tag{4.8}
\end{align*}
$$

This is the recurrence relation derived by McQuistan and Lichtman (MQL). ${ }^{1}$ As found by MQL, the roots of $D(1,1, z)$ are

$$
\begin{align*}
& R_{1}=3.214319743, \quad R_{2}=0.460811121 \\
& R_{3}=-0.675130871 \tag{4.9}
\end{align*}
$$

Again, the root of largest modulus is a simple root, real and positive. For this value of the $z$-root, we calculate the first and second partial derivatives of $D(x, y)$

$$
\frac{\partial D\left(1,1 / R_{1}\right)}{\partial x}=-2 y-y^{2}+3 x^{2} y^{3}=-0.628699130
$$

$$
\begin{align*}
& \frac{\partial^{2} D\left(1,1 / R_{1}\right)}{\partial x^{2}}=6 x y^{3}=0.180699159  \tag{4.10a}\\
& \frac{\partial^{2} D\left(1,1 / R_{1}\right)}{\partial x \partial y}=-2-2 y+9 x^{2} y^{2}=-1.751122968 \tag{410b}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial D\left(1,1 / R_{1}\right)}{\partial y} & =-(1+2 x)-2 x y+3 x^{3} y^{2}  \tag{4.10c}\\
& =-3.331851413 \tag{4.10d}
\end{align*}
$$

$\frac{\partial^{2} D\left(1,1 / R_{1}\right)}{\partial y^{2}}=-2 x+6 x^{3} y=0.133353095$,
$H\left(1,1 / R_{i}\right)=1-x y=0.68892183$.
With these numerical results used in Eqs. (2.18), (2.31), and (2.44), we recover MQL's results, for $x=1$, namely,

$$
\begin{align*}
& \Delta_{N}=0.664591384(3.214319743)^{N}  \tag{4.11}\\
& \langle\theta\rangle_{\infty}=0.606492711 \tag{4.12}
\end{align*}
$$

and we also obtain the value of $\sigma_{N}^{2}$ that MQL do not report in their paper,

$$
\begin{equation*}
\sigma_{N}^{2}=0.167100836(1 / N)+O(1 / N)^{2} \tag{4.13}
\end{equation*}
$$

For the purpose of comparing the rate of convergence for the various lattice problems discussed in this paper, we reproduce in Table III, MQL's table for $A(q, N)$ and add to it the exact $\Delta_{N}$ and the approximate $\Delta_{N}$ calculated from Eq. (4.11). We notice from this table that the agreement of the approximate formula with the exact value is better than (0.1) percent for $N=4$.

Finally, for completeness we give the explicit $x$-dependence of the $z$-roots of $D(x, 1 / z)$, since

$$
\begin{equation*}
D(x, 1 / z)=\left(1 / z^{3}\right)\left[z^{3}-(1+2 x) z^{2}-x z+x^{3}\right]=0 \tag{4.14}
\end{equation*}
$$

is a cubic equation. The three roots of this equation are real and given by

TABLE III. Arrangements of $q$ dumbbells on a $1 \times 2 \times N$ lattice and the normalization factor $\Delta_{N}$.

| $N^{9}$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | EXACT | APPROXIMATE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 |  |  |  |  |  |  |  |  |  | 1 | 0.6645913 |
| 1 | 1 | 1 |  |  |  |  |  |  |  |  |  |  |
| 2 | 1 | 4 | 2 |  |  |  |  |  |  |  | 2.136209 |  |
| 3 | 1 | 7 | 11 | 3 |  |  |  |  |  |  | 7 | 6.866459 |
| 4 | 1 | 10 | 29 | 26 | 5 |  |  |  |  |  | 22 | 22.07100 |
| 5 | 1 | 13 | 56 | 94 | 56 | 8 |  |  |  |  | 71 | 70.94324 |
| 6 | 1 | 16 | 92 | 234 | 263 | 114 | 13 |  |  |  | 228 | 228.03425 |
| 7 | 1 | 19 | 137 | 473 | 815 | 667 | 223 | 21 |  |  | 2356 | 2356.0160 |
| 8 | 1 | 22 | 191 | 838 | 1982 | 2504 | 1577 | 424 | 34 |  | 7573 | 7572.9888 |
| 9 | 1 | 25 | 254 | 1356 | 4115 | 7191 | 7018 | 3538 | 789 | 55 | 24342 | 24342.007 |

$$
\begin{align*}
R_{j}(x)= & \frac{1+2 x}{3}+\frac{2}{3}\left[4 x^{2}+7 x+1\right]^{1 / 2} \\
& \times \cos \left[\frac{\phi(x)}{3}+(j-1) \frac{2 \pi}{3}\right], \quad j=1,2,3 \tag{4.15}
\end{align*}
$$

where

$$
\begin{equation*}
\cos \phi(x)=-\frac{\left(11 x^{3}-42 x^{2}-21 x-2\right)}{2\left(4 x^{2}+7 x+1\right)^{3 / 2}} \tag{4.16}
\end{equation*}
$$

The advantage is that one is able to obtain the explicit closed form expression of the partition function

$$
\Xi(x)=\left[R_{1}(x)\right]^{1 / 2}
$$

where $R_{1}(x)$ is the largest of the three roots given in (4.15). In
particular, one recovers the results obtained with the HP 34 C when the activity $x$ is set equal to unity.

## V. THE $1 \times 3 \times N$ LATTICE

Here, the situation is a bit more complicated than in the previous two examples. According to Table I, we have two sublattices $B_{1}$ and $B_{2}$ belonging to class $B$, and two sublattices $C_{1}$ and $C_{2}$ belonging to class $C$. These topologically distinct sublattices are represented in Fig. 3. Figures 3A, $3 \mathrm{~B}_{1}, 3 \mathrm{~B}_{2}, 3 \mathrm{C}_{1}$, and $3 \mathrm{C}_{2}$ give the diagrams associated with the generation of the recurrence relations according to MQH . In these figures, only the last 3 rows of compartments are shown, namely rows $N-2, N-1$, and $N$, respectively. The coupled recurrence relations that follow from the analysis of these figures are

$$
\begin{align*}
A(q, N)= & A(q, N-1)+2 A(q-1, N-1)+A(q-3, N-2)+2 B_{1}(q-1, N-1) \\
& +2 B_{1}(q-2, N-1)+B_{2}(q-1, N-1)+2 C_{1}(q-2, N-1)+C_{2}(q-2, N-1), \\
B_{1}(q, N)= & A(q, N-1)+A(q-1, N-1)+B_{1}(q-1, N-1)+B_{2}(q-1, N-1)+C_{1}(q-2, N-1),  \tag{5.1}\\
B_{2}(q, N)= & A(q, N-1)+2 B_{1}(q-1, N-1)+C_{2}(q-2, N-1), \\
C_{1}(q, N)= & A(q, N-1)+B_{1}(q-1, N-1) \\
C_{2}(q, N)= & A(q, N-1)+B_{2}(q-1, N-1) .
\end{align*}
$$

The coefficients $c_{n m}$ [ $\left.T_{i}, T_{j}\right]$ are easily identified from Eq. (5.1) and the matrix equation (2.3) follows

$$
\left(\begin{array}{ccccc}
1-y(1+2 x)-x^{3} y^{2} & -2 x y(1+x) & -x y & -2 x^{2} y & -x^{2} y  \tag{5.2}\\
-y(1+x) & 1-x y & -x y & -x^{2} y & 0 \\
-y & -2 x y & 1 & 0 & -x^{2} y \\
-y & -x y & 0 & 1 & 0 \\
-y & 0 & -x y & 0 & 1
\end{array}\right)\left(\begin{array}{c}
G_{A} \\
G_{B_{1}} \\
G_{B_{2}} \\
G_{C_{1}} \\
G_{C_{2}}
\end{array}\right)=\left(\begin{array}{l}
1 \\
0 \\
0 \\
0 \\
0
\end{array}\right)
$$

The cofactor of the first diagonal element of the square matrix is

$$
\begin{equation*}
H(x, y)=1-x y-2 x^{2} y^{2}(1+x)+x^{4} y^{3}+x^{6} y^{4} \tag{5.3}
\end{equation*}
$$

and the determinant of the square matrix is

$$
\begin{equation*}
D(x, y)=1-\left(1+3 x \mid y-x y^{2}\left(2+7 x+5 x^{2}\right)+x^{2} y^{3}\left(2 x^{2}-x-1\right)+x^{4} y^{4}\left(2+3 x+5 x^{2}\right)-x^{6} y^{5}(1-x)-x^{9} y^{6}\right. \tag{5.4}
\end{equation*}
$$

The decoupled recurrence relation for $A(q, N)$ is obtained following the rule stated in Sec. IV:


FIG. 3. $B$ - and $C$-class of sublattices for the $1 \times 3 \times N$-lattice problem.


FIG. 3A. Generating a recurrence relation for the number of arrangements $A(q, N)$ of $q$ dumbbells on a $1 \times 3 \times N$-lattice.


FIG. 3B $B_{1}$. Generating a recurrence relation for the number of arrangements $B(q, N)$ of $q$ dumbbells on a truncated $1 \times 3 \times N$-lattice of type $B_{1}$.


FIG. $3 B_{2}$. Generating a recurrence relation for the number of arrangements $B(q, N)$ of $q$ dumbells on a truncated $1 \times 3 \times N$-lattice of type $B_{2}$.


FIG. $3 \mathrm{C}_{1}$, Generating a recurrence relation for the number of arrangements $C_{1}(q, N)$ of $q$ dumbells on a truncated $1 \times 3 \times N$-lattice of type $C_{1}$.

$$
C_{2}(q, 1 \times 3 \times 4)
$$



FIG. $3 \mathrm{C}_{2}$. Generating a recurrence relation for the number of arrangements $C_{2}(q, N)$ of $q$ dumbbells on a truncated $1 \times 3 \times N$-lattice of type $C_{2}$.

$$
\begin{align*}
& A(q, N)-A(q, N-1)-3 A(q-1, N-1)-2 A(q-1, N-2)-7 A(q-2, N-2)-5 A(q-3, N-2) \\
& \quad+2 A(q-4, N-3)-A(q-3, N-3)-A(q-2, N-3)+2 A(q-4, N-4)+3 A(q-5, N-4) \\
& \quad+5 A(q-6, N-4)-A(q-6, N-5)+A(q-7, N-5)-A(q-9, N-6)=0 \tag{5.5}
\end{align*}
$$

This recurrence relation should satisfy the initial values of $A(q, N)$ to be computed by hand for $q=0$ to 8 and $N=0$ to 6 . We explicitly see now why our formalism is so much easier to handle than the procedure involved in MQH's paper, ${ }^{1}$ and the long derivations of MQL. ${ }^{1}$

The roots of $D(1,1 / z)$ are easily obtained using the HP-34C pocket calculator. They are found to be
$R_{1}=6.212070250, \quad R_{4}=-0.342320858$,
$R_{2}=0.698204338, \quad R_{5}=-1$,
$R_{3}=0.350983683, \quad R_{6}=-1.918937413$.

TABLE IV. Arrangements of $q$ dumbbells on a $1 \times 3 \times N$ lattice and the normalization factor $\Delta_{N}$.

| $N$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |  | $\Delta_{N}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 |  |  |  |  |  |  |  |  |  |  | 1 | 0.551273070 |
| 1 | 1 | 2 |  |  |  |  |  |  |  |  |  | 3 | 3.424547038 |
| 2 | 1 | 7 | 11 | 3 |  |  |  |  |  |  |  | 22 | 21.27352677 |
| 3 | 1 | 12 | 44 | 56 | 18 |  |  |  |  |  |  | 131 | 132.1526428 |
| 4 | 1 | 17 | 102 | 267 | 302 | 123 | 11 |  |  |  |  | 823 | 820.9415008 |
| 5 | 1 | 22 | 185 | 748 | 1597 | 1670 | 757 | 106 |  |  |  | 5086 | 5099.746274 |
| 6 | 1 | 27 | 293 | 1644 | 5236 | 9503 | 9401 | 4603 | 908 | 41 |  | 31657 | 31679.98211 |
| 7 | 1 | 32 |  |  |  |  |  |  |  |  |  |  |  |

All roots are simple and real, and the one of largest modulus is positive. We finally calculate the various first- and second-order derivatives of $D(x, y)$ and evaluate them at $x=1$ and $y=1 / R_{1}$ :

$$
\begin{aligned}
& \frac{\partial D\left(1,1 / R_{1}\right)}{\partial x}=-3 y-y^{2}\left(2+14 x+15 x^{2}\right)+x y^{3}\left(8 x^{2}-3 x-2\right) \\
&+x^{3} y^{4}\left(8+15 x+30 x^{2}\right)+x^{5} y^{5}(7 x-6)-9 x^{8} y^{6}=-1.238195378, \\
& \frac{\partial^{2} D\left(1,1 / R_{1}\right)}{\partial x^{2}}=-y^{2}(14+30 x)+y^{3}\left(24 x^{2}-6 x-2\right) \\
&+x^{2} y^{4}\left(24+60 x+150 x^{2}\right)+x^{4} y^{5}(42 x-30)=-0.915022105, \\
& \frac{\partial^{2} D\left(1,1 / R_{1}\right)}{\partial x \partial y}=-3-2 y\left(2+14 x+15 x^{2}\right)+3 x y^{2}\left(8 x^{2}-3 x-2\right) \\
&+4 x^{3} y^{3}\left(8+15 x+30 x^{2}\right)+5 x^{5} y^{4}(7 x-6)-54 x^{8} y^{5}=-11.87218710, \\
& \frac{\partial D\left(1,1 / R_{1}\right)}{\partial y}=-(1+3 x)-2 x y\left(2+7 x+5 x^{2}\right)+3 x^{2} y^{2}\left(2 x^{2}-x-1\right) \\
&+ 4 x^{4} y^{3}\left(2+3 x+5 x^{2}\right)-5 x^{6} y^{4}(1-x)-6 x^{9} y^{5}=-8.341143147, \\
& \frac{\partial^{2} D\left(1,1 / R_{1}\right)}{\partial y^{2}}=-2 x\left(2+7 x+5 x^{2}\right)+6 x^{2} y\left(2 x^{2}-x-1\right) \\
&+12 x^{4} y^{2}\left(2+3 x+5 x^{2}\right)-20 x^{6} y^{3}(1-x)-30 x^{9} y^{4}=-24.91051674, \\
& H\left(1,1 / R_{1}\right)=0.740211782 .
\end{aligned}
$$

These results are used to obtain

$$
\begin{align*}
& \Delta_{N}=(0.551273070)(6.212070250)^{N},  \tag{5.6a}\\
& \langle\theta\rangle_{\infty}=0.614764390,  \tag{5.6~b}\\
& \sigma_{N}^{2}=0.105661426(1 / N) . \tag{5.6c}
\end{align*}
$$

Table IV lists the exact values of $\Delta_{N}$ and the values computed using the approximation formula (5.6a). This time the error is about 0.25 percent at $N=4$.

## VI. THE $1 \times 4 \times N$ LATTICE

According to Table I, there are two distinct sublattices of the $B$ - and $D$-class, respectively, and four of the $C$-class. These sublattices are identified in Fig. 4. The drawings in Fig. 4 represent the last three rows, the $(N-2),(N-1)$, and $N$ th row, having four compartments each. Figures $4 A, 4 B_{1}, 4 B_{2}, 4 C_{1}, 4 C_{2}, 4 C_{3}, 4 C_{4}, 4 D_{1}$, and $4 D_{2}$ give the diagrams associated with the generation of the coupled recurrence relations among the number of arrangements $A(q, N), B_{i}(q, N), C_{i}(q, N)$, and $D_{i}(q, N)$ of $q$ dumbbells on the associated sublattices. The coupled relations that follow from the analysis of these figures are

$$
\begin{aligned}
A(q, N)= & A(q, N-1)+3 A(q-1, N-1)+A(q-2, N-1)+A(q-4, N-2)+2 B_{1}(q-1, N-1) \\
& +4 B_{1}(q-2, N-1)+2 B_{2}(q-1, N-1)+2 B_{2}(q-2, N-1)+2 C_{1}(q-2, N-1)+2 C_{1}(q-3, N-1) \\
& +C_{2}(q-2, N-1)+C_{3}(q-2, N-1)+C_{3}(q-3, N-1)+2 C_{4}(q-2, N-1) \\
& +2 D_{1}(q-3, N-1)+2 D_{2}(q-3, N-1)
\end{aligned}
$$

$$
\begin{aligned}
B_{1}(q, N)= & A(q, N-1)+2 A(q-1, N-1)+B_{1}(q-1, N-1)+2 B_{2}(q-1, N-1)+B_{1}(q-2, N-1) \\
& +B_{2}(q-2, N-1)+C_{1}(q-2, N-1)+C_{2}(q-2, N-1)+C_{4}(q-2, N-1)+D_{1}(q-3, N-1), \\
B_{2}(q, N)= & A(q, N-1)+A(q-1, N-1)+2 B_{1}(q-1, N-1)+B_{1}(q-2, N-1)+B_{2}(q-1, N-1) \\
& +C_{1}(q-2, N-1)+C_{3}(q-2, N-1)+C_{4}(q-2, N-1)+D_{2}(q-3, N-1), \\
C_{1}(q, N)= & A(q, N-1)+A(q-1, N-1)+B_{1}(q-1, N-1)+B_{2}(q-1, N-1)+C_{1}(q-2, N-1), \\
C_{2}(q, N)= & A(q, N-1)+2 B_{1}(q-1, N-1)+C_{3}(q-2, N-1) \\
C_{3}(q, N)= & A(q, N-1)+A(q-1, N-1)+2 B_{2}(q-1, N-1)+C_{2}(q-2, N-1), \\
C_{4}(q, N)= & A(q, N-1)+B_{1}(q-1, N-1)+B_{2}(q-1, N-1)+C_{4}(q-2, N-1), \\
D_{1}(q, N)= & A(q, N-1)+B_{1}(q-1, N-1), \\
D_{2}(q, N)= & A(q, N-1)+B_{2}(q-1, N-1) .
\end{aligned}
$$

The above nine coupled recurrence relations lead to a system of nine linear equations that give the closed form expressions of the bivariant generating functions. The square matrix associated with this system of linear equation is


The determinant of this $9 \times 9$ matrix is not so difficult to calculate, since so many of its elements are zeros. Of course, the same holds for the cofactor of the first diagonal element. One finds

$$
\begin{aligned}
D(x, y)= & -x^{28} y^{14}+x^{24} y^{13}+x^{21} y^{12}\left(1+5 x+12 x^{2}+12 x^{3}\right)-x^{18} y^{11}\left(1+6 x+9 x^{2}+17 x^{3}-4 x^{4}\right) \\
& -x^{15} y^{10}\left(1+12 x+32 x^{2}+64 x^{3}+103 x^{4}+47 x^{5}\right)+x^{13} y^{9}\left(-2+2 x+43 x^{2}+94 x^{3}+34 x^{4}-20 x^{5}\right) \\
& +x^{11} y^{8}\left(7+56 x+175 x^{2}+285 x^{3}+273 x^{4}+86 x^{5}\right)-x^{10} y^{7}\left(16+70 x+124 x^{2}-14 x^{3}-38 x^{4}\right) \\
& -x^{7} y^{6}\left(7+60 x+227 x^{2}+429 x^{3}+297 x^{4}+82 x^{5}\right)+x^{5} y^{5}\left(2+14 x+21 x-36 x^{3}-57 x^{4}-34 x^{5}\right) \\
& +x^{3} y^{4}\left(1+16 x+84 x^{2}+176 x^{3}+143 x^{4}+41 x^{5}\right)+x^{2} y^{3}\left(1+12 x+39 x^{2}+31 x^{3}+14 x^{4}\right) \\
& -x y^{2}\left(1+9 x+28 x^{2}+10 x^{3}\right)-y\left(1+6 x+2 x^{2}\right)+1 .
\end{aligned}
$$



FIG. 4. $A$-, $B$-, $C$-, and $D$-class of lattices for the $1 \times 4 \times N$ problem.


FIG. 4A. Generating a recurrence relation for the number of arrangements $A(q, N)$ of $q$ dumbbells on a $1 \times 4 \times N$-lattice.


FIG. 4B . Generating a recurrence relation for the number of arrangements $_{\text {a }}$ $B_{1}(q, N)$ of $q$ dumbbells on a truncated $1 \times 1 \times N$-lattice of type $B_{1}$.


FIG. 4B ${ }_{1}$. Generating a recurrence relation for the number of arrangements $B_{1}(q, N)$ of $q$ dumbbells on a truncated $1 \times 1 \times N$-lattice of type $B_{1}$.


FIG. 4C . $_{1}$. Generating a recurrence relation for the number of arrangements $C_{1}(q, N)$ of $q$ dumbbells on a truncated $1 \times 4 \times N$-lattice of type $C_{1}$.


FIG. 4 $_{2}$. Generating a recurrence relation for the number of arrangements $C_{2}(q, N)$ of $q$ dumbbells on a truncated $1 \times 4 \times N$-lattice of type $C_{2}$.


FIG. $4 \mathrm{C}_{3}$. Generating a recurrence relation for the number of arrangements $C_{3}(q, N)$ of $q$ dumbbells on a truncated $1 \times 4 \times N$-lattice of type $C_{3}$.


FIG. $4 \mathrm{C}_{4}$. Generating a recurrence relation for the number of arrangements $C_{4}(q, N)$ of $q$ dumbbells on a truncated $1 \times 4 \times N$-lattice of type $C_{4}$.


FIG. 4D ${ }_{1}$. Generating a recurrence relation for the number of arrangements $D_{1}(q, N)$ of $q$ dumbells on a truncated $1 \times 4 \times N$-lattice of type $D_{1}$.


FIG. $4 \mathrm{D}_{2}$. Generating a recurrence relation for the number of arrangements $D_{2}(q, N)$ of $q$ dumbbells on a truncated $1 \times 4 \times N$-lattice of type $D_{2}$.

TABLE V. Arrangements of $q$ dumbbells on a $1 \times 4 \times N$ lattice and the normalization factor $\Delta_{N}$.

| $N$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |  | $\Delta_{N}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 |  |  |  |  |  |  |  |  |  |  | 1 | 0.472589371 |
| 1 | 1 | 3 | 1 |  |  |  |  |  |  |  |  |  |  |
| 2 | 1 | 10 | 29 | 26 | 5 |  |  |  |  |  |  | 5 | 5.699001236 |
| 3 | 1 | 17 | 102 | 267 | 302 | 123 | 11 |  |  |  |  | 71 | 68.72481076 |
| 4 | 1 | 24 | 224 | 1065 | 2602 | 3401 | 2129 | 509 | 31 |  |  | 823 | 828.7591840 |
| 5 | 1 | 31 | 395 | 2717 | 10341 | 25974 | 36748 | 29339 | 1814 | 1935 | 78 | 119373 | 120519.6765 |

$$
\begin{aligned}
H(x, y)= & x^{24} y^{12}-x^{21} y^{11}(3-x)-x^{18} y^{10}\left(1+10 x+7 x^{2}\right)+x^{15} y^{9}\left(3+13 x+8 x^{2}-5 x^{3}\right)+x^{13} y^{8}\left(12+32 x+48 x^{2}+19 x^{3}\right) \\
& -x^{11} y^{7}\left(3+19 x-5 x^{2}-10 x^{3}\right)-x^{9} y^{6}\left(24+86 x+80 x^{2}+26 x^{3}\right)-x^{7} y^{5}\left(3+13 x+19 x^{2}+10 x^{3}\right) \\
& +x^{5} y^{4}\left(12+56 x+56 x^{2}+19 x^{3}\right)+x^{3} y^{3}\left(3+19 x+14 x^{2}+5 x^{3}\right)-x^{2} y^{2}\left(1+14 x+7 x^{2}\right)-x y(3+x)+1
\end{aligned}
$$

$D(x, y)$ is a polynomial of 14 th degree. The $z$-roots of $D(1,1 / z)$ are all real and were found to be

$$
\begin{aligned}
& R_{1}=12.05909736, \quad R_{2}=3.043737925, \quad R_{3}=1.330009783, \quad R_{4}=0.826568481, \\
& R_{5}=0.439218637, \quad R_{6}=0.328543398, \quad R_{7}=0.251442710, \quad R_{8}=-0.227516685, \quad R_{9}=-0.484178764 \\
& R_{10}=-0.548230369, \quad R_{11}=-1, \quad R_{12}=-1.826568481, \quad R_{13}=-1.858555021, \quad R_{14}=-3.336086508
\end{aligned}
$$

Again, the root of highest modulus is positive and we evaluate $H$ and the first and second derivatives of $D$ at $x=1$ and $y=1 /$ $R_{1}$

$$
\begin{aligned}
& \frac{\partial D\left(1,1 / R_{1}\right)}{\partial x}=-1.473035364, \quad \frac{\partial^{2} D\left(1,1 / R_{1}\right)}{\partial x^{2}}=-0.846894881 \\
& \frac{\partial D\left(1,1 / R_{1}\right)}{\partial y}=-13.95557552, \quad \frac{\partial^{2} D\left(1,1 / R_{1}\right)}{\partial y^{2}}=-12.29607500 \\
& \frac{\partial^{2} D\left(1,1 / R_{1}\right)}{\partial x \partial y}=-18.70841412, \quad H\left(1,1 / R_{1}\right)=0.546911310
\end{aligned}
$$

These results will then lead to the statistical quantities for $x=1$

$$
\begin{align*}
& \Delta_{N}=(0.475589371)(12.05909736)^{N},  \tag{6.1a}\\
& \langle\theta\rangle_{\infty}=0.620875482,  \tag{6.1b}\\
& \sigma_{N}^{2}=0.074714541 / N \tag{6.1c}
\end{align*}
$$

Again, as a check of how good the approximate relation (6.1a) is, we list in Table $V$ the number of arrangements of $q$ dumbbells on a $1 \times 4 \times N$ lattice and compare the exact value of $\Delta_{N}$ with the approximate value computed from (6.1a). Consistent with previous results for $N=4$ the approximation is accurate to better than 0.1 percent.

## VII. SUMMARY AND CONCLUSION

The results obtained for the $1 \times M \times N$ lattices with $M=1,2,3$, and 4 are summarized in Table VI. We found for each of these lattices that all roots of $D(1,1 / z)$ were simple and real and we also found that the root of largest modulus was positive. This may not be a surprise when all roots are found to be real. However, we are not able to prove that this should always be the case for all higher values of $M$. A closer analysis of the data shows that it is possible to make certain extrapolations which lead to a number of interesting predictions.
(1) Equation (2.30) shows that, for a fixed set of values $L$ and $M$ the first-order correction of $\langle\theta\rangle_{N}$ in the large- $N$ limit is of order $1 / N$, namely $(2 / L M N)\left(k_{1}^{\prime} / k_{1}\right)$. It is appropriate to

TABLE VI. Summary of the numerical results obtained for $1 \times M \times N$ lattices with $M=1,2,3$, and 4 .

| $M$ | $R_{1}$ | $k_{1}$ | $\operatorname{Mlim}_{N \rightarrow \infty}\left[N \sigma_{N}^{2}\right]$ | $\left\langle\theta_{\infty}\right.$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1.618033989 | 0.723606798 | 0.357770876 | 0.552786405 |
| 2 | 3.214319743 | 0.664591384 | 0.334201672 | 0.606492711 |
| 3 | 6.212070250 | 0.551273070 | 0.316984278 | 0.614764390 |
| 4 | 12.05909736 | 0.472589371 | 0.298858164 | 0.620875482 |



FIG. 5. The large- $N$ limit of the average occupation of dumbbells on a $1 \times M \times N$ lattice vs $(1 / M)$.
add two extra labels to the expectation $\langle\theta\rangle_{\infty}$ referring to $L$ and $M$. In other words, we really obtained the value of $\langle\theta\rangle_{L M_{\infty}}$ for $L=1$ and $M=1,2,3$, and 4. Because of the symmetry that exists between $L, M$, and $N$, it is obvious that the first-order correction to $\langle\theta\rangle_{L M N}$ in the large- $M$ limit is of $\operatorname{order}(1 / M)$. It therefore makes sense to plot $\langle\theta\rangle_{1 M_{\infty}}$ versus


FIG. 6. The large- $N$ limit of $M N \sigma_{N}^{2}$ vs $(1 / M)$.


FIG. 7. A semilogarithmic plot of the largest root $R_{1}(1)$ calculated for $1 \times M \times N$-lattices vs $M$.


FIG. 8. The large- $N$ limit of $\Delta_{N} / R_{1}^{N}$, or $k_{1}(1)$, calcualted for $1 \times M \times N$ lattices vs $1 / M$.

TABLE VII. Arrangements of $q$ dumbbells on a $1 \times 5 \times N$ lattice and the normalization factor $\Delta_{N}$

| $N$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | $\Delta_{N}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 |  |  |  |  |  |  |  |  |  |  | 1 | 0.425379 |
| 1 | 1 | 4 | 3 |  |  |  |  |  |  |  |  | 7 | 10.0511 |
| 2 | 1 | 13 | 56 | 94 | 56 | 8 |  |  |  |  |  | 228 | 237.494 |
| 3 | 1 | 22 | 185 | 748 | 1597 | 1670 | 757 | 106 |  |  |  | 5086 | 5611.64 |
| 4 | 1 | 31 | 395 | 2717 | 10341 | 2597436748 | 29339 | 11814 | 1935 | 78 | 119373 | 132595. |  |

$(1 / M)$ and follow its behavior as $M$ increases from 1 to 4. Clearly, an almost linear graph is expected in the region of low values of $(1 / M)$. Figure 5 confirms our theoretical expectation. Apparently, linearity holds most perfectly for the data points corresponding to $M=2,3$, and 4. A least-square fit of these three points gives

$$
\begin{equation*}
\langle\theta\rangle_{1 M \infty}=-0.0564(1 / M)+0.6344, \quad M \geqslant 2 . \tag{7.1}
\end{equation*}
$$

The intercept gives the average occupation of dumbbells on a planar lattice of infinite extent, namely

$$
\begin{equation*}
\langle\theta\rangle_{1 \infty \infty}=63.4 \% \simeq 1-e^{-1} \tag{7.2}
\end{equation*}
$$

(2) Equation (2.40) shows that, for a fixed set of values $L$ and $M$ the first-order correction to $N \sigma_{N}^{2}$ in the large- $N$ limit is also of the order of $(1 / N)$, namely $\left(4 / N L^{2} M^{2}\right)\left(k_{1}^{\prime} / k_{1}\right)$ $\times\left[1+\left(k_{1}^{\prime \prime} / k_{1}^{\prime}\right)\left(k_{1}^{\prime} / k_{1}\right)\right]$. Here again, it is appropriate to make explicit the $L$ and $M$ dependence and add these two labels to $\sigma_{N}^{2}$, thus giving $\sigma_{L M N}^{2}$. The symmetry mentioned above also requires that the first-order correction to

$$
\begin{equation*}
M\left\{\lim _{N \rightarrow \infty} N \sigma_{L M N}^{2}\right\} \tag{7.3}
\end{equation*}
$$

is of order $(1 / M)$. Therefore, it makes sense to plot this quantity versus ( $1 / M$ ) (Fig. 6). Linearity is not achieved as quickly as was the case for $\langle\theta\rangle_{1 M_{\infty}}$. However, it is possible to obtain an upper bound on the quantity

$$
\begin{equation*}
\lim _{\substack{N \rightarrow \infty \\ M \rightarrow \infty}} M N \sigma_{1 M N^{2}}^{2} . \tag{7.4}
\end{equation*}
$$

A linear extrapolation from the last two data points, corresponding to $M=3$ and $M=4$, gives an intercept of 0.244 . This is the upper bound we are looking for

$$
\begin{equation*}
\lim _{\substack{N \rightarrow \infty \\ M \rightarrow \infty}} M N \sigma_{i M N}^{2}<0.244 \tag{7.5}
\end{equation*}
$$

(3) The largest root $R_{1}$ (1) seems to follow an exponential behavior in $M$. This is very obvious from the semilogarithmic graph (Fig. 7). A least-square fit of the four data points gives

$$
\begin{equation*}
R_{1}(1 ; M)=(0.8354)(1.9512)^{M} \tag{7.6}
\end{equation*}
$$

and predicts a largest root of 23.6286 for $M=5$. It also predicts that in the thermodynamic limit $\Xi(1)=\lim _{M \rightarrow \infty}\left[R_{1}(1 ; M)\right]^{1 / M}=1.9512$. Thus the error
made in calculating $\bar{\Xi}$ (1)for a two-dimensional lattice of infinite extent by just taking $M=4$ is $4.5 \%$ since $\left[R_{1}(1 ; M=4)\right]^{1 / 4}=(12.0591)^{1 / 4}=1.863$.
(4) Concerning $k_{1}(1)$, which represents the limit of [ $\Delta_{N} / R_{1}^{N}$ ], as $N$ becomes infinitely large, Fig. 8 makes apparent its decreasing behavior in terms of increasing values of $M$. Here, with no theoretical motivation, we plot for convenience $k_{1}(1)$ versus $1 / M$. A linear extrapolation from the last two data points corresponding to $M=3$ and $M=4$ gives the value

$$
\begin{equation*}
k_{1}(1 ; M=5)=0.425379 \tag{7.7}
\end{equation*}
$$

We, therefore, obtain an approximate expression for the normalization $\Delta_{N}$ for the $1 \times 5 \times N$-lattice problem, namely

$$
\begin{equation*}
\Delta_{N} \sim 0.425379(23.6286)^{N}, \quad M=5 \tag{7.8}
\end{equation*}
$$

This formula, obtained by extrapolation, works well for low values of $N$, as one might expect. Indeed, $\Delta_{N}$ is an exponential function; a small error in determining the largest root $R_{1}$ would produce a large error in computing $\Delta_{N}$ as $N$ becomes large. The root $R_{1}$ should be calculated to many more significant figures than the six given by the linear fit of the data. Table VII shows how the values of $\Delta_{N}$ computed from (7.8) start to diverge rapidly from the exact results. In this case, the estimate on the root $R_{1}$ is a little bit too large. Nevertheless,Eq. (7.6) may be used effectively should one choose to solve explicitly the occupation statistics on higher-order planar lattices.
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## I. INTRODUCTION

This paper studies equations that model the quasistatic evolution of a plasma. The quasistatics is the study of evolution of equilibrium driven by the slow change of internal and external parameters. The quasistatic equations are given by dropping $\rho\left(\partial_{t} \mathbf{v}+(\mathbf{v} \cdot \nabla) \mathbf{v}\right)$ ( $\rho$ is the mass density, $\mathbf{v}$ is the velocity) in the magnetohydrodynamic equations. ${ }^{1}$ There exist systematic studies ${ }^{2-6}$ on this subject: formulating the problem, constructing explicit numercial schemes, and analyzing mathematical structures. In this paper, however, we study a simplified model in order to understand an analytical structure of the problem from the viewpoint of partial-differen-tial-equation theory.

Our goal in this paper is to show that the model equations have global-in-time solutions in a weak sense. Here, roughly speaking, a weak solution is a solution without regularity and uniqueness (see Sec. III). In many quasistatic problems, we see some pathological behavior of solutions such as bifurcations and discontinuous evolution, that is, the socalled catastrophic jump. Therefore, it seems a natural approach that we discuss weak solutions which include a quite general class of solutions enough to permit bifurcations and singularities.

We consider initial-boundary value problems of a system

$$
\partial_{t} u=\Delta u+f(t)+g, \quad u-P(u) u=0
$$

where the unknown $u$ corresponds to the current density flowing in the plasma, $f(t)$ is a given function, $g$ is an unknown function implicit to $u$ and $f(t)$, and $P(u)$ is an orthogonal projector onto a closed convex set $W(u)$ of functions, which is a linear subspace dependent upon $u$.

Let us briefly review some analogous problems from a mathematical point of view. If the linear subspace $W$ is independent of $u$, the corresponding problem is linear. A simple example of this category is the Stokes equations?

$$
\begin{aligned}
& \partial_{t} \mathbf{v}=\Delta \mathbf{v}+\mathbf{f}(t)-\mathbf{v} p \\
& \mathbf{v}-P_{\sigma} \mathbf{v}=0,
\end{aligned}
$$

where $P_{\sigma}$ is the projector onto a linear subspace $W_{\sigma}$ of diver-gence-free vector fields, v is the fluid velocity, and $p$ is the pressure.

When the fixed set $W$ is a general closed convex set, the corresponding problem is nonlinear and it is shown to be equivalent to a penalized equation ${ }^{8}$ :

$$
\begin{aligned}
& \partial_{t} u \in-\partial \Psi(u)+f(t), \\
& \Psi(u)= \begin{cases}(\nabla u, \nabla u) / 2, & \text { if } u \in W \cap H_{0}^{1}(\Omega) \\
+\infty, & \text { otherwise },\end{cases} \\
& \partial \Psi(u)=\{\xi ; \Psi(v) \geqslant \Psi(u)+(\xi, v-u), \\
& \text { for all } \left.v \in L^{2}(\Omega)\right\},
\end{aligned}
$$

where $(u, v)$ denote the inner product of a Hilbert space $L^{2}(\Omega)$; see Sec. III for notation of function spaces. Making appropriate assumptions for $f(t)$, we get a unique regular global-intime solution for this problem (see Brézis ${ }^{8}$ ).

Allowing time dependence for $W$ gives a generalization of the above penalized problem. This temporally inhomogeneous equation has a unique regular global-in-time solution under appropriate assumptionsfor $f(t)$ and $W(t)($ see Watanabe ${ }^{9}$ ).

In the present work, the convex set $W(u)$ is a linear subspace, but it depends upon $u$, so the problem is strongly nonlinear. In Sec. II, we discuss the physical background of the problem, and in Sec. III, we give a mathematical formulation. In Sec. IV, we prove the existence of weak solutions applying the Schauder fixed point theorem (cf. Nirenberg ${ }^{10}$ ).

## II. A QUASISTATIC MODEL

The diffusive evolution of the magnetic flux density $\mathbf{B}$ is dominated by Ohm's law ${ }^{1}$

$$
\mathbf{E}=\eta \mathbf{j}-\mathbf{v} \times \mathbf{B},
$$

where $\mathbf{E}$ is the electric field, $\mathbf{j}$ is the current density, $\mathbf{v}$ is the fluid velocity, and $\eta$ is the resistivity. In this work, we assume $\eta$ is a constant. When we combine Ohm's law with Faraday's law

$$
\partial_{t} \mathbf{B}=-\nabla \times \mathbf{E},
$$

we get

$$
\begin{equation*}
\partial_{t} \mathbf{B}=\left(\eta / \mu_{0}\right) \Delta \mathbf{B}+\boldsymbol{\nabla} \times(\mathbf{v} \times \mathbf{B}), \tag{1}
\end{equation*}
$$

where we use Ampere's law with the displacement current neglected:

$$
\mathbf{j}=\boldsymbol{\nabla} \times \mathbf{B} / \mu_{0}
$$

Take the rotation of the both sides of (1) to get an evolution equation for $\mathbf{j}$ :

$$
\begin{equation*}
\partial_{t} \mathbf{j}=\left(\eta / \mu_{0}\right) \Delta \mathbf{j}+\boldsymbol{\nabla} \times(\boldsymbol{\nabla} \times(\mathbf{v} \times \mathbf{B})) \tag{2}
\end{equation*}
$$

In the quasistatic model, the nonlinear term $\boldsymbol{\nabla} \times(\boldsymbol{\nabla} \times(\mathbf{v} \times \mathbf{B}))$ is implicitly determined by the equilibrium condition, instead of solving an evolution equation for $\mathbf{v} .^{11}$ The macroscopic equilibrium condition is

$$
\begin{equation*}
0=\mathbf{j} \times \mathbf{B}-\nabla p, \tag{3}
\end{equation*}
$$

where $p$ is the pressure. To determine $p$, we need equations of mass and entropy, which make analysis very complicated. Therefore, instead of using (3) directly, we employ here the following reduced condition of equilibrium. Let us now consider a two-dimensional system for simplicity. A generalization to three-dimensional systems is discussed in Sec. V. The reader is referred to Grad and Rubin ${ }^{12}$ for the following standard technique in the static theory of plasmas. Let $z$ denote the ignorable coordinate. We denote by $u$ the $z$-component of the current density $\mathbf{j}$. In a two-dimensional system, we can introduce the flux function $\psi$ that is the $z$ component of the vector potential; so it is related to $u$ by a potential equation. The flux function defines flux surfaces, viz., a surface $\nabla z \times(\psi$-contour $)$ is a flux surface which magnetic field lines are lying on. According to the equilibrium theory, ${ }^{12}$ in a two-dimensional system, $u$ is a function of only $\psi$, viz., $u=u(\psi)$. In other words, $u$ should be constant on each $\psi$ contour. This necessary condition ${ }^{13}$ for equilibrium is formally written as follows (see Sec. III for a more mathematical formulation). Let $W(u)$ denote a set of functions that are constant on $\psi$-contours, where $\psi$ is related to $u$ by a potential equation (see Sec. III). We denote by $P(u)$ the orthogonal projector onto $W(u)$. If and only if $u$ is contained in $W(u)$, we have

$$
\begin{equation*}
u-P(u) u=0 \tag{4}
\end{equation*}
$$

This equation (4) is the formal expression of the above-mentioned equilibrium condition.

In this work, we model the quasistatics using the reduced condition (4). Let us write the $z$-component of Eq. (2) as

$$
\begin{equation*}
\partial, u=\Delta u+N, \tag{5}
\end{equation*}
$$

where $N$ is the $z$ component of the nonlinear term $\boldsymbol{\nabla} \times(\boldsymbol{\nabla} \times(\mathbf{v} \times \mathbf{B}))$, and we replaced the constant $\left(\eta / \mu_{0}\right)$ by unity to simplify notation. To close (5) by the necessary condition of equilibrium (4), we write $N=f(t)+g$, where $f(t)$ is a given function and $g$ is implicit to $u$ and $f(t)$. Note that, when we use the necessary and sufficient condition of equilibri$u m,{ }^{13}$ we can consider $N$ itself implicit to $u$, and $f(t)=0$.

We now have a reduced quasistatic model:

$$
\begin{align*}
& \partial_{t} u=\Delta u+f(t)+g,  \tag{6}\\
& u-P(u) u=0,
\end{align*}
$$

where unknowns are $u$ and $g$. We consider the above system in a bounded domain $\Omega$ that is contained in $\mathbb{R}^{2}$, with a boundary condition $u=0$ on the boundary $\partial \Omega$. In the next section, we give a mathematical formulation of $W(u), P(u)$, and the system (6).

## III. MATHEMATICAL FORMULATION

First, we list notation used in this paper. Let $\Omega$ be a smoothly bounded domain in $\mathbb{R}^{2}$. We denote by $Q_{T}$ a cylindrical region $(0, T) \times \Omega$, and by $Q_{T}^{\prime}$ a region $(-\alpha, T) \times \Omega$ fora fixed positive number $\alpha$. We use the following function spaces (cf. Lions and Magenes ${ }^{14}$ ). We denote by $L^{2}(\Omega)$ the space of functions $u(x)$ which are measurable and such that
the norm $\|u\|=\left(f_{\Omega} u^{2} d x\right)^{1 / 2}$ is finite. It is well known that $L^{2}(\Omega)$ is a Hilbert space for the scalar product

$$
(u, v)=\int_{\Omega} u(x) v(x) d x
$$

Let $H^{m}(\Omega)$ denote the Sobolev space that is a Hilbert space of functions which are in $L^{2}(\Omega)$ together with all their derivatives of order $\leqslant m$. Let $H^{-m}(\Omega)$ be the dual space of $H^{m}(\Omega)$. We denote by $H_{0}^{m}(\Omega)$ the closure of $\mathscr{D}(\Omega)$ in $H^{m}(\Omega)$, where $\mathscr{D}(\Omega)$ is the set of infinitely differentiable functions with compact support in $\Omega$. We define $\mathscr{D}^{\prime}(\Omega)=$ dual of $\mathscr{D}(\Omega)$, which is the space of distributions on $\Omega$. We denote by $C(\Omega)$ the space of continuous functions on $\Omega$.

Let $L^{2}(0, T ; V)$, for a Hilbert space $V$, denote a space of functions on $(0, T)$ such that the $\operatorname{norm}\left(\int_{0}^{T}|u|_{V}^{2} d t\right)^{1 / 2}$ is finite. We denote by $((u, v))_{T}$ the inner product of the Hilbert space $L^{2}\left(0, T ; L^{2}(\Omega)\right)$, viz.,

$$
\left((u, v)_{T}=\int_{0}^{T}\left(\int_{\Omega} u(x, t) v(x, t) d x\right) d t .\right.
$$

Let $C([0, T] ; V)$ denote the space of continuous functions on $[0, T]$ with values in a Hilbert space $V$.

We now give the mathematical expression of the flux function $\psi$. The flux function is related to $u \in L^{2}(\Omega)$, in $\Omega$, by

$$
\psi=K u,
$$

where $K$ is a linear compact operator on $L^{2}(\Omega)$ such that $K$ maps $L^{2}(\Omega)$ into $H^{2}(\Omega)$. In view of the Sobolev lemma, ${ }^{15}$ $\psi=K u \in C(\Omega)$ for $u \in L^{2}(\Omega)$. Explicit definition of $K$ is the solution operator for the following linear elliptic problem

$$
-A \psi=u
$$

where $A$ is the Laplacian with the domain $D(A)=H_{0}^{1}\left(\Omega_{0}\right)$ $\cap H^{2}\left(\Omega_{0}\right)$, where $\Omega_{0}$ is a certain two-dimensional domain including $\Omega$.

Let $W(u)$, for $u \in L^{2}(\Omega)$, be the closure in $L^{2}(\Omega)$ of smooth functions that are constant on each $\psi=$ const contour, where $\psi=K u$. The set $W(u)$ is a subspace of $L^{2}(\Omega)$. We denote by $P(u)$ the orthogonal projector onto $W(u)$. We define $P(u(t))$ for $u(t) \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$ taking, for example, $P\left(u\left(t_{s}\right)\right) v=v$ at the discontinuous point $t_{s}$ of $u(t) .^{16}$

Let us interpret (6) as an evolution equation in $L^{2}(\Omega)$ :

$$
\begin{align*}
& \frac{d u}{d t}=\Delta u+f(t)+g  \tag{7}\\
& u-P(u) u=0 \\
& u(0)=u_{0}
\end{align*}
$$

where $\Delta$ is the Laplacian with domain

$$
D(\Delta)=H_{0}^{1}(\Omega) \cap H^{2}(\Omega),
$$

$d u / d t$ is the strong derivative of $u, f(t)$ is a given function in $C\left([0, \infty) ; L^{2}(\Omega)\right)$, and $u_{0}$ is an initial value in $L^{2}(\Omega)$.

Next, we define $a$ weak solution of the system (7). We call a function $u(x, t)$ a weak solution of $(7)$ on $(0, T)$, if there exists $g \in \mathscr{D}^{\prime}\left(Q^{\prime}{ }_{T}\right)$ and $u$ satisfies

$$
\begin{aligned}
-\left(\left(u, \partial_{t} \phi\right)\right)_{T}= & ((u, \Delta \phi))_{T}+((f, \phi))_{T} \\
& +\langle\langle g, \phi\rangle\rangle_{T}+\left(u_{0}, \phi(\cdot, 0)\right), \\
((u-P(u) u, \phi))_{T} & =0,
\end{aligned}
$$

for all $\phi \in \mathscr{D}\left(Q^{\prime}{ }_{T}\right)$, where $\langle\langle\mathrm{g}, \cdot\rangle\rangle_{T}$ represents a continuous
linear functional on $\mathscr{D}\left(Q^{\prime}{ }_{T}\right)$. Formally, we get (8) when we multiply $\phi \in \mathscr{D}\left(Q^{\prime}{ }_{T}\right)$ to Eqs. (7), and integrate them over $Q_{T}$.

## IV. WEAK SOLUTIONS

We will prove the existence of a weak solution of (7). The existence theorem is an application of the Schauder fixed point theorem. We first fix a function $w$ and solve a preliminary problem:

$$
\begin{align*}
-\left(\left(u, \partial_{t} \phi\right)\right)_{T}= & ((u, \Delta \phi))_{T}+((f, \phi))_{T} \\
& +\langle\langle g, \phi\rangle\rangle_{T}+\left(u_{0}, \phi(\cdot, 0)\right) \tag{9}
\end{align*}
$$

$$
((u-P(w) u, \phi))_{T}=0
$$

for all $\phi \in \mathscr{D}\left(Q^{\prime}{ }_{T}\right)$, where $P(u)$ in $(8)$ is here replaced by $P(w)$. Let $U(\cdot)$ denote a mapping that maps $w$ to $u$, the solution of (9), viz., $U(w)=u$. We then find a fixed point of the mapping $U(\cdot)$ Let us begin with the following lemma.

Lemma 1: We fix a function $w(t) \in L^{2}\left(0, \infty ; L^{2}(\Omega)\right)$, and consider a parabolic equation

$$
\begin{align*}
\frac{d u}{d t} & =\Delta u+f(t)+\frac{[P(w(t)) u-u]}{\epsilon}  \tag{10}\\
u(0) & =u_{0}
\end{align*}
$$

where $\epsilon$ is an arbitrary fixed positive number, $f(t) \in C\left([0, \infty) ; L^{2}(\Omega)\right)$, and $u_{0} \in L^{2}(\Omega)$. Then, (10) admits a unique solution in

$$
\begin{aligned}
V(0, \infty)= & \left\{u ; u \in L^{2}\left(0, \infty ; H_{0}^{1}(\Omega)\right)\right. \\
& \left.\frac{d u}{d t} \in L^{2}\left(0, \infty ; H^{-1}(\Omega)\right)\right\}
\end{aligned}
$$

Proof: First, we recall that $V(0, \infty) \subset C\left([0, \infty) ; L^{2}(\Omega)\right)$ (see Lions and Magenes ${ }^{14}$ ).
(First step.) To prove this lemma, we apply the fixed point theorem in $C\left([0, \infty) ; L^{2}(\Omega)\right)$. We first fix a function $u \in C\left([0, \infty) ; L^{2}(\Omega)\right)$, and consider the following problem:

$$
\begin{align*}
& \frac{d y}{d t}=\Delta y+F^{u}(t)  \tag{11}\\
& F^{u}(t)=f(t)+[P(w(t)) u(t)-u(t)] / \epsilon
\end{align*}
$$

It is well known that (11) has a unique solution $y \in V(0, \infty)$ (see Lions ${ }^{17}$ ), and $y(t)$ can be written

$$
\begin{equation*}
y(t)=e^{t \Delta} u_{0}+\int_{0}^{t} e^{(t-s) \Delta} F^{u}(s) d s \tag{12}
\end{equation*}
$$

where $e^{t \Delta}$ is the analytical semigroup ${ }^{15}$ generated by $\Delta$. Let us write $y=Y(u)$, where $y$ is a solution of (11) with a fixed function $u \in C\left([0, \infty) ; L^{2}(\Omega)\right)$. We next find a fixed point of $Y(\cdot)$.
(Second step.) We begin with the existence of a local-intime solution. We define

$$
\begin{aligned}
G(0, t)= & \left\{u \in C\left([0, t] ; L^{2}(\Omega)\right) ;\right. \\
& \left.\|u(s)\| \leqslant\left\|u_{0}\right\|+1(t \geqslant s \geqslant 0)\right\},
\end{aligned}
$$

which is a closed bounded subset of $C\left([0, t] ; L^{2}(\Omega)\right)$. We prove that $Y(\cdot)$ maps $G(0, t)$ into itself for sufficiently small $t$. In view of (12), we have

$$
\left\|Y(u)_{(t)}\right\| \leqslant\left\|e^{t \Delta} u_{0}\right\|+\int_{0}^{t}\left\|e^{(t-s) \Delta} F^{u}(s)\right\| d s
$$

where $Y(u)_{(t)}$ is the value of $Y(u)$ at $t$. Since $e^{t \Delta}$ is a contraction mapping for all $t \geqslant 0$, we have

$$
\left\|Y(u)_{(t)}\right\| \leqslant\left\|u_{0}\right\|+t \underset{0<s<t}{\operatorname{ess} \sup }\left\|F^{u}(s)\right\| .
$$

Because the projector $P(w(t))$ is contractive, we get

$$
\begin{aligned}
\left\|Y(u)_{(t)}\right\| & \leqslant\left\|u_{0}\right\|+t\left[\sup _{0<s<t}(\|f(s)\|+2\|u(s)\| / \epsilon)\right] \\
& \leqslant\left\|u_{0}\right\|+t\left[M+2\left(\left\|u_{0}\right\|+1\right) / \epsilon\right]
\end{aligned}
$$

where $M=\sup _{0<s<\infty}\|f(s)\|$. Therefore, for $t \leqslant\left[M+2\left(| | u_{0} \mid+1\right) / \epsilon\right]^{-1}$, we conclude that $T(\cdot) \operatorname{maps} G(0, t)$ into $G(0, t)$. Next, we prove that $Y(\cdot)$ is a contraction mapping on $G(0, t)$, for sufficiently small $t$. Using (12), we estimate, for $u, v \in G(0, t)$,

$$
\begin{aligned}
\left\|\boldsymbol{Y}(u)_{(t)}-\boldsymbol{Y}(v)_{(t)}\right\| & \leqslant \int_{0}^{t}\left\|e^{(t-s) \Delta}\left[F^{u}(s)-F^{v}(s)\right]\right\| d s \\
& \leqslant t(2 / \epsilon) \sup _{0<s<t}\|u(s)-v(s)\|
\end{aligned}
$$

This implies

$$
\sup _{0<s<t}\left\|Y(u)_{(s)}-Y(v)_{(s)}\right\| \leqslant \sup _{0<s<t}\|u(s)-v(s)\|
$$

for $t \leqslant \epsilon / 2$. So, for

$$
\begin{aligned}
t \leqslant T_{0} & =\min \left\{\left[M+(2 / \epsilon)\left(\left\|u_{0}\right\|+1\right)\right]^{-1}, \epsilon / 2\right\} \\
& =\left[M+(2 / \epsilon)\left(\left\|u_{0}\right\|+1\right)\right]^{-1}
\end{aligned}
$$

$\mathrm{Y}(\cdot)$ is a contraction mapping on $G(0, t)$. Therefore $Y(\cdot)$, for $t \leqslant T_{0}$, has a unique fixed point $u$ in $G\left(0, T_{0}\right)$, viz., $Y(u)=u$, which implies that $u$ solves (10) in $t \leqslant T_{0}$.
(Third step.) Finally, we prove the existence of a global-in-time solution. We construct the global solution by the continuation of local solutions. We have found, in the second step, a solution $u(t)$ in $\left[0, T_{0}\right]$, which satisfies $\left\|u\left(T_{0}\right)\right\| \leqslant\left\|u_{0}\right\|+1$. Considering $u\left(T_{0}\right)=u_{1}$, the new initial value, we apply the same procedure of the second step to find a solution in $\left[0, T_{0}+T_{1}\right]$, where

$$
\begin{aligned}
T_{1} & =\left[M+(2 / \epsilon)\left(\left\|u_{1}\right\|+1\right)\right]^{-1} \\
& \geqslant\left[M+(2 / \epsilon)\left(\left\|u_{0}\right\|+2\right)\right]^{-1}
\end{aligned}
$$

This continuation of the local solutions gives the desired global solution, since $\Sigma_{i=0}^{\infty} T_{i}=\infty$. This completes the proof of Lemma 1.

We are planning to pass the limit of $\epsilon \rightarrow 0$ in Eq. (10). This technique is the so-called penalty method (cf. Lions ${ }^{18}$ ). We prepare the following a priori estimate that is independent of $\epsilon$.

Lemma 2: For the solution of (10), we have an a priori estimate

$$
\begin{equation*}
\frac{d}{2 d t}\|u(t)\|^{2} \leqslant-\|\nabla u(t)\|^{2}+(f(t), u(t)) \tag{13}
\end{equation*}
$$

for all $t>0$. This especially implies

$$
\begin{equation*}
\int_{0}^{t}\|\nabla u(s)\|^{2} d s \leqslant \frac{1}{2}\left\|u_{0}\right\|^{2}+M^{2} t^{2}+M t\left\|u_{0}\right\| \tag{14}
\end{equation*}
$$

where $M=\sup _{0<s<\infty}\|f(s)\|$.

Proof: When we multiply the solution $u(t)$ of $(10)$ to the both sides of (10), and integrate them over $\Omega$, we get

$$
\begin{aligned}
\frac{d}{2 d t}\|u(t)\|^{2}= & -\|\nabla u(t)\|^{2}+(f(t), u(t)) \\
& +(P(w(t)) u(t)-u(t), u(t)) / \epsilon
\end{aligned}
$$

This immediately gives (13), since $P(w(t))$ is contractive. Integrating (13) over ( $0, t$ ) gives (14).

We now prove the existence of a solution to a modified problem (9).

Lemma 3: Let $T$ be an arbitrary positive number, and let $w(t)$ be given in $L^{2}\left(0, T ; L^{2}(\Omega)\right)$. Then, there exist $u \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and $g \in \mathscr{D}^{\prime}\left(Q^{\prime}{ }_{T}\right)$ that satisfy (9):

$$
\begin{aligned}
-\left(\left(u, \partial_{t} \phi\right)\right)_{T}= & ((u, \Delta \phi))_{T}+((f, \phi))_{T} \\
& +\langle(g, \phi\rangle\rangle_{T}+\left(u_{0}, \phi(\cdot, 0)\right) \\
((u-P(w) u, \phi))_{T} & =0
\end{aligned}
$$

for every $\phi \in \mathscr{D}\left(Q_{T}^{\prime}\right)$, where the initial value $u_{0}$ is in $L^{2}(\Omega)$.
Proof: In what follows, we denote by $u^{\epsilon}$ the solution of (10), in order to clarify that $u^{\epsilon}$ is a solution for the parameter $\epsilon$. For any $\phi \in \mathscr{D}\left(Q_{T}^{\prime}\right)$, we have

$$
\begin{aligned}
-\left(\left(u^{\epsilon}, \partial_{t} \phi\right)\right)_{T}= & \left(\left(u^{\epsilon}, \Delta \phi\right)\right)_{T}+((f, \phi))_{T} \\
& +\left(\left(\left\{\left[P(w) u^{\epsilon}-u^{\epsilon}\right] / \epsilon\right\}, \phi\right)\right)_{T} \\
& +\left(u_{0}, \phi(\cdot, 0)\right)
\end{aligned}
$$

In view of the estimate (14), we can select a subsequence $\left\{u^{\delta}\right\}$ of the sequence $\left\{u^{\epsilon}\right\}$ that converges to $u$ in the weak topology of $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$. For such a subsequence $\left\{u^{\delta}\right\}$, we have, as $\delta \rightarrow 0$,

$$
\begin{aligned}
& \left(\left(u^{\delta}, \partial_{t} \phi\right)\right)_{T} \rightarrow\left(\left(u, \partial_{t} \phi\right)\right)_{T} \\
& \left(\left(u^{\delta}, \Delta \phi\right)\right)_{T} \rightarrow((u, \Delta \phi))_{T}
\end{aligned}
$$

for every $\phi \in \mathscr{D}\left(Q_{T}^{\prime}\right)$. Therefore $\left\{\left(\left(u^{\delta}-P(w) u^{\delta}, \phi\right)\right)_{T} / \delta\right\}$ converges to a finite number $g(\phi)$. On the other hand, using $((P(w) u, \phi))_{T}=((u, P(w) \phi))_{T}$, we get $\left(\left(u^{\delta}-P(w) u^{\delta}, \phi\right)\right)_{T}$ $\rightarrow((u-P(w) u, \phi))_{r}$, as $\delta \rightarrow 0$. Consequently, we have $((u-P(w) u, \phi))_{T}=0$. Writing $g(\phi)=\langle\langle g, \phi\rangle\rangle$, we get the desired result.

Finally, we prove the existence of a weak solution of (7).
Theorem: Equation (7) permits a global-in-time weak solution, viz., there exists at least one couple of $u \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$ and $g \in \mathscr{D}^{\prime}\left(Q_{T}^{\prime}\right)$ that satisfies, for every $T>0$,

$$
\begin{aligned}
-\left(\left(u, \partial_{t} \phi\right)\right)_{T}= & ((u, \Delta \phi))_{T}+((f, \phi))_{T} \\
& +\langle\langle g, \phi\rangle\rangle_{T}+\left(u_{0}, \phi(\cdot, 0)\right), \\
((u-P(u) u, \phi))_{T} & =0
\end{aligned}
$$

for all $\phi \in \mathscr{D}\left(Q_{T}^{\prime}\right)$.
Proof: Let $U(w)=u$, where $u$ is the solution, given in Lemma 3, of the problem (9) with a fixed function $w$. In view of the lower semicontinuity of the norm $\left(\int_{0}^{T}\|\nabla u(s)\|^{2} d s\right)^{1 / 2}$ in the weak topology of $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$, we have the same estimate (14) also for the solution $u(t)$ of (9). Let us define

$$
\begin{aligned}
H(0, T)= & \left\{u \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)\right. \\
& \left.\int_{0}^{T}\|\nabla u\|^{2} d s \leqslant \frac{1}{2}\left\|u_{0}\right\|^{2}+M^{2} T^{2}+M T\left\|u_{0}\right\|\right\}
\end{aligned}
$$

which is a weakly closed, bounded, convex subset of $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$. Because of the above-mentioned estimate, the function $U(\cdot)$ maps $H(0, T)$ into $H(0, T)$, and it is compact in the weak topology of $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$. Applying the Schauder fixed point theorem, ${ }^{10}$ we conclude that $U(\cdot)$ has a fixed point in the weak topology. This completes the proof.

## V. DISCUSSION

Below we list some additional remarks.
Remark 1: There are four points to be made.
(i) The regularity of the weak solution can be slightly improved as follows, which is obvious from the proof of Lemma 3. The weak solution $u$ of (7) satisfies

$$
\begin{aligned}
-\left(\left(u, \partial_{t} v\right)\right)_{T}= & -((\nabla u, \nabla v))_{T}+((f, v))_{T} \\
& +((g, v))_{T}+\left(u_{0}, v(\cdot, 0)\right) \\
((u-P(u) u, v))_{T} & =0
\end{aligned}
$$

for every $v \in H^{\prime}\left(0, T ; H_{0}^{1}(\Omega)\right)$, and $g$ is in the dual space of $H^{1}\left(0, T ; H_{0}^{1}(\Omega)\right)$.
(ii) A weak solution may have discontinuity in time.
(iii) The concept of a weak solution has been introduced to the theory of the Navier-Stokes system by Leray ${ }^{19}$ (see Temam ${ }^{7}$ ).
(iv) The projector $P(u)$ gives the flux surface average of functions. In the present work, however, we have used no specific property of the flux surface average besides the fact that $P(u)$ is linear and contractive in $L^{2}(\Omega)$. Behavior of $P(u)$ is unfavorable for the temporal regularity. For example, in (11) of Lemma 1, we get no improvement in regularity for its solution, even if we assume higher regularity for $w(t)$.

Remark 2 (free boundary): A solution of the quasistatic model has a free boundary in the following sense. Let $\Omega_{t}{ }^{+}$ denote the support of the solution $u(t)$ at time $t$. The region $\Omega_{t}{ }^{+}$is defined almost everywhere in $[0, \infty)$. Generally, $\Omega_{t}^{+}$ is strictly contained in $\Omega$, and the plasma has a free boundary $\partial \Omega_{t}{ }^{+}$; this is obvious when we consider the definition of $W(u)$ and the boundary condition $u(t) \in H_{0}^{1}(\Omega)($ a.e., $t \geqslant 0)$.

Remark 3 (three-dimensional plasmas): Let us consider a three-dimensional domain $\Omega$ that is surrounded by a simple torus $\partial \Omega$. We assume that the plasma has flux surfaces everywhere in $\Omega$, viz., every magnetic field line lies on a corresponding surface and twists the long way around the torus. Then, we can introduce a flux coordinate $(\psi, \theta, \zeta)^{1}$ such that $\theta$ is an angle the short way around, $\zeta$ is an angle the long way around, and $\psi=\int_{\Gamma} \mathbf{A} \cdot d \mathbf{x}$, where $\mathbf{A}$ is the vector potential and the integral is taken over a curve $\Gamma$ that is the intersection of the flux surface and a poloidal cut.

A necessary condition for equilibrium is that the current density $\mathbf{j}$ satisfies

$$
\mathbf{j}=j^{\theta}(\psi) \nabla \xi \times \nabla \psi+j^{\xi}(\psi) \nabla \psi \times \nabla \theta
$$

Let $\mathbf{W}(\mathbf{j})$ be the closure in $\left(L^{2}(\Omega)\right)^{3}$ of smooth functions that satisfy the above condition and let $P(\mathrm{j})$ denote the projector onto $\mathbf{W}(\mathbf{j})$. We consider the following quasistatic model:

$$
\begin{aligned}
& \partial_{\imath} \mathbf{j}=\Delta \mathbf{j}+\mathbf{f}(t)+\mathbf{g} \\
& \mathbf{j}-P(\mathbf{j}) \mathbf{j}=\mathbf{0}
\end{aligned}
$$

Then, we conclude that the above system has a weak solution
provided that the plasma has flux surfaces everywhere; the argument is similar to that of the two-dimensional problem.
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We present a theorem for (first-order) Lagrangian theories which associates several conserved quantities to one (s-equivalence) symmetry transformation.
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## I. INTRODUCTION

In 1918, Noether established the well-known theorem, which bears her name, relating conserved quantities to invariances of the action principle. ${ }^{1,2}$ In this theorem each symmetry of the action is associated with one conserved quantity, in a very well-defined fashion, which makes it useful to construct the conserved quantities when a Lagrangian and one of its symmetries are known for a given problem. It is, of course, unnecessary to emphasize the tremendous importance that this theorem has had for mathematical physics over the years.

In this work we present a similar theorem, which is based on a different definition of symmetry from the one stated above, that associates many conserved quantities with one given symmetry of the problem in consideration. The theorem may also be of use since the construction of the constants of the motion is simple and explicit once a Lagrangian and a symmetry of the problem are known.

In order to be more precise, let us briefly review the basic concepts involved in the Noether theorem and present the new elements which appear in the theorem we prove.

Consider a Lagrangian $L\left(q^{i}, \dot{q}^{i}, t\right)$ for a system with $N$ degrees of freedom. The coordinate transformation

$$
\begin{align*}
& \bar{q}^{i}=\bar{q}^{i}(q, t), \\
& \bar{t}=\bar{t}(q, t) \tag{1}
\end{align*}
$$

induces a new Lagrangian $\bar{L}\left(\bar{q}^{i}, \dot{\bar{q}}^{i}, \bar{t}\right)$, where

$$
\begin{equation*}
\bar{L}(\bar{q}, \dot{\bar{q}}, \bar{t})=L(q, \dot{q}, t) \frac{d t}{d \bar{t}} . \tag{2}
\end{equation*}
$$

Noether's theorem essentially asserts that if the transformation given by Eq. (1) is a symmetry transformation for the Lagrangian (in the sense that the equations of motion derived from $\bar{L}$ are the same as the ones derived from $L$ ), i.e., if

$$
\begin{equation*}
\bar{L}=L+\frac{d f(q, t)}{d t}, \tag{3}
\end{equation*}
$$

then one can construct a constant of the motion associated with the symmetry. Strictly speaking Noether's theorem is concerned with infinitesimal transformations

$$
\begin{align*}
& \bar{q}^{i}=q^{i}+\delta q^{i}(q, t), \\
& \bar{t}=t+\delta t(q, t), \tag{4}
\end{align*}
$$

and the symmetry requirement may be stated as follows.
The transformation (4) is a symmetry transformation for the Lagrangian $L\left(q^{i}, \dot{q}^{i}, t\right)$ if there exists a function $\delta f\left(q^{i}, t\right)$ such that

$$
\begin{align*}
\delta L & \equiv \frac{\partial L}{\partial q^{i}} \delta q^{i}+\frac{\partial L}{\partial \dot{q}^{i}}\left(\delta q^{i}\right)+\frac{\partial L}{\partial t} \delta t+\left(L-\frac{\partial L}{\partial \dot{q}^{i}} \dot{q}^{i}\right)(\delta t) \\
& \equiv-\frac{d}{d t}(\delta f), \tag{5}
\end{align*}
$$

and the theorem asserts that if condition (5) is met, then

$$
\begin{equation*}
\delta G=\frac{\partial L}{\partial \dot{q}^{i}} \delta q^{i}+\left(L-\frac{\partial L}{\partial \dot{q}^{i}} \dot{q}^{i}\right) \delta t+\delta f \tag{6}
\end{equation*}
$$

is a constant of the motion. The proof is straightforward when one uses Eq. (6), condition (5), and the equations of motion for the problem

$$
\begin{equation*}
E_{i} L \equiv \frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{i}}\right)-\frac{\partial L}{\partial q^{i}}=0 . \tag{7}
\end{equation*}
$$

The conventional treatment may be found in many books (see, for instance, Refs. 2 and 3).

The purpose of this paper is to derive a similar theorem when a more general definition of symmetry is used.

The idea in Noether's theorem is to look for transformations which change the Lagrangian at most by a total time derivative leaving, therefore, the equations of motion invariant.

One can consider a wider class of transformations that will alter the equations of motion without changing their solution. This amounts to considering transformations that will change the equations of motion covariantly leaving the solution space invariant. In other words, we are looking for transformations which will take a solution curve into another solution curve of the same problem.

As a matter of fact, the idea just described has been discussed recently ${ }^{4-6}$ and its relationship to conservation laws has been found. We will briefly outline the main definitions and results in what follows.

Two Lagrangians $L\left(q^{i}, \dot{q}^{i}, t\right)$ and $\bar{L}\left(q^{i}, \dot{q}^{i}, t\right)$ are called s(olution)-equivalent iff their Euler-Lagrange equations have the same set of solutions.

It is not difficult to prove that if $L$ and $\bar{L}$ are s-equivalent, then ${ }^{4}$

$$
\begin{equation*}
E_{i} L=\Lambda_{i}^{j}(q, \dot{q}, t) E_{j} L, \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\operatorname{tr}\left(\Lambda^{k}\right)\right)^{\prime}=0 \quad \text { for integer } k>0, \tag{9}
\end{equation*}
$$

where we have assumed that $L$ and $\bar{L}$ are nonsingular, i.e.,

$$
\begin{align*}
& \operatorname{det} W_{i j} \equiv \operatorname{det} \frac{\partial^{2} L}{\partial \dot{q}^{i} \partial \dot{q}^{i}} \neq 0,  \tag{10}\\
& \operatorname{det} \bar{W}_{i j} \equiv \operatorname{det} \frac{\partial^{2} \bar{L}}{\partial \dot{q}^{i} \partial \dot{q}^{j}} \neq 0 . \tag{11}
\end{align*}
$$

Due to the Cayley-Hamilton theorem, at most $N$ of the constants appearing in Eq. (9) are functionally independent.

The matrix $\Lambda$ can be written as

$$
\begin{equation*}
\Lambda=\bar{W} W^{-1} \quad(\operatorname{det} \Lambda \neq 0) \tag{12}
\end{equation*}
$$

González-Gascón ${ }^{7}$ and Lutzky ${ }^{8}$ have suggested ways to use the result stated above to obtain conserved quantities from symmetries related to s-equivalence within the context of a second-order formalism (see also Refs. 4-6).

In this paper we use the counterpart of the result given in Eq. (9) for a first-order formulation of the dynamical problem. ${ }^{5}$ The advantages of using a first-order formalism are essentially two.
(i) For a first-order system of differential equations, there are always infinitely many Lagrangians associated with it, which makes s-equivalence an interesting possibility. ${ }^{5,6}$ For second-order systems, there may be essentially one Lagrangian (up to the addition of a total time derivative) or none at all, which makes s-equivalence trivial or nonexistent. ${ }^{9,10}$
(ii) Due to the fact that the number of equations of motion for a first-order system is twice as many as the number of equations of the second-order system from which it originated, one may, in principle, get as many as twice the number of functionally independent constants of the motion.

In Sec. II we briefly review the results obtained in the first-order formulation of the inverse problem of the calculus of variations. Section III contains the theorem which links several constants of the motion to one s-equivalence relation. In Sec. IV we present one example to illustrate the theorem and $\mathrm{Sec} . \mathrm{V}$ contains the conclusions.

## II. REVIEW OF FIRST-ORDER LAGRANGIAN FORMALISM

The contents of this section may be viewed as a summary of some aspects of Ref. 5 relevant to the subject of this paper.

Consider a second-order differential system

$$
\begin{equation*}
\ddot{q}^{i}=F^{i}\left(q^{j}, \dot{q}^{j}, t\right), \quad i, j=1, \ldots, N \tag{13}
\end{equation*}
$$

It is well known that any such system can be brought to a first-order form by introducing suitable new variables. For instance, let us define $2 N$ variables $x^{a}(a=1, \ldots, 2 N)$

$$
\begin{align*}
& x^{i}=q^{i}, \quad i=1, \ldots, N \\
& x^{N+j}=\dot{q}^{j}, \quad j=1, \ldots, N \tag{14}
\end{align*}
$$

Therefore, Eq. (13) and definitions (14) can be written as

$$
\begin{equation*}
\dot{x}^{a}=f^{a}\left(x^{b}, t\right), \quad a, b=1, \ldots, 2 N \tag{15}
\end{equation*}
$$

where

$$
\begin{align*}
& f^{i}=x^{i+N}, \quad i=1, \ldots, N \\
& f^{N+j}=F^{j}\left(x^{k}, x^{k+N}, t\right), \quad j, k=1, \ldots, N \tag{16}
\end{align*}
$$

It will be useful to introduce

$$
\begin{align*}
& x^{o}=t \\
& f^{o}=1 \tag{17}
\end{align*}
$$

to write Eq. (15) as

$$
\begin{equation*}
\dot{x}^{\mu}=f^{\mu}\left(x^{v}\right), \quad \mu, v=0,1, \ldots, 2 N \tag{18}
\end{equation*}
$$

It is easy to see that a Lagrangian $L\left(x^{\mu}, \dot{x}^{\mu}\right)$ for the firstorder systems (18) must be linear in the velocities $\dot{x}^{\mu}$ and can, therefore, be written as

$$
\begin{equation*}
L=l_{\mu}\left(x^{\nu}\right) \dot{x}^{\mu} \tag{19}
\end{equation*}
$$

In order for the Lagrangian (19) to give rise to equations of motion equivalent to $(18)$ it is necessary and sufficient to have

$$
\begin{equation*}
l_{\mu}=l_{(a)}\left(C^{(b)}\right) \frac{\partial C^{(a)}}{\partial x^{\mu}}+\frac{\partial \Lambda}{\partial x^{\mu}} \tag{20}
\end{equation*}
$$

where $l_{(q)}$ are arbitrary functions of the $2 N$ functionally independent constants of the motion $C^{(a)}$ which satisfy

$$
\begin{equation*}
\operatorname{det} \eta_{(a)(b)} \equiv \operatorname{det}\left(\frac{\partial l_{(a)}}{\partial C^{(b)}}-\frac{\partial l_{(b)}}{\partial C^{(a)}}\right) \neq 0 \tag{21}
\end{equation*}
$$

where the $C^{(\alpha)}$ are such that

$$
\begin{equation*}
\frac{\partial C^{(a)}}{\partial x^{\mu}} f^{\mu} \equiv 0 \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{det} \frac{\partial C^{(a)}}{\partial x^{b}} \neq 0 \tag{23}
\end{equation*}
$$

Here $\Lambda$ is an arbitrary function of $x^{\mu}$. Therefore $L$ can be written as

$$
\begin{equation*}
L=l_{(a)}\left(C^{(b)}\right) \frac{\partial C^{(a)}}{\partial x^{\mu}} \dot{x}^{\mu}+\frac{d \Lambda}{d t} \equiv L^{(0)}+\frac{d \Lambda}{d t} \tag{24}
\end{equation*}
$$

It is worth mentioning that $L^{(0)}$ vanishes when the equations of motion are satisfied, i.e.,

$$
\begin{equation*}
\left.L^{(0)}\right|_{\dot{x}^{\mu}=f^{\mu}} \equiv 0 \tag{25}
\end{equation*}
$$

Note that the change of variables

$$
\begin{equation*}
C^{(\alpha)}=C^{(\alpha)}\left(x^{\mu}\right) \quad\left(C^{(0)} \equiv x^{0}=t\right) \tag{26}
\end{equation*}
$$

is well-defined because of Eq. (23).
The equations of motion obtained from the Lagrangian (24) are

$$
\begin{equation*}
M_{\mu v} \dot{x}^{\nu}=0 \tag{27}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{\mu v} \equiv \frac{\partial l_{\mu}}{\partial x^{\nu}}-\frac{\partial l_{v}}{\partial x^{\mu}}=-M_{v \mu} \tag{28}
\end{equation*}
$$

Obviously, the $2 N+1$ equations (27) are not independent due to the fact that $M$ is singular (because it is an antisymmetric matrix of odd dimensionality). The number of independent equations is $2 N$ because of relations (21) and
(23). Consider the matrix $m_{a b}$ defined by

$$
\begin{equation*}
m_{a b}=M_{a b}, \quad a, b=1, \ldots, 2 N \tag{29}
\end{equation*}
$$

It is not difficult to realize that

$$
\begin{equation*}
\operatorname{det} m \neq 0 \tag{30}
\end{equation*}
$$

Assume now that $\bar{L}$ is a Lagrangian s-equivalent to $L$. It is straightforward to prove that
$\left(\operatorname{tr}\left(\Lambda^{k}\right)\right)^{\prime}=0$, for any integer $k>0$,
with

$$
\Lambda=\bar{m} m^{-1}
$$

This is the first-order counterpart of the theorem stated in the Introduction [Eqs. (9)]. To end this section, we should emphasize that condition (21) can be met in infinitely many ways so that any first-order system has infinitely many sequivalent Lagrangians.

## III. s-EQUIVALENCE AND CONSERVED QUANTITIES

We will now prove the theorem which constitutes the main contribution of this paper. Given a Lagrangian $L\left(x^{\mu}, \dot{x}^{\mu}\right)$ for a first-order differential system,
define $P$,
$P \equiv \frac{\partial L}{\partial x^{\mu}} \delta x^{\mu}+\frac{\partial L}{\partial \dot{x}^{\mu}}\left(\delta x^{\mu}\right)^{\cdot}=l_{\nu, \mu} \dot{x}^{\nu} \delta x^{\mu}+\left(\delta x^{\mu}\right)_{, \nu} \dot{x}^{\nu} l_{\mu}$,
where

$$
\begin{equation*}
\delta x^{\mu}=\delta x^{\mu}\left(x^{\nu}\right) . \tag{34}
\end{equation*}
$$

The transformation (34) is a symmetry transformation (related to s-equivalence) if

$$
\begin{equation*}
\left.\left.E_{v} P\right|_{\dot{x}^{\mu}=f^{\mu}} \equiv\left(\frac{d}{d t} \frac{\partial}{\partial \dot{x}^{\nu}}-\frac{\partial}{\partial x^{v}}\right) P\right|_{\dot{x}^{\mu}=f^{\mu}}=0 \tag{35}
\end{equation*}
$$

The conserved quantities associated with this symmetry transformation will be called non-Noetherian.

The non-Noetherian conserved quantities $I_{k}$ are

$$
\begin{equation*}
I_{k}=\operatorname{tr} \Lambda^{k} \tag{36}
\end{equation*}
$$

with

$$
\begin{equation*}
\Lambda=\bar{m} m^{-1} \tag{37}
\end{equation*}
$$

where $\bar{m}$ is obtained from $\bar{L}$ defined by

$$
\begin{equation*}
\bar{L}=L+P . \tag{38}
\end{equation*}
$$

Now for the proof. First note that $P$ can be written as

$$
\begin{equation*}
P=\Pi_{v}\left(x_{\rho}\right) \dot{x}^{v} \tag{39}
\end{equation*}
$$

with

$$
\begin{equation*}
\Pi_{v}=l_{v, \mu} \delta x^{\mu}+\left(\delta x^{\mu}\right)_{, \nu} l_{\mu} \tag{40}
\end{equation*}
$$

Therefore, performing the change of coordinates (26)

$$
\begin{equation*}
\Pi_{v}=\Pi_{(\alpha)}\left(C^{(\beta)}\right) \frac{\partial C^{(\alpha)}}{\partial x^{v}} \tag{41}
\end{equation*}
$$

or

$$
\begin{equation*}
\Pi_{v}=p_{(a)}\left(C^{(b)}, C^{(0)}\right) \frac{\partial C^{(a)}}{\partial x^{v}}+\frac{\partial \Lambda}{\partial C^{(\alpha)}} \frac{\partial C^{(\alpha)}}{\partial x^{v}} \equiv p_{v}+\Lambda_{, v} \tag{42}
\end{equation*}
$$

where we have chosen $\Lambda\left(C^{(\alpha)}\right)$ such that

$$
\begin{equation*}
\frac{\partial \Lambda\left(C^{(\alpha)}\right)}{\partial C^{(0)}}=\Pi_{(0)}\left(C^{(\alpha)}\right) \tag{43}
\end{equation*}
$$

Now, the equations of motion for $P$ are

$$
\begin{equation*}
E_{\mu} P \equiv\left(\Pi_{\mu, v}-\Pi_{v, \mu}\right) \dot{x}^{\mu}=\left(p_{\mu, \nu}-p_{v, \mu}\right) \dot{x}^{v}=0 \tag{44}
\end{equation*}
$$

We now assume that Eq. (35) holds. It is straightfor-
ward to prove that when the equations of motion for $L$ hold, i.e., Eq. (22), and because of Eqs. (23) and (26), one gets

$$
\begin{equation*}
\frac{\partial p_{(a)}}{\partial C^{(0)}}=0 \tag{45}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
p_{(a)}=p_{(a)}\left(C^{(b)}\right) . \tag{46}
\end{equation*}
$$

For $\bar{L}$ we get

$$
\begin{equation*}
\bar{L}=\bar{l}_{\mu} \dot{x}^{\mu}=\left(l_{\mu}+\Pi_{\mu}\right) \dot{x}^{\mu} \tag{47}
\end{equation*}
$$

or

$$
\begin{equation*}
L=\left[l_{(a)}\left(C^{(b)}\right)+p_{(a)}\left(C^{(b)}\right)\right] \frac{\partial C^{(a)}}{\partial x^{\mu}} \dot{x}^{\mu}+\frac{d \Lambda}{d t} \tag{48}
\end{equation*}
$$

It is straightforward to prove now that $I_{k}$ are constants of the motion with definitions (37), (29), and (49). It may happen that

$$
\begin{equation*}
\operatorname{det} \bar{m}=0 \tag{49}
\end{equation*}
$$

and therefore not even the first $2 N I_{k}$ 's are functionally independent. In general there are less than $2 N$ independent equations derived from $\bar{L}$. If

$$
\begin{equation*}
\operatorname{det} \bar{m} \neq 0 \tag{50}
\end{equation*}
$$

then $\bar{L}$ and $L$ are s-equivalent and there may be as much $2 N$ functionally independent $I_{k}$ 's. We have then proven that considering the definition (35) of symmetry in first-order systems one may get up to $2 N$ non-Noetherian constants of motion. On the other hand, in the second-order formalism one may find, at most, $N$ non-Noetherian constants of motion when equivalent Lagrangians exist.

## IV. EXAMPLE

The example we present in what follows intends to prove that several functionally independent constants of motion of a given problem may, in principle, be obtained from one transformation of s-equivalence, thus showing the power of the theorem proved in this paper.

Consider the two-dimensional free-particle Lagrangian

$$
\begin{equation*}
L=\frac{1}{2}\left(x_{1} \dot{x}_{2}-x_{2} \dot{x}_{1}+x_{2}^{2}+x_{3} \dot{x}_{4}-x_{4} \dot{x}_{3}+x_{4}^{2}\right) . \tag{51}
\end{equation*}
$$

The Euler-Lagrange equations are

$$
\begin{align*}
& \dot{x}_{2}=0 \\
& -\dot{x}_{1}+x_{2}=0, \\
& \dot{x}_{4}=0  \tag{52}\\
& -\dot{x}_{3}+x_{4}=0 .
\end{align*}
$$

Consider the transformation

$$
\begin{align*}
& \delta x_{1}=\left(x_{1}-x_{2} t\right) x_{4}+\left(x_{3}-x_{4} t\right) x_{2} t \\
& \delta x_{2}=\left(x_{3}-x_{4} t\right) x_{2}  \tag{53}\\
& \delta x_{3}=\left(x_{3}-x_{4} t\right) x_{2}+\left(x_{1}-x_{2} t\right) x_{4} t \\
& \delta x_{4}=\left(x_{1}-x_{2} t\right) x_{4} .
\end{align*}
$$

It is straightforward to construct $P$ :

$$
\begin{align*}
P= & \dot{x}_{1}\left[-\frac{1}{2} x_{2} x_{4}-\frac{1}{2}\left(x_{3}-x_{4} t\right) x_{2}-\frac{1}{2} x_{4}^{2} t+\frac{1}{2} x_{3} x_{4}\right]+\dot{x}_{2}\left[\frac{1}{2} x_{1} x_{4}+\frac{1}{2} x_{1}\left(x_{3}-x_{4} t\right)-\frac{1}{2} x_{4}\left(x_{3}-x_{4} t\right)+\frac{1}{2} x_{4}^{2} t^{2}-\frac{1}{2} x_{3} x_{4} t\right] \\
& +\dot{x}_{3}\left[-\frac{1}{2} x_{2}^{2} t+\frac{1}{2} x_{1} x_{2}-\frac{1}{2} x_{4} x_{2}-\frac{1}{2}\left(x_{1}-x_{2} t x_{4}\right]+\dot{x}_{4}\left[-\frac{1}{2} x_{2}\left(x_{1}-x_{2} t\right)+\frac{1}{2} x_{2}^{2} t^{2}-\frac{1}{2} x_{1} x_{2} t+\frac{1}{2} x_{3} x_{2}\right.\right. \\
& \left.+\frac{1}{2} x_{3}\left(x_{1}-x_{2} t\right)\right]+\frac{1}{2} x_{2}^{2} x_{4}+\frac{1}{2} x_{2}^{2} x_{4} t+\frac{1}{2} x_{2}^{2}\left(x_{3}-x_{4} t\right)-\frac{1}{2} x_{1} x_{2} x_{4}+\frac{1}{2} x_{4}^{2} x_{2}+\frac{1}{2} x_{4}^{2} x_{2} t+\frac{1}{2} x_{4}^{2}\left(x_{1}-x_{2} t\right)-\frac{1}{2} x_{2} x_{3} x_{4} . \tag{54}
\end{align*}
$$

It is not difficult to prove that Eq. (35) is satisfied, and the matris $\Omega \equiv \Lambda-1$ is
$\Omega=\left[\begin{array}{cc}\left(x_{3}-x_{4} t\right)+x_{4} & 0 \\ 0 & \left(x_{3}-x_{4} t\right)+x_{4} \\ \left(x_{2}-x_{4}\right) t & x_{2}-x_{4} \\ \left(x_{1}-x_{2} t\right)-\left(x_{3}-x_{4} t\right)-\left(x_{2}-x_{4}\right) t^{2} & -\left(x_{2}-x_{4}\right) t\end{array}\right.$

$$
\left.\begin{array}{cc}
-\left(x_{2}-x_{4}\right) t & -\left(x_{2}-x_{4}\right)  \tag{55}\\
\left(x_{3}-x_{4} t\right)-\left(x_{1}-x_{2} t\right)+\left(x_{2}-x_{4}\right) t^{2} & \left(x_{2}-x_{4}\right) t \\
\left(x_{1}-x_{2} t\right)+x_{2} & 0 \\
0 & \left(x_{1}-x_{2} t\right)+x_{2}
\end{array}\right]
$$

We adopt the notation

$$
\begin{align*}
& C_{1}=x_{1}-x_{2} t \\
& C_{2}=x_{2} \\
& C_{3}=x_{3}-x_{4} t  \tag{56}\\
& C_{4}=x_{4}
\end{align*}
$$

The traces of powers of $\Omega$ are
$\operatorname{tr} \Omega=2\left(C_{1}+C_{2}+C_{3}+C_{4}\right)$,
$\operatorname{tr} \Omega^{2}=2\left[\left(C_{1}+C_{2}\right)^{2}+\left(C_{3}+C_{4}\right)^{2}\right.$

$$
\begin{equation*}
\left.-2\left(C_{1}-C_{3}\right)\left(C_{2}-C_{4}\right)\right] \tag{58}
\end{equation*}
$$

$\operatorname{tr} \Omega^{3}=2\left[\left(C_{1}+C_{2}\right)^{3}+\left(C_{3}+C_{4}\right)^{3}-3\left(C_{1}+C_{2}\right)\left(C_{1}-C_{3}\right)\right.$

$$
\begin{equation*}
\left.\left(C_{2}-C_{4}\right)-3\left(C_{3}+C_{4}\right)\left(C_{1}-C_{3}\right)\left(C_{2}-C_{4}\right)\right] \tag{59}
\end{equation*}
$$

$\operatorname{tr} \Omega^{4}=2\left\{\left[\left(C_{1}+C_{2}\right)^{2}-\left(C_{1}-C_{3}\right)\left(C_{2}-C_{4}\right)\right]^{2}\right.$
$+\left[\left(C_{3}+C_{4}\right)^{2}-\left(C_{1}-C_{3}\right)\left(C_{2}-C_{4}\right)\right]^{2}$
$\left.-2\left(C_{1}+C_{2}+C_{3}+C_{4}\right)^{2}\left(C_{1}-C_{3}\right)\left(C_{2}-C_{4}\right)\right\}$.
Equations (57)-(60) and (36) imply that there are two functionally independent constants of motion which are written as functions of $C_{1}, C_{2}, C_{3}, C_{4}$. These constants are

$$
\begin{align*}
& A=C_{1}+C_{2}+C_{3}+C_{4}  \tag{61}\\
& B=\left(C_{1}+C_{2}\right)\left(C_{3}+C_{4}\right)+\left(C_{1}-C_{3}\right)\left(C_{2}-C_{4}\right) \tag{62}
\end{align*}
$$

and the traces of powers of $\Omega$ are functions of them only. We have got two functionally independent constants of motion from one s-equivalence symmetry transformation (53).

## V. CONCLUSIONS

We have presented a theorem which associates to one (sequivalence) symmetry transformation several constants of motion. The construction of the constants involves no integration and it is algebraic in character. This theorem is based on a previous one obtained for second-order Lagrangians. ${ }^{4}$ The fact that we have a first-order formulation implies that it is always possible to find s-equivalence transformations and to get several constants of motion for one problem as we did in the example.

The results of this paper are, strictly speaking, useful for constants of motion which are defined globally.

It may be interesting to try to generalize the methods presented here to systems for which some of the constants of motion are defined only locally.

The relationship of s-equivalence to symmetries of the equations of motion will be given in a forthcoming paper. ${ }^{11}$
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The problem of scattering of surface waves obliquely in cident on a submerged fixed vertical plate is solved approximately for a small angle of incidence b:y reducing it to the solution of an integral equation. The correction to the reflection and transmission coefficients over their normal incidence values for a small angle of incidence are obtai ned. For different values of the incident angle these coefficients are evaluated numerically, taking particular values of the wave number and the depth of the plate, and represented graphically.

PACS numbers: 03.40.Kf, $47.35 .+\mathrm{i}, 02.30 . \mathrm{Rz}$

## 1. INTRODUCTION

Dean ${ }^{1}$ and Ursell ${ }^{2}$ first considered the problems of scattering of surface waves normally incident on submerged and partially immersed fixed vertical plane barriers in deep water. These problems are subsequently studied by Williams ${ }^{3}$, Goswami ${ }^{4}$, and others by employing different mathematical techniques, e.g., reduction method, integral equation method, etc. The problem of scattering of surface waves normally incident on a submerged fixed vertical plate in water of finite depth was considered by Goswami, ${ }^{5}$ the deep water case being earlier considered by Evans. ${ }^{6}$

The scattering of surface waves obliquely incident on a partially immersed or completely submerged vertical barrier in deep water was studied by Faulkner, ${ }^{7,8}$ Jarvis and Taylor, ${ }^{9}$ Evans and Morris. ${ }^{10}$ In the present paper the problem of scattering of surface waves obliquely incident on a submerged fixed vertical plate in deep water is solved by reducing it to the solution of an integral equation involving the unknown difference of velocity potentials across the plate by a simple use of Green's integral theorem in the fluid medium. The kernel of this integral equation is expanded in a series involving different orders of the sine of the angle of incidence which is assumed to be small. This expansion of the kernel suggests the corresponding form of the expansion of the unknown function in the integral equation and this is then used to solve the integral equation approximately. A somewhat similar type of technique of solving the integral equation approximately was successfully used by Goswami ${ }^{5,11,12}$ and Mandal and Goswami. ${ }^{13}$

## 2. STATENIENT OF THE PROBLEM

We consider the scattering of surface waves by a submerged fixed vertical plate in deep water and use a coordinate system in which the $y$ axis is taken to be vertically downwards, the inean-free surface is the plane $y=0$, and the position of $t$ he plate is given by $x=0, a \leqslant y \leqslant b,-\infty<z<\infty$. Assuming the fluid to be inviscid and incompressible and the motion to be irrotational and simple harmonic in time with
circ ular frequency $\sigma$ and small amplitude, a velocity potential exists and it may be taken to be the real part of $\chi(x, y, z)$ $e^{-i c t t}$ satisfying the equations

$$
\begin{aligned}
& \nabla^{2} \chi=0, \text { in the fluid region } \\
& -\frac{\partial \chi}{\partial y}+K \chi=0, \text { on } y=0 \\
& \frac{o}{\partial} \frac{\chi}{x}=0, \text { on } x=0, a<y<b
\end{aligned}
$$

where $h^{\prime}=\sigma^{2} / g$.
A ovave represented by $\chi_{0}=\exp (-K y+i \mu x+i v z)$, where $\mu=K \cos \alpha, v=K \sin \alpha$ is assumed to be incident at an angle $\alpha$ to the normal of the plate from negative infinity. Such a wave will be partially reflected and transmited by the plate, and in view of the geometry of the plate it is reasonable to assume $\chi(x, y, z)=\Phi(x, y) e^{i v z}$. Then $\Phi$ must satisfy

$$
\begin{align*}
& \frac{\partial^{2} \Phi}{\partial x^{2}}+\frac{\partial^{2} \Phi}{\partial y^{2}}-v^{2} \Phi=0, \quad y \geqslant 0,  \tag{2.1}\\
& \frac{\partial \Phi}{\partial y}+K \Phi=0, \quad y=0,  \tag{2.2}\\
& \frac{\partial \Phi}{\partial x}=0, \quad x=0, \quad a<y<b, \tag{2.3}
\end{align*}
$$

and it and its derivatives are continucus everywhere except possibly acrossi $x=0, a<y<b$. We also require that $\Phi$ and its first derivatives are bounded everywhere away from the lines $x=0, y=a$ and $x=0, y=b$ and that near these lines $\left\{x^{2}+(y-a)^{2}\right\}^{1 / 2} \operatorname{grad} \Phi$ and $\left\{x^{2}+(y-b)^{2}\right\}^{1 / 2} \operatorname{grad} \Phi$, respectively, are bounded. This is called the edge condition. Finally we assume that as $|x| \rightarrow \infty, \Phi(x, y)$ has the asymptotic forms

$$
\begin{array}{ll}
\Phi(x, y) \sim \exp (i \mu x-K y)+R \exp (-i \mu x-K y) & (x \rightarrow-\infty), \\
\Phi(x, y) \sim T \exp (i \mu(x-K y) & (x \rightarrow+\infty), \tag{2.4}
\end{array}
$$

where $R$ and $T$ are the (complex) reflection and transmission
coefficients, respectively. Let us write $\Phi(x, y)=\varphi_{0}(x, y)$ $+\varphi(x, y)$, where $\varphi_{0}(x, y)=\exp (-K y+i \mu x)$ and $\varphi(x, y) e^{i v z}$ is the scattered velocity potential. $\varphi(x, y)$ also satisfies (2.1), (2.2), and the edge conditions stated above, and by the conditions (2.4) $\varphi(x, y)$ represents an outgoing wave at infinity.

## 3. REDUCTION TO AN INTEGRAL EQUATION

Following Levine, ${ }^{14}$ the generalized Green's function sat isfying (2.1), (2.2), and $G$, $\operatorname{grad} G$ being bounded at a large dist ance, and $G$ representing an outgoing wave at infinity, may' be obtained as

$$
\begin{align*}
G(x, y ; \xi, \eta)= & K_{0}(v \rho)-K_{0}\left(v \rho^{*}\right)+i \frac{2 \pi K}{\left(K^{2}-v^{2}\right)^{1 / 2}} \exp \left\{-K(y+\eta)+i\left(K^{2}-v^{2}\right)^{1 / 2}|x-\xi|\right\} \\
& +2 \int_{v}^{\infty} \frac{\left(k^{2}-v^{2}\right)^{1 / 2} \cos \left[\left(k^{2}-v^{2}\right)^{1 / 2}(y+\eta)\right]-K}{K^{2}+k^{2}-v^{2}} \sin \left[\left(k^{2}-v^{2}\right)^{1 / 2}(y+\eta)\right] \tag{3.1}
\end{align*}
$$

where $\rho^{2}, \rho^{* 2}=(x-\xi)^{2}+(y \mp \eta)^{2}$.
Now applying Green's theorem to $\varphi(x, y)$ and $G(x, y ; \xi, \eta)$ in the fluid region we obtain

$$
\begin{equation*}
2 \pi \varphi(\xi, \eta)=\int_{a}^{b} f(y) \frac{\partial G}{\partial x}(0, y ; \xi, \eta) d y \tag{3.2}
\end{equation*}
$$

where

$$
f(y) \equiv \varphi(+0, y)-\varphi(-0, y)
$$

By (2.3) and (3.2), we have

$$
-i 2 \pi K \cos \alpha e^{-K \eta}=\int_{a}^{b} f(y) \frac{\partial^{2} G}{\partial \xi \partial x}(0, y ; 0, \eta) d y
$$

$$
\begin{equation*}
a<\eta<b \tag{3.3}
\end{equation*}
$$

Writing $\epsilon=\sin \alpha$ and followirg Mandal and Goswami ${ }^{13}$ we can obtain

$$
\begin{align*}
\frac{\partial^{2} G}{\partial \xi \partial x}(0, y ; 0, \eta)= & \frac{\partial^{2} G_{0}}{\partial \eta^{2}}(0, y ; 0, \eta)  \tag{3.11}\\
& -\frac{1}{2} K^{2} \epsilon^{2}\left(\zeta_{0}(0, y ; 0, \eta)+O\left(\epsilon^{4} \ln \epsilon, \epsilon^{4}\right)\right.
\end{align*}
$$

$$
\begin{equation*}
a<y, \quad \eta<b, \tag{3.4}
\end{equation*}
$$

where

$$
\begin{align*}
G_{0}(0, y ; 0, \eta)= & -\ln \left|\frac{y-\eta}{y+\eta}\right| \\
& -2 \int_{0}^{\infty} \frac{K \sin k(y+\eta)-k \cos k(y+\eta)}{K^{2}+k^{2}} d k  \tag{3.12}\\
& +i 2 \pi \exp \{-K(y+\eta)\}
\end{align*}
$$

and $G_{0}(x, y ; \xi, \eta)$ is the expression $(3.1)$ when $\alpha=0$. From the expansion (3.4) it is reasonable to expand $f(y)$ in the following form:

$$
\begin{equation*}
f(y)=f_{0}(y)+\epsilon^{2} f_{1}(y)+O\left(\epsilon^{4} \ln \epsilon, \epsilon^{4}\right) \tag{3.5}
\end{equation*}
$$

By (3.3), (3.4), and (3.5), and by noting the coefficients of terms involving a different order of $\epsilon$, we obtain

$$
\begin{equation*}
-i 2 \pi K e^{-K \eta}=\frac{d^{2}}{d \eta^{2}} \int_{a}^{b} f_{0}(y) G_{0}(0, y ; 0, \eta) d y, \quad a<\eta<b \tag{3.14}
\end{equation*}
$$

and

$$
\begin{align*}
i \pi K e^{-K \eta}= & \frac{d^{2}}{d \eta^{2}} \int_{a}^{b} f_{1}(y) G_{0}(0, y ; 0, \eta) d y  \tag{3.15}\\
& -\frac{K^{2}}{2} \int_{a}^{b} f_{0}(y) G_{0}(0, y ;(0, \eta) d y, \\
& a<\eta<b . \tag{3.7}
\end{align*}
$$

Let us now define a function $\psi(y)$ by

$$
\psi(y)=K f(y)+f^{\prime}(y)
$$

$$
\begin{align*}
& \int_{a}^{b} \psi_{0}(y)\left[2 \int_{0}^{\infty} \frac{\sin k}{} \frac{\nu(K \sin k \eta-k \cos k \eta)}{K^{2}+k^{2}} k d k\right. \\
& -i \pi K \exp \{-K(y+\eta)\}] d y=i 2 \pi e^{-K \eta},  \tag{3.6}\\
& \quad a<\eta<b .
\end{align*}
$$

Now by (3.11) and (3.1،7), we obtain

$$
D_{0}=\frac{2 i}{p_{0}-q_{0}-i r_{\mathrm{C}}}
$$

where

$$
\begin{aligned}
& p_{0}=\int_{-a}^{a} \frac{\left(d_{0}^{2}-u^{2}\right) e^{-K u} d u}{\left(a^{2}-u^{2}\right)^{1}} \frac{\left(b^{2}-u^{2}\right)^{1 / 2}}{\left(d_{0}^{2}-u^{2}\right) e^{-K u} d u} \\
& q_{0}=\int_{b}^{\infty} \frac{\left(d^{2}-a^{2}\right)^{1 / 2}}{\left(u^{2}-b^{2}\right)^{1 / 2}}
\end{aligned}
$$

By (3.6) and (3.8), wi 2 obtain
The singula $\cdot$ integral equation (3.10) is a Cauchy-type one and followin g Mikhlin, ${ }^{15}$

$$
\psi_{0}(y)=\frac{D_{0}\left(d_{0}^{2}-y^{2}\right)}{\left(y^{2}-a^{2}\right)^{1 / 2}\left(b^{2}-y^{2}\right)^{1 / 2}}, \quad a<y<b
$$

where $D_{0}\left(=-K A_{0} / \pi\right), d_{0}^{2}$ are constants to be determined. Since $f(b)=0$, by (3.8)

$$
\int_{a}^{b} \psi(u) e^{K u} d u=0
$$

and therefore,

$$
\int_{a}^{b} \psi_{0}(u) e^{K u} c t u=0, \quad \int_{a}^{b} \psi_{1}(u) e^{K u} d u=0, \text { etc. }
$$

so that $d_{0}^{2}$ may be obtained from

$$
\begin{equation*}
\int_{a}^{b} \frac{\left(d_{0}^{2}-u^{2}\right) e^{K u} d u}{\left(u^{2}-a^{2}\right)^{1 / 2}}=0 \tag{3.13}
\end{equation*}
$$

and by (3. 6) and (3.6a), we obtain

$$
\begin{equation*}
\left.\int_{a}^{b} \psi_{0}, y\right) \frac{2 y d y}{y^{2}-\eta^{2}}=K A_{0} \tag{3.10}
\end{equation*}
$$

Then $\left.\psi^{\prime} y\right)$ may be expanded as

$$
\begin{equation*}
\psi(; \gamma)=\psi_{0}(y)+\epsilon^{2} \psi_{1}(y)+O\left(\epsilon^{4} \ln \epsilon, \epsilon^{4}\right) . \tag{3.9}
\end{equation*}
$$

Now int egrating both sides of (3.6) with respect to $\eta$, we have

$$
\begin{equation*}
A_{0}+i 2 \pi!\varrho^{-K \eta}=\frac{d}{d \eta} \int_{a}^{b} f_{0}(y) G_{0}(0, y ; 0, \eta) d y, \quad a<\eta<b, \tag{3.6a}
\end{equation*}
$$

Imule to , v.

Now by (3.11) and (3.1. 1 ) we obtain
and

$$
r_{0}=\int_{a}^{b} \frac{\left(d_{0}^{2}-u^{2}\right) e^{-K u} d u}{\left(u^{2}-a^{2}\right)^{1 / 2}\left(b^{2}-u^{2}\right)^{1 / 2}}
$$

Similarly from (3.7) and (3.11), we obtain

$$
\begin{align*}
\psi_{1}(y)= & \frac{K^{2} D_{0}\left(d_{1}^{4}-y^{4}\right)}{4\left(y^{2}-a^{2}\right)^{1 / 2}\left(b^{2}-y^{2}\right)^{1 / 2}} \\
& +i\left(p_{1}-q_{1}-i r_{1}+\frac{2 e^{K a}}{K^{3}}(1-K a)\right) \\
& \times \frac{K^{2} D_{0}^{2}\left(d_{0}^{2}-y^{2}\right)}{8\left(y^{2}-a^{2}\right)^{1 / 2}\left(b^{2}-y^{2}\right)^{1 / 2}}, \tag{3.16}
\end{align*}
$$

where

$$
\begin{aligned}
& p_{1}=\int_{-a}^{a} \frac{\left(d_{1}^{4}-u^{4}\right) e^{-K u} d u}{\left(a^{2}-u^{2}\right)^{1 / 2}\left(b^{2}-u^{2}\right)^{1 / 2}} \\
& q_{1}=\int_{b}^{\infty} \frac{\left(d_{1}^{4}-u^{4}\right) e^{-K u} d u}{\left(u^{2}-a^{2}\right)^{1 / 2}\left(u^{2}-b^{2}\right)^{1 / 2}}
\end{aligned}
$$

and

$$
r_{1}=\int_{a}^{b} \frac{\left(d_{1}^{4}-u^{4}\right) e^{-K u} d u}{\left(u^{2}-a^{2}\right)^{1 / 2}\left(b^{2}-u^{2}\right)^{1 / 2}}
$$

and $d_{1}^{4}$ is given by

$$
\int_{a}^{b} \frac{\left(d_{1}^{4}-u^{4}\right) e^{K u} d u}{\left(u^{2}-a^{2}\right)^{1 / 2}\left(b^{2}-u^{2}\right)^{1 / 2}}=0
$$

## 4. REFLECTION AND TRANSMISSION COE,IFFICIENTS

As $\xi \rightarrow-\infty$ and $+\infty$, respectively, we have by (3.2) and (3.8) the complex reflection and transmis ision coefficients $R$ and $T$ as

$$
\begin{align*}
& R=-\frac{1}{2} \int_{a}^{b} \psi(y) e^{-K y} d y \\
& T=1+\frac{1}{2} \int_{a}^{b} \psi(y) e^{-K y} d y \tag{4.1}
\end{align*}
$$

so that $T=1-R$ and hence

$$
T_{0}=1-R_{0}, T_{1}=-R_{1}, \text { etc. }
$$

where

$$
\begin{align*}
& R=R_{0}+\epsilon^{2} R_{1}+O\left(\epsilon^{4} \ln \epsilon, \epsilon^{4}\right) \\
& T=T_{0}+\epsilon^{2} T_{1}+O\left(\epsilon^{4} \ln \epsilon, \epsilon^{4}\right) \tag{4.2}
\end{align*}
$$

Now by (4.1), (4.2), (3.11), (3.15), and (3.16), we have

$$
\begin{align*}
R_{0}= & -\frac{1}{2} D_{0} r_{0}  \tag{4.3}\\
R_{1}= & -i \frac{1}{16} K^{2} D_{0}^{2}\left(r_{0}\left(p_{1}-q_{1}\right)-r_{1}\left(p_{0}-q_{0}\right)\right. \\
& \left.+\frac{2}{K^{3}}(1-K a) r_{0} e^{K a}\right),
\end{align*}
$$

etc.

## 5. DISCUSSION

The reflection and transmiss ion coefficients obtained here are valid for all angles of inc idence ( $0^{\circ} \leqslant \alpha<90^{\circ}$ ) of the surface wave and for all wavelen gths other than short ones. We have calculated these coeffic: lents numerically for differ-


FIG. 1. $|T|$ and $|R|$ against $\alpha($ deg $)$
ent values of $\alpha$ in the range 1$)^{\circ} \leqslant \alpha \leqslant 15^{\circ}$ thus enabling us to retain only up to two terms in the different analytical approximations. However, by taking an appropriate number of terms in these approximations, these coefficients can be calculated for values of $\alpha$ beyond $15^{\circ}$.

Thus the integral equation method is found to be simple and straightforward and gives equally good results in all the cases of partially immersed as well as submerged fixed vertical barrier and plate in case of oblique incidence of a surface wave train. In contrast to this, Evans and Morris ${ }^{10}$ found by using the method of variational principle that the results are not so good in the case of submerged fixed vertical barrier in comparison to those found in the case of a partially immersed fixed vertical barrier.

It should be noted that $\left|R_{0}\right|,\left|T_{0}\right|$ give the corresponding results for a normally incident wave train and are in complete agreement with those obtained earlier by Evans. ${ }^{6}$ Taking $K b=2 K a=0.8$ and $K b=2 K a=1.0$, respectively, $|R|$ and $|T|$ are calculated for $\alpha=0^{\circ}, 2.5^{\circ}, 5^{\circ}, 7.5^{\circ}, 10^{\circ}, 12.5^{\circ}$, and $15^{\circ}$, and plotted in Fig. 1.

It appears from the figure that for fixed $K a$ (and hence, $K b$ ), transmission coefficient increases and reflection coefficient decreases with $\alpha$, which is similar to the situation arising in the case of a partially immersed barrier (cf. Evans and Morris, ${ }^{10}$ Mandal and Goswami ${ }^{13}$ ).
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# Variational principle for electromagnetic problems in a linear, static, inhomogeneous anisotropic medium 
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A variational principle $\delta \iint L d V d t=0$ is formulated for electromagnetic problems in the time domain for a medium which is linear, static, inhomogeneous, and anisotropic. The principle involves all four electromagnetic field vectors ( $\mathbf{E}, \mathbf{H}, \mathbf{D}, \mathbf{B}$ ) and no "adjoint-type" fields. Both the two "curl" Maxwell equations as well as the two constitutive equations emerge as the four associated Euler-Lagrange equations. The problem of possible variations in the field functions at the temporal boundaries is solved by using the constitutive equations as a constraint at one of the temporal boundaries.
PACS numbers: 03.50.De, 02.70. +d

## I. INTRODUCTION

Recently there has been an increasing interest in the solution of time-dependent electromagnetics problems. Since an exact solution is usually unattainable, one is led to seek an approximation method. Variational methods for approximately solving such problems offer not only elegance but also the possibility of computational efficiency.

Variational formulations for electromagnetics problems in the frequency domain have been proposed, e.g., by Morishita and Kumagai ${ }^{1}$ and Mohsen. ${ }^{2}$ A criticism of the former is that it involves varying the potentials ( $\mathbf{A}$ and $\phi$ ) rather than the electromagnetic fields (e.g., $\mathbf{E}$ and $\mathbf{H}$ ). The latter reference is formulated purely in terms of the electromagnetic fields ( $\mathbf{E}$ and $\mathbf{H}$ ). However, it also employs two "adjoint" electromagnetic fields ( $\mathbf{E}^{a}$ and $\mathbf{H}^{a}$ ); thus one is forced to use four electromagnetic field vectors only two of which have direct relevance to the actual problem.

Recently Mohsen ${ }^{3}$ formulated a variational principle $\delta \iint_{t_{1}}^{t_{2}} L d V d t=0$ for electromagnetics problems directly in the time domain. This principle also employs the two electromagnetic fields $(\mathbf{E}$ and $\mathbf{H})$ as well as the two adjoint electromagnetic fields $\left(\mathbf{E}^{a}\right.$ and $\left.\mathbf{H}^{a}\right)$. Here the adjoint electromagnetic fields satisfy Maxwell's equations with the permittivity and permeability tensors ( $\tilde{\boldsymbol{\epsilon}}$ and $\tilde{\mu})$ replaced by their transposes.

Before proceeding, we raise two points concerning Mohsen's principle.
(i) In the time domain, the permittivity and permeability tensors must be symmetric. Thus there is no distinction between the electromagnetic fields ( $\mathbf{E}$ and $\mathbf{H}$ ) and their adjoints. Of course, all four of these fields must be regarded as independent for variational purposes.
(ii) In the derivation of the equivalence of Maxwell's equations and the variational principle, the fields are assumed to have no variation at $t=t_{1}$ and $t=t_{2}$. We may regard $t_{1}$ as the initial time; using the (presumed given) initial fields at $t=t_{1}$ assures no variation in the fields at this time. However, we cannot fix the fields at their correct values at $t=t_{2}$ since these are generally unknown. This seems to cast doubt on the ability to demonstrate the equivalence of Maxwell's equations and the variational principle.

The purpose of this article is to develop a variational
principle for electromagnetics problems which (i) is in terms of the electromagnetic fields and not the potentials, (ii) is equivalent to Maxwell's equations, (iii) employs no "adjointtype" fields, and (iv) does not suffer from the above difficulty at $t=t_{2}$.

## II. FIELD EQUATIONS

The four (unknown) electromagnetic field vectors $(\mathbf{E}, \mathbf{H}, \mathbf{D}, \mathbf{B})$ are functions of position $\mathbf{r}$ and time $t$. These field vectors obey Maxwell's equations

$$
\begin{align*}
& \boldsymbol{\nabla} \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t}-\mathbf{K}  \tag{1a}\\
& \boldsymbol{\nabla} \times \mathbf{H}=+\frac{\partial \mathbf{D}}{\partial t}+\mathbf{J}  \tag{1b}\\
& \boldsymbol{\nabla} \cdot \mathbf{D}=\rho  \tag{2a}\\
& \boldsymbol{\nabla} \cdot \mathbf{B}=m \tag{2b}
\end{align*}
$$

Here $\mathbf{J}(\mathbf{r}, t)$ and $\mathbf{K}(\mathbf{r}, t)$ are the (given) electric and magnetic current densities; $\rho(\mathbf{r}, t)$ and $m(\mathbf{r}, t)$ are the corresponding electric and magnetic charge densities. These are related by equations of continuity,

$$
\begin{align*}
& \nabla \cdot \mathbf{J}+\frac{\partial \rho}{\partial t}=0  \tag{3a}\\
& \nabla \cdot \mathbf{K}+\frac{\partial m}{\partial t}=0 \tag{3~b}
\end{align*}
$$

The introduction of fictitious magnetic current and charge densities preserves the theory under duality transformations. ${ }^{4}$

In view of Eqs. (1) and (3) the second pair of Maxwell's equations (2) are automatically satisifed if they are obeyed merely at any single value of time, say $t=t_{1}$. Therefore, we shall concentrate on satisfying the first pair of Maxwell's equations (1); the second pair of Maxwell's equations (2) are regarded as having a secondary role.

The two electric field vectors ( $\mathbf{E}$ and $\mathbf{D}$ ) are related through a constitutive equation

$$
\begin{equation*}
\mathbf{D}=\tilde{\boldsymbol{\epsilon}} \cdot \mathbf{E} \tag{4a}
\end{equation*}
$$

Similarly, the two magnetic field vectors ( $\mathbf{H}$ and $\mathbf{B}$ ) are related through a constitutive equation

$$
\begin{equation*}
\mathbf{B}=\widetilde{\mu} \cdot \mathbf{H} \tag{4b}
\end{equation*}
$$

The permittivity $\tilde{\boldsymbol{\epsilon}}$ and permeability $\tilde{\mu}$ are assumed to be nonsingular tensors which are functions only of the position $r$ and not of the time $t$ :

$$
\begin{equation*}
\tilde{\boldsymbol{\epsilon}}=\tilde{\boldsymbol{\epsilon}}(\mathbf{r}) \quad \text { and } \quad \tilde{\mu}=\tilde{\mu}(\mathbf{r}) . \tag{5}
\end{equation*}
$$

It can readily be shown by a thermodynamic argument (Panofsky and Phillips ${ }^{5}$ ) that these two tensors must be symmetric; this symmetry will be assumed in what follows.

In summary, we shall be concerned with solving Maxwell's equations (1) for given electric and magnetic current densities ( $\mathbf{J}$ and $\mathbf{K}$ ). The medium under consideration can be classified as being linear, static (i.e., time-independent), inhomogeneous, anisotropic, and nondissipative.

## III. VARIATIONAL PRINCIPLE

The variational principle which will be used is of the form

$$
\begin{equation*}
\delta \int_{t_{i}}^{t_{2}} \int_{V} L\left(\Psi_{j}, \frac{\partial \Psi_{j}}{\partial q_{i}}, q_{i}\right) d V d t=0 \tag{6}
\end{equation*}
$$

Here the $\Psi_{j}$ are the field functions (the twelve components of the four electromagnetic field vectors), the $q_{i}$ stand for
$(x, y, z, t)$ and $d V=d x d y d z$. The Euler-Lagrange partial differential equations which correspond to (6) are

$$
\begin{equation*}
\sum_{i=1}^{4} \frac{\partial}{\partial q_{i}}\left(\frac{\partial L}{\partial\left(\partial \Psi_{j} / \partial q_{i}\right)}\right)-\frac{\partial L}{\partial \Psi_{j}}=0 \quad(j=1,2, \ldots, 12) \tag{7}
\end{equation*}
$$

The equivalence of the variational principle (6) and the corresponding Euler-Lagrange equations (7) requires a certain behavior of the field functions at the (spatial and temporal) boundaries of the region of integration; this matter will be dealt with in Sec. IV.

The "Lagrangian density" $L$ is now chosen to be

$$
\begin{align*}
L= & \left(\mathbf{H}-\mathbf{B} \cdot \tilde{\mu}^{-1}\right) \cdot\left(\boldsymbol{\nabla} \times \mathbf{E}+\frac{\partial \mathbf{B}}{\partial t}+\mathbf{K}\right) \\
& -\left(\mathbf{E}-\mathbf{D} \cdot \tilde{\mathbf{\epsilon}}^{-1}\right) \cdot\left(\boldsymbol{\nabla} \times \mathbf{H}-\frac{\partial \mathbf{D}}{\partial t}-\mathbf{J}\right) . \tag{8}
\end{align*}
$$

In passing we note that (i) $L$ is bilinear in the field functions and their first partial derivatives, (ii) $L$ depends on $\mathbf{r}$ (but not $t)$ via the inverse permittivity and permeability tensors, and (iii) $L$ depends on $r$ and $t$ via the electric and magnetic current densities.

The twelve Euler-Lagrange equations (7) may be combined into four vector equations associated with the variation of each of the four electromagnetic field vectors. These four partial differential equations (and their associated electromagnetic field vector) are
for $\mathbf{E},-\boldsymbol{\nabla} \times\left(\mathbf{H}-\mathbf{B} \cdot \tilde{\mu}^{-\mathbf{1}}\right)+\left(\boldsymbol{\nabla} \times \mathbf{H}-\frac{\partial \mathbf{D}}{\partial t}-\mathbf{J}\right)=0 ;$
for $\mathbf{H},+\boldsymbol{\nabla} \times\left(\mathbf{E}-\mathbf{D} \cdot \tilde{\boldsymbol{\epsilon}}^{-1}\right)-\left(\boldsymbol{\nabla} \times \mathbf{E}+\frac{\partial \mathbf{B}}{\partial t}+\mathbf{K}\right)=0$;
for $\mathbf{D},+\frac{\partial\left(\mathbf{E}-\mathbf{D} \cdot \tilde{\boldsymbol{\epsilon}}^{-\mathbf{1}}\right)}{\partial t}$

$$
\begin{equation*}
-\tilde{\mathbf{\epsilon}}^{-1} \cdot\left(\boldsymbol{\nabla} \times \mathbf{H}-\frac{\partial \mathbf{D}}{\partial t}-\mathbf{J}\right)=0 \tag{9c}
\end{equation*}
$$

$$
\begin{align*}
\text { for } \mathbf{B},+ & \frac{\partial\left(\mathbf{H}-\mathbf{B} \cdot \tilde{\mu}^{-1}\right)}{\partial t} \\
& +\tilde{\mu}^{-1} \cdot\left(\nabla \times \mathbf{E}+\frac{\partial \mathbf{B}}{\partial t}+\mathbf{K}\right)=0 \tag{9d}
\end{align*}
$$

Introduce four auxiliary electromagnetic field vectors $(\mathscr{E}$, $\mathscr{H}, \mathscr{D}, \mathscr{B})$ defined by

$$
\begin{align*}
& \mathscr{E}=\mathbf{E}-\mathbf{D} \cdot \tilde{\boldsymbol{\epsilon}}^{-1}  \tag{10a}\\
& \mathscr{H}=\mathbf{H}-\mathbf{B} \cdot \tilde{\mu}^{-1},  \tag{10b}\\
& \mathscr{D}=\tilde{\mathbf{\epsilon}} \cdot \mathbf{E}-\mathbf{D},  \tag{10c}\\
& \mathscr{B}=\tilde{\mu} \cdot \mathbf{H}-\mathbf{B} . \tag{10~d}
\end{align*}
$$

As a consequence of these definitions, the auxiliary electromagnetic field vectors $(\mathscr{E}, \mathscr{H}, \mathscr{D}, \mathscr{B})$ satisfy the constitutive equations

$$
\begin{align*}
\mathscr{D} & =\tilde{\mathbf{\epsilon}} \cdot \mathscr{C}  \tag{11a}\\
\mathscr{B} & =\tilde{\mu} \cdot \mathscr{H} \tag{11~b}
\end{align*}
$$

regardless of whether the constitutive equations are obeyed by (E,H,D,B). Using the definitions (10), Eqs. (9b) and (9d) can be combined to yield

$$
\begin{equation*}
\nabla \times \mathscr{C}=-\frac{\partial \mathscr{B}}{\partial t} \tag{12a}
\end{equation*}
$$

similarly, Eqs. (9a) and (9c) yield

$$
\begin{equation*}
\nabla \times \mathscr{H}=+\frac{\partial \mathscr{D}}{\partial t} \tag{12b}
\end{equation*}
$$

Therefore the auxiliary electromagnetic field vectors satisfy (i) the source-free Maxwell's equations (12), and (ii) the constitutive equations (11). Assuming that the auxiliary electromagnetic field vectors vanish at some single value of time, say $t=t_{1}$ [i.e., that the constitutive equations (4) are satisfied at $\left.t=t_{1}\right]$, and that the spatial boundary conditions cause no difficulty (see Sec. IV), the unique solution of Eqs. (12), (11), and (5) is

$$
\begin{equation*}
\mathscr{C}=0, \quad \mathscr{H}=0, \quad \mathscr{D}=0, \quad \mathscr{B}=0 \tag{13}
\end{equation*}
$$

Thus, using (10), it follows that the constitutive equations (4) are satisfied for all $t$. Finally, substitution of (13) into either ( 9 b ) or ( 9 d ) gives the Maxwell equation (1a); similarly, substitution of (13) into either (9a) or (9c) gives the Maxwell equation (lb).

Thus, assuming correct initial and boundary conditions, the variational principle (6) together with the Lagrangian density ( 8 ) implies that the two Maxwell equations

$$
\begin{align*}
& \boldsymbol{\nabla} \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t}-\mathbf{K}  \tag{1a}\\
& \boldsymbol{\nabla} \times \mathbf{H}=+\frac{\partial \mathbf{D}}{\partial t}+\mathbf{J} \tag{lb}
\end{align*}
$$

as well as the two constitutive equations

$$
\begin{align*}
& \mathbf{D}=\tilde{\mathbf{\epsilon}} \cdot \mathbf{E}  \tag{4a}\\
& \mathbf{B}=\tilde{\mu} \cdot \mathbf{H} \tag{4b}
\end{align*}
$$

are all satisfied.

## IV. SPATIAL AND TEMPORAL BOUNDARY CONDITIONS

The equivalence of the variational principle (6) and the corresponding Euler-Lagrange equations (7) is based upon
the neglect of certain terms which arise from (spatial or temporal) integration by parts. Those terms which arise from spatial integration by parts (i.e., Gauss' theorem) are

$$
\begin{align*}
- & \int_{t_{1}}^{t_{2}} \int_{S}\left\{\left(\mathbf{H}-\mathbf{B} \cdot \tilde{\mu}^{-1}\right) \cdot(\mathbf{n} \times \delta \mathbf{E})\right. \\
& \left.\quad-\left(\mathbf{E}-\mathbf{D} \cdot \tilde{\boldsymbol{\epsilon}}^{-1}\right) \cdot(\mathbf{n} \times \delta \mathbf{H})\right\} d S d t \tag{14}
\end{align*}
$$

Here $d S$ is an element of the surface area $S$ which bounds the original volume $V$, and $\mathbf{n}$ is a unit outward normal vector at this bounding surface. Those terms which arise from temporal integration by parts are

$$
\begin{equation*}
\left.\int_{V}\left\{\left(\mathbf{H}-\mathbf{B} \cdot \tilde{\mu}^{-1}\right) \cdot(\delta \mathbf{B})+\left(\mathbf{E}-\mathbf{D} \cdot \tilde{\boldsymbol{\epsilon}}^{-1}\right) \cdot(\delta \mathbf{D})\right\}\right|_{t=t_{1}} ^{t_{1}=t_{2}} d V . \tag{15}
\end{equation*}
$$

We must have that both (14) and (15) vanish in order to obtain the equivalence of (6) and (7).

The vanishing of the integrand in (14) at the spatial boundaries can be achieved in the usual manner. For example, if we were dealing with a wave packet in an unbounded region then the appropriate spatial boundary condition is the vanishing of all electromagnetic field vectors at large distances; if we were dealing with an electromagnetic field in a cavity with perfectly conducting walls then the appropriate spatial boundary condition is the vanishing of the tangential component of $\mathbf{E}$ (as well as $\mathbf{D} \cdot \tilde{\boldsymbol{\epsilon}}^{-1}$ ). In either of these two examples the "natural" spatial boundary conditions are sufficient to make (14) vanish.

In the variational principle (6), we shall regard the time $t=t_{1}$ as the initial time. Thus we shall consider the four electromagnetic field vectors ( $\mathbf{E}, \mathbf{H}, \mathbf{D}, \mathbf{B}$ ) as being given at their argument $\left(\mathbf{r}, t_{1}\right)$. The vanishing of the integrand in (15) at $t=t_{1}$ then occurs automatically if one imposes these initial conditions: for given initial fields there can be no variation $\delta \mathbf{B}$ and $\delta \mathbf{D}$ at $t=t_{1}$. The remaining condition which is required is the vanishing of the integrand in (15) at $t=t_{2}$. This cannot be done by fixing the fields when $t=t_{2}$ since these fields are unknown; in fact this is the very problem-we are seeking to predict the future fields $\left(t=t_{2}\right)$ from the initial fields ( $t=t_{1}$ ). Instead, we choose to invoke the (reasonable) constraint that the four electromagnetic field vectors obey the constitutive equations (4) when $t=t_{2}$. Clearly this is sufficient to make the integrand in (15) vanish at $t=t_{2}$.

In summary, the boundary and initial conditions which we propose are
(a) the usual "natural" spatial boundary conditions [e.g., the vanishing of the tangential component of $\mathbf{E}$ (and $\mathbf{D} \cdot \tilde{\boldsymbol{\epsilon}}^{-1}$ ) for the case of perfectly conducting walls];
(b) the usual initial conditions on the four electromagnetic field vectors (E,H,D,B) at $t=t_{1}$;
(c) the constraint that the four electromagnetic field vectors obey the two constitutive equations ( $\mathbf{D}=\tilde{\boldsymbol{\epsilon}} \cdot \mathbf{E}$ and $\mathbf{B}=\widetilde{\mu} \cdot \mathbf{H}$ ) at $t=t_{2}$.

## V. SUMMARY

A variational principle for electromagnetic problems in a linear, static, inhomogeneous, and anisotropic medium has been formulated. This variational principle is

$$
\begin{equation*}
\delta \int_{t_{1}}^{t_{2}} \int_{V} L d V d t=0 \tag{6}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{L}= & \left(\mathbf{H}-\mathbf{B} \cdot \tilde{\mu}^{-1}\right) \cdot\left(\boldsymbol{\nabla} \times \mathbf{E}+\frac{\partial \mathbf{B}}{\partial t}+\mathbf{K}\right) \\
& -\left(\mathbf{E}-\mathbf{D} \cdot \tilde{\boldsymbol{\epsilon}}^{-1}\right) \cdot\left(\boldsymbol{\nabla} \times \mathbf{H}-\frac{\partial \mathbf{D}}{\partial t}-\mathbf{J}\right) . \tag{8}
\end{align*}
$$

All four electromagnetic field vectors ( $\mathbf{E}, \mathbf{H}, \mathbf{D}, \mathbf{B}$ ) are treated as independent for variational purposes. This leads to four vector Euler-Lagrange equations. Two of them are the two "curl" Maxwell equations:

$$
\begin{align*}
& \boldsymbol{\nabla} \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t}-\mathbf{K}  \tag{1a}\\
& \boldsymbol{\nabla} \times \mathbf{H}=+\frac{\partial \mathbf{D}}{\partial t}+\mathbf{J} \tag{1b}
\end{align*}
$$

the other two are the two constitutive equations:

$$
\begin{align*}
& \mathbf{D}=\tilde{\mathbf{\epsilon}} \cdot \mathbf{E}  \tag{4a}\\
& \mathbf{B}=\tilde{\mu} \cdot \mathbf{H} \tag{4b}
\end{align*}
$$

The usual spatial boundary conditions (16a) and the usual initial conditions at $t=t_{1}(16 \mathrm{~b})$ are assumed. In addition, the four electromagnetic field vectors are assumed to satisfy the constraint of obeying the two constitutive equations at $t=t_{2}$ (16c).

Two features of this variational principle are worthy of note.
(i) All four electromagnetic field vectors (E,H,D,B) are treated on an equal footing for variational purposes. No additional (artificial) "adjoint-type" fields are needed. Thus all four variational fields have a direct relevance in the actual problem.
(ii) Both the two "curl" Maxwell equations and the two constitutive equations arise as a result of the variational principle; in particular, the constitutive equations are treated on an equal footing with the Maxwell equations and are not invoked as an a priori constraint. The following attractive possibility then exists: by relaxing the requirement that the constitutive equations be exactly satisfied, the optimized trial electromagnetic fields may be able to satisfy more closely the Maxwell equations.
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The Debye potential formalism is a simple and elegant method of representing and analyzing radiation fields in classical electromagnetism. Despite this, there are a number of unanswered questions about the formalism. One of these, the transformation properties of the potentials under Lorentz boosts, is dealt with in this article.
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## I. INTRODUCTION

Of all the commonly used formalisms for solving the source-free Maxwell equations, few can approach the Debye potential formalism ${ }^{1}$ in the twin categories of economy and simplicity. The two Debye potentials concisely contain the two degrees of freedom per space-time point of the electromagnetic field. There are no extra components, no difficult vector decompositions, and no vector harmonics. All of the gauge freedom normally associated with the usual potentials $A$ and $\Phi$ is conveniently "frozen out."

The Debye potentials are commonly referred to as "scalar" potentials. This is understandable because they transform as scalars under continuous rotations in 3 -space, and they satisfy the scalar wave equation. ${ }^{2}$ From the last property one might erroneously conclude that the potentials behave as 4 -scalars under Lorentz boosts. Their actual behavior under these transformations is quite complex and seems not to have been clarified in any of the literature on electromagnetic radiation. The pupose of this paper is to address this issue.

In order to establish notational conventions, Sec. II will provide a brief review of the Debye potential formalism. Important identities needed later in this article will be derived. Section III contains the derivations of the transformation properties of the Debye potentials under Lorentz boosts. These will be presented in 3-vector notation. Because of the way in which the Debye potentials are defined, little notational simplicity is obtained by casting these results in 4vector formalism.

## II. THE DEBYE POTENTIAL FORMALISM

Although the Debye potential approach is applicable to electrodynamics in all situations, it is simplest when sources and matter are absent. These conditions are normally obtained when treating the radiation fields of antennas at points far from the localized charge and current distributions producing the radiation. Assuming no sources, dielectrics, or magnetic materials, Maxwell's equations in CGS units reduce to ${ }^{3}$

$$
\begin{align*}
& \boldsymbol{\nabla} \cdot \mathbf{E}=0,  \tag{1}\\
& \boldsymbol{\nabla} \cdot \mathbf{B}=0,  \tag{2}\\
& \boldsymbol{\nabla} \times \mathbf{E}+\partial_{0} \mathbf{B}=0,  \tag{3}\\
& \boldsymbol{\nabla} \times \mathbf{B}-\partial_{0} \mathbf{E}=0, \tag{4}
\end{align*}
$$

where $\partial_{0}=c^{-1} \partial_{t}$. The Debye potential formalism consists
of expressing the electric and magnetic fields in the form ${ }^{4}$

$$
\begin{align*}
& \mathbf{E}=\mathbf{L} \partial_{0} \phi+\mathbf{M} \psi  \tag{5}\\
& \mathbf{B}=\mathbf{L} \boldsymbol{\partial}_{0} \psi-\mathbf{M} \phi, \tag{6}
\end{align*}
$$

where $\mathbf{L}$ and $\mathbf{M}$ are vector operations defined by

$$
\begin{align*}
& \mathbf{L}=\boldsymbol{\nabla} \times \mathbf{r}=-\mathbf{r} \times \boldsymbol{\nabla},  \tag{7}\\
& \mathbf{M}=\boldsymbol{\nabla} \times \mathbf{L} . \tag{8}
\end{align*}
$$

The functions $\phi$ and $\psi$ are the Debye potentials.
The operator $\mathbf{L}$ is proportional to the angular momentum operator in quantum mechanics, and so many of its properties are familiar. It behaves as a 3-vector under continuous rotations in 3-space, but exposes its true pseudovector nature under reflections. ${ }^{5}$ Because the electric field $\mathbf{E}$ is a 3vector, it is apparent from Eq. (5) that $\phi$ must be a pseudoscalar under transformations in 3-space. From Eq. (7) it is easily shown that

$$
\begin{align*}
& \boldsymbol{\nabla} \cdot \mathbf{L}=0,  \tag{9}\\
& \mathbf{r} \cdot \mathbf{L}=0 . \tag{10}
\end{align*}
$$

The second operator $M$ is the curl of $L$ but can be expressed in other convenient forms as well, for example,

$$
\begin{equation*}
\mathbf{M}=-\mathbf{r} \Delta+\nabla(\mathbf{r} \cdot \nabla)+\nabla \tag{11}
\end{equation*}
$$

where $\Delta=\nabla \cdot \nabla$ is the Laplacian. Under rotations and reflections in 3-space, $\mathbf{M}$ transforms as an ordinary 3-vector. Since $\mathbf{E}$ is a 3-vector, one sees from Eq. (5) that $\psi$ is a 3-scalar.
Useful identities satisfied by $\mathbf{M}$ are

$$
\begin{align*}
& \boldsymbol{\nabla} \cdot \mathbf{M}=0  \tag{12}\\
& \mathbf{r} \cdot \mathbf{M}=-\mathbf{L} \cdot \mathbf{L}  \tag{13}\\
& \mathbf{L} \cdot \mathbf{M}=0 \tag{14}
\end{align*}
$$

The elegance of the Debye potential formalism is apparent with the observation that $\mathbf{E}$ and $\mathbf{B}$ in Eqs. (5) and (6) satisfy the source-free Maxwell equations if and only if the Debye potentials $\phi$ and $\psi$ satisfy the scalar wave equations:

$$
\begin{align*}
& \square \phi=0,  \tag{15}\\
& \square \psi=0, \tag{16}
\end{align*}
$$

where $\square=-\partial_{0}^{2}+\Delta$ is the d'Alembertian. These simple results are immediate consequences of the fact that $L$ and $M$ commute with the Laplacian: ${ }^{6}$

$$
\begin{align*}
& \mathbf{L} \Delta=\Delta \mathbf{L}  \tag{17}\\
& \mathbf{M} \Delta=\Delta \mathbf{M} \tag{18}
\end{align*}
$$

A very important joint property of the operators $L$ and
$\mathbf{M}$ is that they are orthogonal. For arbitrary functions $F$ and G

$$
\begin{equation*}
\int_{V}(\mathbf{L} \boldsymbol{F}) \cdot(\mathbf{M} G) d v=0 \tag{19}
\end{equation*}
$$

where $V$ includes all of 3-space. The validity of this result is a direct consequence of the divergence theorem, which allows the volume integral to be written as

$$
\oint_{S}(F \mathbf{r}) \times(\mathbf{M} \boldsymbol{G}) \cdot \hat{n} d a
$$

with the help of Eq. (10). Taking $S$ to be a spherical surface expanding to spatial infinity, one immediately obtains Eq. (19) since $\hat{n}=\hat{r}$.

## III. TRANSFORMATION OF THE DEBYE POTENTIALS UNDER BOOSTS

The Lorentz transformation properties of the electric and magnetic fields are, of course, well known, so one should in principle be able to derive the transformation equations for the Debye potentials directly for Eqs. (5) and (6). In practice this approach is difficult because the transformation equations for $\mathbf{M}$ are unwieldy. A simpler strategy begins by using Eqs. (10) and (13) to express the Debye potentials in terms of simple dot products:

$$
\begin{align*}
& \mathbf{r} \cdot \mathbf{E}=-L^{2} \psi  \tag{20}\\
& \mathbf{r} \cdot \mathbf{B}=+L^{2} \phi \tag{21}
\end{align*}
$$

The scalar operator $L^{2}=L \cdot L$ will occur so frequently in conjunction with the Debye potentials that it is useful to define alternate potentials:

$$
\begin{align*}
& \hat{\phi} \equiv L^{2} \phi,  \tag{22}\\
& \hat{\psi} \equiv L^{2} \psi . \tag{23}
\end{align*}
$$

We must now relate unprimed quantities measured in the lab frame $\mathscr{F}$ to corresponding quantities in the moving frame $\mathscr{F}$ '. If $\mathscr{F}^{\prime}$ moves with velocity $\mathrm{v}=\beta c=\beta c \hat{i}$ so that the $x^{\prime}$ axis is conlinear with the $x$ axis and the origins coincide at $t^{\prime}=t=0$, then ${ }^{7}$

$$
\begin{align*}
& x^{0}=\gamma\left(x^{0^{\prime}}+\beta x^{1^{\prime}}\right),  \tag{24}\\
& x^{1}=\gamma\left(x^{1^{\prime}}+\beta x^{0^{\prime}}\right),  \tag{25}\\
& x^{2}=x^{2^{\prime}}  \tag{26}\\
& x^{3}=x^{3^{\prime}} \tag{27}
\end{align*}
$$

where $x^{0}=c t, x^{1}=x, x^{2}=y$, and $x^{3}=z$. The fields $\mathbf{E}$ and $\mathbf{B}$ then transform according to:

$$
\begin{align*}
& E_{1}=E_{1^{\prime}},  \tag{28}\\
& E_{2}=\gamma\left(E_{2^{\prime}}+\beta B_{3^{\prime}}\right),  \tag{29}\\
& E_{3}=\gamma\left(E_{3^{\prime}}-\beta B_{2^{\prime}}\right),  \tag{30}\\
& B_{1}=B_{1^{\prime}},  \tag{31}\\
& B_{2}=\gamma\left(B_{2^{\prime}}-\beta E_{3^{\prime}}\right),  \tag{32}\\
& B_{3}=\gamma\left(B_{3^{\prime}}+\beta E_{2^{\prime}}\right) . \tag{33}
\end{align*}
$$

With these well-known results we can now obtain expressions for $\hat{\phi}$ and $\hat{\psi}$ in terms of primed quantities. Using Eqs. (25)-(27) and Eqs. (31)-(33), we find that Eq. (22) becomes
$\hat{\phi}=\gamma\left[\left(x^{1^{\prime}}+\beta x^{\sigma^{\prime}}\right) B_{1^{\prime}}+x^{2}\left(B_{2^{\prime}}-\beta E_{3^{\prime}}\right)+x^{3^{\prime}}\left(B_{3^{\prime}}+\beta E_{2^{\prime}}\right)\right.$,
$\hat{\phi}=\gamma\left[\mathbf{r}^{\prime} \cdot \mathbf{B}^{\prime}+\beta\left(x^{0^{\prime}} B_{1^{\prime}}-x^{2^{\prime}} E_{3^{\prime}}+x^{3^{\prime}} E_{2^{\prime}}\right)\right]$,
$\hat{\phi}=\gamma\left[\hat{\phi}^{\prime}+\boldsymbol{\beta} \cdot\left(x^{o^{\prime}} \mathbf{B}^{\prime}-\mathbf{r}^{\prime} \times \mathbf{E}^{\prime}\right)\right]$,
where $\hat{\phi}^{\prime} \equiv \mathbf{L}^{\prime} \cdot L^{\prime} \phi^{\prime}$ is defined in the primed frame just as $\hat{\phi}$ is defined in Eq. (22). Likewise one obtains for $\hat{\psi}$

$$
\begin{equation*}
\hat{\psi}=\gamma\left[\hat{\psi}^{\prime}-\boldsymbol{\beta} \cdot\left(\boldsymbol{x}^{0^{\prime}} \mathbf{E}^{\prime}+\mathbf{r}^{\prime} \times \mathbf{B}^{\prime}\right)\right] \tag{35}
\end{equation*}
$$

where $\hat{\psi}^{\prime} \equiv \mathbf{L}^{\prime} \cdot \mathbf{L}^{\prime} \psi^{\prime}$ is defined as in Eq. (23).
If observers in $\mathscr{F}^{\prime}$ express the fields $\mathbf{E}^{\prime}$ and $\mathbf{B}^{\prime}$ in terms of Debye potentials $\phi^{\prime}$ and $\psi^{\prime}$, then we have in accordance with Eqs. (5) and (6)

$$
\begin{align*}
& \mathbf{E}^{\prime}=\mathbf{L}^{\prime} \partial_{0^{\prime}} \phi^{\prime}+\mathbf{M}^{\prime} \psi^{\prime}  \tag{36}\\
& \mathbf{B}^{\prime}=\mathbf{L}^{\prime} \partial_{0^{\prime}} \psi^{\prime}-\mathbf{M}^{\prime} \phi^{\prime} \tag{37}
\end{align*}
$$

The operators $\mathbf{L}^{\prime}$ and $\mathbf{M}^{\prime}$ are defined similar to Eqs. (7) and (8). We can now eliminate $\mathbf{E}^{\prime}$ and $\mathbf{B}^{\prime}$ from Eqs. (34) to obtain

$$
\begin{align*}
\hat{\phi}= & \gamma\left\{\hat{\phi}^{\prime}-\boldsymbol{\beta} \cdot\left[\left(x^{\gamma^{\prime}} \mathbf{M}^{\prime}+\mathbf{r}^{\prime} \times \mathbf{L}^{\prime} \partial_{0^{\prime}}\right) \phi^{\prime}\right.\right. \\
& \left.\left.-\left(x^{0^{\prime}} \mathbf{L}^{\prime} \partial_{\alpha^{\prime}}-\mathbf{r}^{\prime} \times \mathbf{M}^{\prime}\right) \psi^{\prime}\right]\right\} \\
\hat{\phi}= & \gamma\left\{\hat{\phi}^{\prime}-\beta^{\prime}\left[\left(x^{0} \nabla^{\prime}+\partial_{0^{\prime}} \mathbf{r}^{\prime}\right) \times \mathbf{L}^{\prime} \phi^{\prime}\right.\right. \\
& \left.\left.-\left(x^{\alpha^{\prime}} \partial_{\alpha^{\prime}}+1\right) \mathbf{L}^{\prime} \psi^{\prime}\right]\right\}, \tag{38}
\end{align*}
$$

where, of course,

$$
x^{\alpha^{\prime}} \partial_{\alpha^{\prime}} \equiv x^{0^{\prime}} \partial_{0^{\prime}}+x^{a^{\prime}} \partial_{a^{\prime}}
$$

In like fashion the expression for $\hat{\psi}$ in Eq. (35) can be reexpressed as

$$
\begin{align*}
\hat{\psi}= & \gamma\left\{\hat{\psi}^{\prime}-\boldsymbol{\beta} \cdot\left[\left(x^{0} \partial_{0^{\prime}} \mathbf{L}^{\prime}-\mathbf{r}^{\prime} \times \mathbf{M}^{\prime}\right) \phi^{\prime}\right.\right. \\
& \left.\left.+\left(x^{0} \mathbf{M}^{\prime}+\mathbf{r}^{\prime} \times \mathbf{L}^{\prime} \partial_{0^{\prime}}\right) \psi^{\prime}\right]\right\}  \tag{39}\\
\hat{\psi}= & \gamma\left\{\hat{\psi}^{\prime}-\boldsymbol{\beta} \cdot\left[\left(x^{0^{\prime}} \boldsymbol{\nabla}^{\prime}+\partial_{0^{\prime}} \mathbf{r}^{\prime}\right) \times \mathbf{L}^{\prime} \psi^{\prime}\right.\right. \\
& \left.\left.+\left(x^{\alpha^{\prime}} \boldsymbol{\partial}_{\alpha^{\prime}}+1\right) \mathbf{L}^{\prime} \phi^{\prime}\right]\right\} .
\end{align*}
$$

Note that Eqs. (38) and (39) are equivalent under the exchange transformation:

$$
\begin{equation*}
\phi \rightarrow \psi, \quad \psi \rightarrow-\phi \tag{40}
\end{equation*}
$$

This property can be traced back to a similar exchange symmetry with regard to $\mathbf{E}$ and $\mathbf{B}$ in Maxwell's equations without sources.

One may regard Eqs. (38) and (39) as the transformation equations for the Debye potentials. Given the potentials $\phi^{\prime}$ and $\psi^{\prime}$ determined in $\mathscr{F}^{\prime}$, we can calculate $\hat{\phi}^{\prime}$ and $\hat{\psi}^{\prime}$ using Eqs. (22) and (23) expressed in primed coordinates, and then obtain $\hat{\phi}$ and $\hat{\psi}$ from the equations above. The alternate potentials $\hat{\phi}$ and $\hat{\psi}$ contain all the information carried by $\phi$ and $\psi$, except for additive functions of $r=|\mathbf{r}|$, which are annihilated by the operator $L^{2}=L \cdot L$. However, these same functions would be annihilated by $L$ and $M$ as well, so they cannot contribute to the fields $\mathbf{E}$ and $\mathbf{B}$. In the language of multipole analysis, these additive functions are pure monopole terms which do not pertain to radiation fields anyway.

The transformations given by Eqs. (38) and (39) clearly indicate that the Debye potentials are not Lorentz scalars. Their complex transformation properties under boosts can, of course, be traced back to their definitions in terms of the operators $L$ and $M$, and the central role played by the threevector $\mathbf{r}$ in each of these vectors. No significant simplification can be achieved, even with the elimination of the superfluous operator $L^{2}=\mathbf{L} \cdot \mathbf{L}$ contained in the potentials $\hat{\phi}$ and $\hat{\psi}$, as will now be shown.

The exchange symmetry in Eqs. (40) is of great utility at this point. Any reduction of Eq. (38) will be imitated by a similar reduction of Eq. (39), but with $\phi$ replaced by $\psi$ and $\psi$ replaced by $-\phi$, simultaneously. Clearly, then, it suffices to reduce only one of these, say Eq. (38). In component form this equation becomes

$$
\begin{aligned}
\hat{\phi}= & \gamma\left[L_{1^{\prime}} L_{1^{\prime}} \phi^{\prime}+\beta\left(x^{\alpha^{\prime}} \partial_{\alpha^{\prime}}+1\right) L_{1^{\prime}} \psi^{\prime}\right] \\
& +\gamma\left[L_{2^{\prime}}+\beta\left(\partial_{0^{\prime}} x^{3^{\prime}}+\partial_{3^{\prime}} x^{o^{\prime}}\right)\right] L_{2^{\prime}} \phi^{\prime} \\
& +\gamma\left[L_{3^{\prime}}-\beta\left(\partial_{0^{\prime}} x^{2^{\prime}}+\partial_{2^{\prime}} x^{\alpha^{\prime}}\right)\right] L_{3^{\prime}} \phi^{\prime}
\end{aligned}
$$

Because $L^{\prime}$ and $x^{\alpha^{\prime}} \partial_{\alpha^{\prime}}$ commute, we get

$$
\begin{align*}
\hat{\phi}= & \gamma L_{1^{\prime}}\left[L_{1^{\prime}} \phi^{\prime}+\beta\left(x^{\alpha^{\prime}} \partial_{\alpha^{\prime}}+1\right) \psi^{\prime}\right] \\
& +\gamma\left[L_{2^{\prime}}+\beta\left(\partial_{0^{\prime}} x^{3^{\prime}}+\partial_{3^{\prime}} x^{0^{\prime}}\right)\right] L_{2^{\prime}} \phi^{\prime} \\
& +\gamma\left[L_{3^{\prime}}-\beta\left(\partial_{0^{\prime}} x^{2^{\prime}}+\partial_{2^{\prime}} x^{0^{\prime}}\right)\right] L_{3^{\prime}} \phi^{\prime} . \tag{41}
\end{align*}
$$

We now need the transformation equations for the components of $L$ under Lorentz boosts. Using Eq. (7) and Eqs. $(25)-(27)$ we readily find that ${ }^{8}$

$$
\begin{align*}
& L_{1}=L_{1^{\prime}}  \tag{42}\\
& L_{2}=\gamma\left[L_{2^{\prime}}+\beta\left(\partial_{0^{\prime}} x^{3^{\prime}}+\partial_{3^{\prime}} x^{0^{\prime}}\right)\right]  \tag{43}\\
& L_{3}=\gamma\left[L_{3^{\prime}}-\beta\left(\partial_{0^{\prime}} x^{2^{\prime}}+\partial_{2^{\prime}} x^{o^{\prime}}\right)\right] \tag{44}
\end{align*}
$$

We can then reduce Eq. (41) to

$$
\begin{align*}
\hat{\phi}= & L_{1} \gamma\left[L_{1} \phi^{\prime}+\beta\left(x^{\alpha} \partial_{\alpha}+1\right) \psi^{\prime}\right] \\
& +L_{2} L_{2^{\prime}} \phi^{\prime}+L_{3} L_{3^{\prime}} \phi^{\prime} \tag{45}
\end{align*}
$$

Utilizing Eq. (22), we get

$$
\begin{aligned}
0= & L_{1}\left[L_{1} \phi-\gamma L_{1} \phi^{\prime}-\beta \gamma\left(x^{\alpha} \partial_{\alpha}+1\right) \psi^{\prime}\right] \\
& +L_{2}\left[L_{2} \phi-L_{2^{\prime}} \phi^{\prime}\right]+L_{3}\left[L_{3} \phi-L_{3^{\prime}} \phi^{\prime}\right]
\end{aligned}
$$

Again, applying Eqs. (43) and (44),

$$
\begin{aligned}
0= & L_{1}\left[L_{1}\left(\phi-\gamma \phi^{\prime}\right)-\beta \gamma\left(x^{\alpha} \partial_{\alpha}+1\right) \psi^{\prime}\right] \\
& +L_{2}\left[L_{2}\left(\phi-\gamma \phi^{\prime}\right)+\beta \gamma\left(\partial_{0} x^{3}+\partial_{3} x^{0}\right) \phi^{\prime}\right] \\
& +L_{3}\left[L_{3}\left(\phi-\gamma \phi^{\prime}\right)-\beta \gamma\left(\partial_{0} x^{2}+\partial_{2} x^{0}\right) \phi^{\prime}\right]
\end{aligned}
$$

or

$$
\begin{align*}
0= & L^{2}\left(\phi-\gamma \phi^{\prime}\right)-\gamma \boldsymbol{\beta} \cdot \mathbf{L}\left(x^{\alpha} \partial_{\alpha}+1\right) \psi^{\prime} \\
& +\gamma \boldsymbol{\beta} \times \mathbf{L} \cdot\left(\partial_{0} \mathbf{r}+x^{0} \nabla\right) \phi^{\prime} \tag{46}
\end{align*}
$$

The last result may also be regarded as a transformation equation for the potential $\phi$, although it is not in standard form with primed quantities on one side of the equation and unprimed ones on the other. To apply it, one must express the primed arguments of $\phi^{\prime}$ and $\psi^{\prime}$ in terms of the unprimed ones, using Eqs. (24)-(27). Also, we observe from Eq. (46) that the scalar operator $L^{2}$ cannot be eliminated from the transformation equation without introducing its inverse elsewhere. Our last task will be to see what the result of this further reduction is.

There are three distinct terms in Eq. (46). The first presents no problem in our efforts to eliminate $L^{2}$, since it contains this operator explicitly. The second term,

$$
-\gamma \boldsymbol{\beta} \cdot \mathbf{L}\left(x^{\alpha} \partial_{\alpha}+1\right) \psi^{\prime}
$$

requires that we introduce $L^{2}$ and its inverse, denoted by $L^{-2}$, as follows:

$$
-\gamma \beta \cdot \mathbf{L}\left(x^{\alpha} \partial_{\alpha}+1\right) L^{2}\left(L^{-2} \psi^{\prime}\right)
$$

Because $L^{2}$ commutes with $x^{\alpha} \partial_{\alpha}$ and $L$, we find that this last expression becomes

$$
-L^{2} \gamma \boldsymbol{\beta} \cdot \mathbf{L}\left(x^{\alpha} \partial_{\alpha}+1\right)\left(L^{-2} \psi^{\prime}\right)
$$

and so Eq. (46) becomes

$$
\begin{align*}
0= & L^{2}\left[\left(\phi-\gamma \phi^{\prime}\right)-\gamma \boldsymbol{\beta} \cdot \mathbf{L}\left(x^{\alpha} \partial_{\alpha}+1\right)\left(L^{-2} \psi^{\prime}\right)\right] \\
& +\gamma \boldsymbol{\beta} \times \mathbf{L} \cdot\left(\partial_{0} \mathbf{r}+\boldsymbol{x}^{0} \boldsymbol{\nabla}\right) \phi^{\prime} . \tag{47}
\end{align*}
$$

The last term in Eq. (47) can be dealt with in a similar fashion:

$$
\gamma \boldsymbol{\beta} \times \mathbf{L} \cdot\left(\partial_{0} \mathbf{r}+x^{0} \quad \nabla\right) L^{2}\left(L^{-2} \phi^{\prime}\right)
$$

It is not too difficult to show that

$$
\begin{equation*}
\boldsymbol{\beta} \times \mathbf{L} \cdot \mathbf{r} L^{2}=-L^{2} \boldsymbol{\beta} \times \mathbf{r} \cdot \mathbf{L} \tag{48}
\end{equation*}
$$

and likewise that

$$
\begin{align*}
& \boldsymbol{\beta} \times \mathbf{L} \cdot \boldsymbol{\nabla} L^{2}=-L^{2} \boldsymbol{\beta} \times \nabla \cdot \mathbf{L}  \tag{49}\\
& \boldsymbol{\beta} \times \mathbf{L} \cdot \boldsymbol{\nabla} L^{2}=-L^{2} \boldsymbol{\beta} \cdot \mathbf{M} \tag{50}
\end{align*}
$$

These identities allow one to transform that last term of Eq. (47) into

$$
-L^{2} \gamma \boldsymbol{\beta} \times\left(\partial_{0} \mathbf{r}+x^{0} \nabla\right) \cdot \mathbf{L} \phi^{\prime}
$$

and so Eq. (47) becomes

$$
\begin{aligned}
0= & L^{2}\left[\left(\phi-\gamma \phi^{\prime}\right)-\gamma \boldsymbol{\beta} \cdot \mathbf{L}\left(x^{\alpha} \partial_{\alpha}+1\right)\left(L^{-2} \psi^{\prime}\right)\right. \\
& \left.-\gamma \boldsymbol{\beta} \times\left(\partial_{0} \mathbf{r}+x^{0} \nabla\right) \cdot \mathbf{L}\left(L^{-2} \phi^{\prime}\right)\right]
\end{aligned}
$$

from which we conclude that

$$
\begin{align*}
\phi= & \gamma\left\{\phi^{\prime}+\beta \cdot\left[\left(x^{\alpha} \partial_{\alpha}+1\right) \mathbf{L}\left(L^{-2} \psi^{\prime}\right)\right.\right. \\
& \left.\left.+\left(\partial_{0} \mathbf{r}+x^{0} \nabla\right) \times \mathbf{L}\left(L^{-2} \phi^{\prime}\right)\right]\right\} \tag{51}
\end{align*}
$$

Using the exchange symmetry in Eqs. (40), we immediately obtain the corresponding equation for the potential $\psi$ :

$$
\begin{aligned}
\psi= & \gamma\left\{\psi^{\prime}-\beta \cdot\left[\left(x^{\alpha} \partial_{\alpha}+1\right) \mathbf{L}\left(L^{-2} \phi^{\prime}\right)\right.\right. \\
& \left.\left.-\left(\partial_{0} \mathbf{r}+x^{0} \nabla\right) \times \mathbf{L}\left(L^{-2} \psi^{\prime}\right)\right]\right\}
\end{aligned}
$$

Like Eq. (46), the last two results may be regarded as transformation equations for the Debye potentials, even though they are not in standard form. The biggest obstacle to applying them is dealing with the inverse operator $L^{-2}$ which acts upon unprimed coordinates. The primed arguments of the potentials $\phi^{\prime}$ and $\psi^{\prime}$ must be replaced by unprimed arguments in accordance with the Lorentz transformation in Eqs. (24)-(27).

## IV. CONCLUSIONS

The Debye potential formalism is ideally suited to analyzing the electromagnetic radiation produced by localized sources. The potentials transform as scalars under rotations in 3-space, but display more complex behavior under Lorentz boosts. Several expressions for their transformation properties have been obtained, with those in Eqs. (38) and (39) being the most natural.

It was observed in Sec. II that if the fields $\mathbf{E}$ and $\mathbf{B}$ satisfy the source-free Maxwell equations, then the potentials must satisfy

$$
\begin{aligned}
& \square \phi=0, \\
& \square \psi=0 .
\end{aligned}
$$

The transformation equations obtained for the Debye poten-
tials guarantee that these equations will be satisfied in all Lorentz frames if they are satisfied in one frame.
${ }^{\text {'See, for example, A. Nisbet, Proc. R. Soc. (London), Ser. A 231, } 250 \text { (1955); }}$ J. Cohen and L. Kegels, Phys. Rev. D 10, 1070 (1974).
${ }^{2}$ These points will be clarified in Sec. II of this article.
${ }^{3}$ See, for example, J. Jackson, Classical Electrodynamics (Wiley, New York, 1962), Chap. 7.
${ }^{4}$ These simple equations apply only to the case of no sources and no matter. ${ }^{5}$ Under reflections $\mathbf{r} \rightarrow \mathbf{r}$, the potential $\phi$ transforms as $\phi \rightarrow-\phi$.
${ }^{6}$ Equations (5) and (6) obviously satisfy the divergence conditions (1) and (2). The wave equations arise as a result of applying Eqs. (3) and (4) to $\mathbf{E}$ and $\mathbf{B}$. ${ }^{7}$ In what follows all indices will be manipulated with the Lorentz metric $\eta_{\mu \nu}$ whose signature is $\eta=[-1,1,1,1]$.
${ }^{8}$ One also needs to use the corresponding covarient transformations of the partial derivatives.
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## I. INTRODUCTION

1. Recently a number of authors discussed the inverse source problems ${ }^{1-5}$ (see also the bibliography in Refs. 1 and 5). The problem under discussion is as follows. Let

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) u=h, \quad x \in \mathbb{R}^{3} ; \quad h=0, \quad|x| \geqslant a . \tag{1}
\end{equation*}
$$

Suppose the Cauchy data is given for $u$ near infinity:

$$
\begin{equation*}
\left.u\right|_{|x|=R}=u_{0},\left.\quad \frac{\partial u}{\partial r}\right|_{|x|=R}=u_{1}, \quad R \gg 1 \tag{2}
\end{equation*}
$$

Can one determine $h$ from the data (2)?
Most of the authors ask a slightly different but equivalent question. Namely, can one determine $h$ from the radiation pattern $f(\theta, \phi, k)$, which is defined by the formula

$$
\begin{align*}
& f(\theta, \phi, k)=\lim _{r \rightarrow+\infty}\left(\frac{e^{i k r}}{4 \pi r}\right)^{-1} u(x, k) \\
& r=|x|, \quad x=(r, \theta, \phi) \tag{4}
\end{align*}
$$

where $u$ is the (unique) solution to (1) satisfying the radiation condition? The equivalence of the data (3) and (4) comes from the fact that the asympotics of $u$ at infinity can be differentiated. On a more formal level, the Cauchy data (3) defines the solution of the homogeneous equation (1) uniquely in the domain $|x| \geqslant a$, and the radiation pattern (4) does the same (because of the Rellich's uniqueness theorem, see, e.g., Ref. 6 ). The problem (3) is the time-independent inverse source problem.
2. This problem for Maxwell's equations was discussed in detail in Ref. 7 (see also Ref. 8, pp. 208-211). The problem for Maxwell equations has some features which the scalar problem (1)-(4) does not have. In particular, the radiation patterns for Maxwell's equations is a two-component vector field defined on the unit sphere $S^{2} \subset \mathbb{R}^{3}$ and tangent to this sphere (it is two-component in the spherical coordinates: $f_{r}$ $=0$ ). On the other hand, the source $j(x)$ in Maxwell's equations:

$$
\nabla \times E=i k H, \quad \operatorname{rot} H=-i k E+j, \epsilon=\mu=1
$$

is a three-component vector. The corresponding radiation pattern is

$$
\begin{equation*}
f=i k\left(I_{\phi} a_{\phi}+I_{\theta} a_{\theta}\right) \tag{5}
\end{equation*}
$$

where $a_{r}, a_{\theta}, a_{\phi}$ are the unit vectors of the spherical coordinates at the point $x=(r, \theta, \phi), I=\left(I_{r}, I_{\theta}, I_{\phi}\right)$,

$$
I=\int \exp \{-i(\mathbf{k}, y)\} j(y) d y, \quad \mathbf{k}=(k, \theta, \phi), \quad \int \equiv \int_{\mathbf{R}^{j}}
$$

It is clear from (5) that the radiation pattern $f(k, \theta, \phi)$ given for a fixed $k=k_{0}$ as a vector field on the unit sphere does not determine $I$ uniquely, and therefore does not determine the sources $j$ uniquely. The degree of nonuniqueness can be described as follows: in order to determine the sources uniquely one should specify: (1) one scalar function $I_{r}\left(k_{0}, \theta, \phi\right)$, and (2) three functions $f_{\theta}(k, \theta, \phi), f_{\phi}(k, \theta, \phi), I_{r}(k, \theta, \phi), 0<k<\infty$, which are equal to the functions $f_{\theta}\left(k_{0}, \theta, \phi\right), f_{\phi}\left(k_{0}, \theta, \phi\right)$, $I_{r}\left(k_{0}, \theta, \phi\right)$ at $k=k_{0}$. Here we did not impose the important requirement that the sources have compact support. If this requirement is imposed then the functions $I_{r}(k, \theta, \phi)$,
$f_{\theta}(k, \theta, \phi), f_{\phi}(k, \theta, \phi)$ should satisfy the condition that the vector function $I=I_{r} a_{r}+(1 / i k) f_{\phi} a_{\phi}+(1 / i k) f_{\theta} a_{\theta}$ be an entire function of $k$ of exponential type, i.e., $|I| \leqslant c_{1} \exp \left(c_{2} k\right)$ for some constants $c_{1}, c_{2}>0$. This requirement comes from the Paley-Wiener theorem which says that a function $I(\mathbf{k})$ is a Fourier transform of a function $j$ with compact support iff $I$ is an entire function of exponential type. In addition, $j \in L^{2}$ if $I \in L^{2}\left(\mathbb{R}^{3}\right)$. This analysis, a computational scheme for finding $j$ from the radiation pattern, and some examples are given in Ref. 7.

One should have in mind that in some concrete inverse source problems (e.g., synthesis of linear or spherical antennas) the uniqueness of the solution holds because of some special assumptions about the sources. There is an extensive literature on this subject (see, e.g., Ref. 9). In order to explain how the uniqueness holds, consider the linear antenna synthesis problem. The sources are currents along the line segment $-l<z<l$. The currents are defined by one scalar function $j(z)$ in this case. The radiation pattern is proportional to $\int_{-1}^{l} \exp \left(i k_{0} z \cos \theta\right) j(z) d z \equiv f(\theta), 0 \leqslant \theta \leqslant \pi$. This can be written as $\int_{-l}^{l} \exp (i \lambda z) j(z) d z=f(\lambda),-k_{0} \leqslant \lambda \leqslant k_{0}$, $\lambda=k_{0} \cos \theta$. The last equation clearly has no more than one solution. It is solvable iff $f(\lambda)$ is an entire function of exponential type $\leqslant l$ of $\lambda$.
3. In the scalar case one has

$$
f=-\frac{1}{4 \pi} \int \exp \{-i(\mathbf{k}, y)\} h(y) d y
$$

Thus, the knowledge of $f\left(k_{0}, \theta, \phi\right)$ does not determine the sources $h(y)$ uniquely. The degree of nonuniqueness can be described as follows: given the radiation pattern at $k=k_{0}$ one can fix a (arbitrary continuous in $k$ ) function $f(k, \theta, \phi)$ for $0<k<\infty$ such that $\left.f(k, \theta, \phi)\right|_{k=k_{0}}=f\left(k_{0}, \theta, \phi\right)$. These data determine the Fourier transform of the sources and there-
fore the sources $h(y)$ uniquely. In this argument we did not impose any a priori conditions on the sources. If one assumes (as is natural) that $h \in L^{2}$ and $h=0$ for $|x| \geqslant a$, then the radiation pattern is an entire function of $k$ of exponential type and the corresponding extension $f(k, \theta, \phi)$ should satisfy this necessary requirement. This requirement is also sufficient for $h \in L^{2}$ and $h=0,|x| \geqslant a$ if $f \in L^{2}$. This is a complete description of the degree of nonuniqueness in the scalar problem of finding the sources from the radiation pattern given at a fixed frequency.
4. The reason why the problem (3) is discussed here is that the similar problem arises in time-dependent cases.
Consider, for example, the following time-dependent inverse source problem. Let

$$
\begin{align*}
& u_{t t}-\Delta u=f(x, t), \quad-\infty<t<\infty, \quad x \in \mathbb{R}^{3} \\
& f=0 \quad \text { of } t \notin(0, T) \tag{6}
\end{align*}
$$

Suppose that

$$
\begin{array}{ll}
u(0, x)=u_{0}(x), & u_{t}(0, x)=u_{1}(x) \\
u(T, x)=v_{0}(x), & u_{t}(T, x)=v_{1}(x) \tag{8}
\end{array}
$$

Can one find the sources $f(x, t)$ from the data (7), (8)?
Because of the uniqueness of the Cauchy problem for Eq. (6) the data (7), (8) determine the solution of (7) for $t<0(t>T)$ uniquely. In Sec. II the description of the degree of nonuniqueness of the solution to problems (3) and (9) are given.

## II. DESCRIPTION OF THE DEGREE OF NONUNIQUENESS IN THE INVERSE SOURCE PROBLEMS

1. Consider first problem (9). Taking the Fourier transform in $x$, one obtains

$$
\begin{align*}
& \ddot{w}+k^{2} w=g(t, \mathbf{k}), \\
& w=\frac{1}{(2 \pi)^{3}} \int u(x, t) \exp \{-i(\mathbf{k}, x)\} d x \equiv \tilde{u}, \quad g \equiv \tilde{f},  \tag{10}\\
& w(0, \mathbf{k})=w_{0} \equiv \tilde{u}_{0}, \quad \dot{w}(0, \mathbf{k})=w_{1} \equiv \tilde{u}_{1}, \dot{w}=\frac{d w}{d t}  \tag{11}\\
& w(T, \mathbf{k})=p_{0} \equiv \tilde{v}_{0}, \quad \dot{w}(T, \mathbf{k})=p_{1} \equiv \tilde{v}_{1} \tag{12}
\end{align*}
$$

Here $\mathbf{k}=\left(k_{1}, k_{2}, k_{3}\right), k^{2}=k_{1}^{2}+k_{2}^{2}+k_{3}^{2}, k=|\mathbf{k}|$. The problem (10), (11) can be solved explicitly,

$$
\begin{align*}
w= & \int_{0}^{t} \frac{\sin \{k(t-s)\}}{k} g(s, \mathbf{k}) d s \\
& +w_{0} \cos (k t)+w_{1} \frac{\sin k t}{k} \tag{13}
\end{align*}
$$

From (13) and (12) one obtains

$$
\begin{align*}
p_{0}= & \int_{0}^{T} \frac{\sin \{k(T-s)\}}{k} g d s \\
& +w_{0} \cos (k T)+w_{1} \frac{\sin (k T)}{k},  \tag{14}\\
p_{1}= & \int_{0}^{T} \cos \{k(T-s)\} g d s-k w_{0} \sin (k T)
\end{align*}
$$

$$
\begin{gather*}
\frac{\cos (k T)}{k} \int_{0}^{T} \cos (k s) g d s+\sin (k T)  \tag{15}\\
\times \int_{0}^{T} \sin (k s) g d s=b_{1}(\mathbf{k})
\end{gather*}
$$

where $b_{0}, b_{1}$ are known explicitly:

$$
\begin{align*}
& b_{0}=p_{0}-w_{0} \cos (k T)-\left(w_{1} / k\right) \sin k T \\
& b_{1}=p_{1}+k \omega_{0} \sin (k T)-w_{1} \cos (k T) \tag{16}
\end{align*}
$$

The determinant of the system (15) is $1 / k>0$. Thus, one can uniquely find from (15) the two integrals

$$
\begin{align*}
& \int_{0}^{T} \cos (k s) g(s, \mathbf{k}) d s=\phi_{1}(\mathbf{k})  \tag{9}\\
& \int_{0}^{T} \sin (k s) g(s, \mathbf{k}) d s=\phi_{2}(\mathbf{k}) \tag{17}
\end{align*}
$$

where $\phi_{1}(\mathbf{k})$ and $\phi_{2}(\mathbf{k})$ are given explicitly.
It is now possible to describe the degree of nonuniqueness of the solution to the inverse source problem (9). Namely, the data (11), (12) determine $\phi_{1}$ and $\phi_{2}$ in (17). Equations (17) determine $g$, the Fourier transform of the sources, of the form

$$
\begin{equation*}
g=c_{1}(\mathbf{k}) \cos (k s)+c_{2}(\mathbf{k}) \sin (k s)+g_{1}(s, \mathbf{k}) \tag{18}
\end{equation*}
$$

where $c_{1}(\mathbf{k})$ and $c_{2}(\mathbf{k})$ are uniquely determined by $\phi_{1}$ and $\phi_{2}$, while $g_{1}(s, k)$ is an arbitrary function orthogonal to $\cos (k s)$ and $\sin (k s)$ in $L^{2}([0, T])$ :

$$
\begin{aligned}
& \int_{0}^{T} \sin (k s) g_{1}(s, \mathbf{k}) d s \\
& \quad=\int_{0}^{T} \cos (k s) g_{1}(s, \mathbf{k}) d s=0 \quad \forall k
\end{aligned}
$$

This is a complete description of the degree of nonuniqueness of the solution to problem (9) in the case when no conditions are imposed on the sources $f(x, t)$ except the last condition $(10)$ and, say, the mild requirement like $f(x, t) \in L^{2}\left(\mathbb{R}^{3}\right)$ for any $t$ and is of class $C^{2}$ in time. If one requires additionally that $f(x, t)=0$ for $|x| \geqslant a$ (the sources have compact support), then $g_{1}$ should satisfy not only Eqs. (19), but also ensure that the function $g$ defined by formula (18) be an entire function of exponential type in the variables $\mathbf{k}=\left(k_{1}, k_{2}, k_{3}\right)$. Since $g$ determines the sources $f$ uniquely, one can say that the solution of problem (9) is defined nonuniquely up to an additive term orthogonal to a two-dimensional subspace. The method of this section can be applied without any changes to the abstract time-dependent inverse source problem. This problem is similar to the problem (6)-(9), but Eq. (6) is of the form $u_{t r}+A u=f(t),-\infty<t<\infty$, where $A>0$ is a self-adjoint operator on a Hilbert space $h, f(t) \in H$. One assumes that the eigenfunction expansion theorem for $A$ is known and the eigenfunctions satisfy the equation $A \phi=k^{2} \phi$, and obtains
the same equations (10)-(12) in which $w$ is the coefficient of the expansion of $u$ in the eigenfunctions $\phi$ (analog of the Fourier transform). The rest of the argument is unchanged.
2. Let us consider problem (1)-(3). The Cauchy data (2) determines uniquely the solution to Eq. (1) in the domain $|x| \geqslant a$ in which (1) is homogeneous. Let

$$
\begin{equation*}
\left.u\right|_{r=a}=\psi_{0},\left.\quad \frac{\partial u}{\partial r}\right|_{r=a}=\psi_{1}, \tag{20}
\end{equation*}
$$

where $\psi_{0}$ and $\psi_{1}$ are uniquely determined by $u_{0}$ and $u_{1}$. (Of course, as is well known, the data $u_{0}$ and $u_{1}$ for an elliptic equation cannot be given arbitrarily.) One can also find $\psi_{0}$ and $\psi_{1}$ from the knowledge of the radiation pattern. Let $G(x, y)$ be the Green's function $\left(\nabla^{2}+k^{2}\right) G=-\delta(x-y)$, $|x| \leqslant a,\left.G\right|_{|x|=a}=0$. Then, the solution of the problem

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) u=h, \quad|x| \leqslant a,\left.\quad u\right|_{|x|=a}=\psi_{0} \tag{21}
\end{equation*}
$$

can be found explicitly provided that $k^{2}$ is not an eigenvalue of the Dirichlet Laplacian in the domain $|x| \leqslant a$. Namely,

$$
\begin{equation*}
u=\int_{\mathscr{S}} G(x, y) h d y+\int_{\Gamma} \frac{\partial G(x, s)}{\partial N} \psi_{0} d s, \quad x \in \mathscr{D} \tag{22}
\end{equation*}
$$

where $\mathscr{D}=\{x:|x| \leqslant a\}, \Gamma=\{x:|x|=a\}, N=N_{s}$ is the outer unit normal to $\Gamma$ at the point $s$. From (22) and the second condition (20) one obtains an equation for $h$. Since the problem is linear and one is interested in the description of nonuniqueness, one can take $\psi_{0}=\psi_{1}=0$. In this case the equation for $h$ which follows from (20) and (22) is of the form

$$
\begin{equation*}
0=\int_{\mathscr{Z}} \frac{\partial G(s, y)}{\partial N} h d y, \quad s \in \Gamma \tag{23}
\end{equation*}
$$

To describe the degree of nonuniqueness of the solution to problem (3) one should describe the set of solutions to Eq. (23). If $\psi_{0}=0$ and $\psi_{1}=0$ then $u \equiv 0$ in $|x| \geqslant a$. Therefore one describes the nonradiating sources. This question was often discussed in the physical literature. ${ }^{5}$ The following is a description of the set of all solutions of Eq. (23). Let us multiply (23) by a smooth function $\phi(s)$ and integrate over $\Gamma$ to obtain

$$
\begin{equation*}
0=\int_{\mathscr{Q}} d y h(y) F(y) \tag{24}
\end{equation*}
$$

where $F(y)=\int_{\Gamma}(\partial G(s, y) / \partial N) \phi(s) d s$ is the solution of the Dirichlet problem,

$$
\begin{align*}
& \left(\nabla^{2}+k^{2}\right) F=0 \quad \text { in } \mathscr{D},  \tag{25}\\
& \left.F\right|_{\Gamma}=-\phi . \tag{26}
\end{align*}
$$

Therefore $F$ runs through the set of functions satisfying the homogeneous Helmholtz's equation in $\mathscr{D}$. Equations (23) and (24) are equivalent. Thus one obtains the following statement. The set of all solutions of (23) (i.e., the set of all nonradiating sources) is precisely the set of functions orthogonal to all of the solutions (in $L^{2}$ say) of Eq. (25). For example, if $\mathscr{D}$ is a ball of radius $a$ with center at the origin, then a basis in the set of solutions of Eq. (25) forms the functions $r^{-1 / 2} J_{n+1 / 2}(k r) Y_{n m}(\theta, \phi)$, where $J_{n}$ is the Bessel function and $Y_{n m}$ are the spherical harmonics.

Remark: It seems that the first paper on antenna synthesis theory was published in 1937 by my father. ${ }^{10}$
${ }^{1}$ A. Devaney and G. Sherman, "Nonuniqueness in inverse source and scattering problems," IEEE Trans. Antennas Propag. AP-30, 1034-1037 (1982).
${ }^{2}$ A. Devaney, J. Math Phys. 19, 1526-1531 (1978); 20, 1687-1691 (1979).
${ }^{3}$ N. Bleistein and J. Cohen, J. Math. Phys. 18, 194-201 (1977).
${ }^{4}$ N. Bojarski, J. Math. Phys. 22, 1647-1650 (1981).
${ }^{5}$ Inverse Source Problems in Optics, edited by H. Bates (Springer-Verlag, New York, 1978).
${ }^{6}$ A. G. Ramm, J. Math. Phys. 22, 275-276 (1981).
${ }^{7}$ A. G. Ramm, On Antenna Synthesis Theory, Antennas, No. 5 (Izdat.
Svjaz, Moscow, 1969), pp. 35-46 (Russian).
${ }^{8}$ A. G. Ramm, Theory and Applications of Some New Classes of Integral Equations (Springer-Verlag, New York, 1980).
${ }^{9}$ B. Minkovich and V. Jakovlev, Antenna Synthesis Theory (Soviet Radio, Moscow, 1967) (Russian).
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#### Abstract

A new theorem on joint lower bounds of unsharp position and momentum observables is formulated and proven. It is developed as a straightforward formal generalization of a similar theorem for the spectral projections of the usual observables which has been employed to express the strict incompatibility of position and momentum. The relevance of our theorem to the problem of joint measurements in quantum mechanics has been discussed elsewhere.


PACS numbers: $03.65 . \mathrm{Bz}$

## I. INTRODUCTION

Usually the incompatibility of quantum mechanical position and momentum is expressed rather formally by means of the commutation relation $[\mathscr{Q}, \mathscr{P}]_{-}=i \hbar I$. It was Jauch ${ }^{1}$ who used a theorem on the intersections of the ranges of the spectral projections of $\mathscr{Q}$ and $\mathscr{P}$ to point out the nonexistence of a well-behaved joint probability distribution. This "Jauch theorem" (J) (which will be reported in Sec. II) represents a much more intuitive and very strong explication of the incompatibility of $\mathscr{Q}$ and $\mathscr{P}$.

On the other hand, it has been shown in recent years that by introducing "unsharp" or "fuzzy" observables $Q_{f}, P_{g}$ a notion of joint measurements becomes possible for certain pairs of "Fourier related" $Q_{f}, P_{g}$, with measuring unsharpnesses obeying the uncertainty relation

$$
\begin{equation*}
\Delta q \cdot \Delta p \geqslant \frac{1}{2} \hbar \tag{1}
\end{equation*}
$$

(see Sec. III). ${ }^{2-4}$
The purpose of the present paper is to generalize theorem (J) from ordinary observables to the full class of unsharp position and momentum observables. We arrive at a theorem $(\widetilde{J})$, the proof of which will be seen to be fully independent of the uncertainty relation (1). This gives rise to a real extension of the class of pairs $Q_{f}, P_{g}$, which are compatible in the sense defined below.

The physical interpretation of these results has been studied in Ref. 5, where a detailed analysis of the significance of the uncertainty relation to the possibility of joint measurements is given.

## II. INCOMPATIBILITY STATEMENT: JAUCH THEOREM (J)

Let $\mathscr{L}^{2}(\mathscr{R}, d q)$ and $\mathscr{L}^{2}(\mathscr{R}, d p)$ be the configuration and momentum space representations of the state space $\mathscr{H}$ of a (one-dimensional) quantum mechanical particle. In the standard framework, position and momentum observables are defined as projection-valued measures on the Borel sets $\mathscr{B}(\mathscr{R})$ of $\mathscr{R}$

$$
\begin{align*}
& Q: \quad \mathscr{B}(\mathscr{R}) \rightarrow \mathscr{P}(\mathscr{H}), \quad X \rightarrow Q(X), \\
& (Q(X) \psi)(q)=\chi_{X}(q) \cdot \psi(q), \\
& P: \quad \mathscr{B}(\mathscr{R}) \rightarrow \mathscr{P}(\mathscr{H}), \quad Y \rightarrow P(Y),  \tag{2}\\
& (P(Y) \tilde{\psi})(p)=\chi_{Y}(p) \cdot \tilde{\psi}(p)
\end{align*}
$$

such that

$$
\begin{equation*}
\mathscr{Q}=\int_{\mathscr{R}} q Q(d q), \quad \mathscr{P}=\int_{\mathscr{R}} p P(d p) \tag{3}
\end{equation*}
$$

are the usual Fourier-Plancherel equivalent position and momentum operators on $\mathscr{H}$. We denote by $\mathscr{E}(\mathscr{H})$ the set of all effects, i.e., of all self-adjoint operators $A$ lying between $O$ and $I, O \leqslant A \leqslant I$; for any two $A, B \in \mathscr{E}(\mathscr{H})$ we define the set $\mathscr{L} G(A, B)$ of positive lower bounds as

$$
\mathscr{L} G(A, B)=\{E \in \mathscr{E}(\mathscr{H}) \mid E \leqslant A \text { and } E \leqslant B\} \subseteq \mathscr{E}(\mathscr{H}) .
$$

We call effects $A, B$ incompatible if $\mathscr{L} G(A, B)=\{0\}$; otherwise they are called compatible.

Finally, let $P \wedge Q(P, Q \in \mathscr{P}(\mathscr{H}))$ be the projection onto the intersection $P \mathscr{H} \cap Q \mathscr{H}$ of the ranges of $P$ and $Q$. Then we may formulate the following:

Theorem (J): For arbitrary measurable sets $X, Y$ with finite Lebesgue measures, it is

$$
\begin{align*}
& Q(\mathscr{R} / X) \wedge P(\mathscr{R} / Y) \neq 0, \\
& \text { i.e., } \mathscr{L} \not \subset(Q(\mathscr{R} / X), P(\mathscr{R} / Y)) \neq\{0\}  \tag{J-0}\\
& {[\text { moreover, } \operatorname{dim}(Q(\mathscr{R} / X) \wedge P(\mathscr{R} / Y) \mathscr{H})=\infty]} \\
& Q(X) \wedge P(Y)=0, \quad \text { i.e., } \mathscr{L} \not \subset(Q(X), P(Y))=\{0\} . \tag{J-1}
\end{align*}
$$

Further, for semibounded $X, Y$ with finite measures,

$$
\begin{aligned}
& Q(X) \wedge P(\mathscr{R} / Y)=0 \\
& \text { i.e., } \mathscr{L} G Q(X), P(\mathscr{R} / Y))=\{0\} \\
& Q(\mathscr{R} / X) \wedge P(Y)=0 \\
& \text { i.e., } \quad \mathscr{L} G Q(\mathscr{R} / X), P(Y))=\{0\}
\end{aligned}
$$

tatements $(\mathrm{J}-0)-(\mathrm{J}-3)$ have been established and proven first for bounded $X, Y$ by Lenard, ${ }^{6}$ the extension to semibounded $X, Y$ comes from Berthier and Jauch, ${ }^{7}$ and the proof of (J-0) and ( $\mathrm{J}-1$ ) for arbitrary $X, Y$ with finite measures is given in a more general context by Amrein and Berthier. ${ }^{8}$ As an example, $(\mathbf{J}-1)$ means that there is no state $\psi \in \mathscr{H}$ such that both $\psi(q)$ and $\tilde{\psi}(p)$ have supports with finite measures. Physically, there is no possibility of localizing a particle within a finite phase space cell.

This result is fully independent of the uncertainty relation (1) which as a consequence may not be taken as an expression of position and momentum incompatibility within the standard formalism of quantum mechanics. On the contrary, as we shall see now, the UR (1) seems to make possible a sort of joint measurement of unsharp position and momentum values respecting the limitations given by ( J ).

## III. JOINT DISTRIBUTIONS FOR FOURIER-RELATED OBSERVABLES

Unsharp position and momentum observables $Q_{f}, P_{g}$ are defined as effect-valued measures

$$
\begin{align*}
& Q_{f}: \mathscr{B}(\mathscr{R}) \rightarrow \mathscr{E}(\mathscr{H}), \quad X \rightarrow Q_{f}(X), \\
& \left(Q_{f}(X) \psi\right)(q)=v_{X}^{f}(q) \cdot \psi(q), \\
& P_{\mathrm{g}}: \mathscr{B}(\mathscr{R}) \rightarrow \mathscr{E}(\mathscr{H}), \quad Y \rightarrow P_{g}(Y),  \tag{4}\\
& \left(P_{g}(Y) \tilde{\psi}\right)(p)=v_{Y}^{z}(p) \cdot \tilde{\psi}(p),
\end{align*}
$$

where

$$
\begin{equation*}
v_{X}^{f}(q):=\left(\chi_{X} * f\right)(q), \quad v_{Y}^{g}(p):=\left(\chi_{Y} * g\right)(p) \tag{5}
\end{equation*}
$$

are smeared-out characteristic functions which are concentrated on $X$ and $Y ; f$ and $g$ are normalized positive distribution functions satisfying

$$
\begin{align*}
& \langle\mathscr{Q}\rangle_{f}:=\int_{\mathscr{R}} q f(q) d q=0, \\
& \left(\Delta_{f} \mathscr{Q}\right)^{2} \equiv(\Delta f)^{2}:=\int_{\mathscr{R}} d q q^{2} f(q)<\infty,  \tag{6}\\
& \langle\mathscr{P}\rangle_{g}:=\int_{\mathscr{R}} p g(p) d p=0, \\
& \left(\Delta_{g} \mathscr{P}\right)^{2} \equiv(\Delta g)^{2}:=\int_{\mathscr{R}} d p p^{2} g(p)<\infty .
\end{align*}
$$

From (4)-(6) we get the operators (3):

$$
\mathscr{Q}=\int_{\mathscr{R}} q Q_{f}(d q), \quad \mathscr{P}=\int_{\mathscr{R}} p P_{g}(d p) \quad \text { (weakly). }
$$

Clearly the standard observables (2) are recovered by setting $f(q)=\delta(q)$ and $g(p)=\delta(p)$. The unsharpnesses described by (5) and (6) reflect the finite resolutions of the position and momentum measuring instruments ${ }^{3,4}$ arising from the quantum mechanical nature of their interaction with the observed object; this interpretation has been justified by means of a quantum mechanical theory of measurement by the present author. ${ }^{9}$ We call observables $Q_{f}, P_{g}$ incompatible if for any pair of bounded measurable sets $X, Y$ in $\mathscr{B}(\mathscr{R})$ the effects $Q_{f}(X), P_{g}(Y)$ are incompatible; otherwise, $Q_{f}$ and $P_{g}$ are called compatible. Ali and Prugovecki ${ }^{4}$ have shown as a generalization of a theorem by Wigner the following:

Theorem (AP): For a given pair of positive numbers ( $\Delta q, \Delta p$ ), there exists a joint observable $a_{f g}$ for some position and momentum observables $Q_{f}, P_{g}$ with $\Delta f=\Delta q, \Delta g=\Delta p$ if and only if $\Delta q \cdot \Delta p \geqslant \hbar / 2$.

A joint observable $a_{f g}$ is a continuous effect-valued measure on phase space $\Gamma=\mathscr{R}^{2}(\hbar=1)$

$$
\begin{align*}
& a_{f g}: \mathscr{B}\left(\mathscr{R}^{2}\right) \rightarrow \mathscr{C}(\mathscr{H}), \\
& \Delta \rightarrow a_{f g}(\Delta)=(2 \pi)^{-1} \int_{\Delta} \mathscr{W}_{q p} d q d p, \\
& \mathscr{W}_{q p}=\exp (i p \mathscr{Q}) \exp (-i q \mathscr{P}) \cdot \mathscr{W} \cdot \exp (i q \mathscr{P})  \tag{7}\\
& \quad \times \exp (-i p \mathscr{Q}), \\
& \mathscr{W} \geqslant 0, \operatorname{tr}(\mathscr{W})=1
\end{align*}
$$

with marginal observables $Q_{f}, P_{g}$ :

$$
\begin{equation*}
a_{f g}(X \times \mathscr{R})=Q_{f}(X), \quad a_{f g}(\mathscr{R} \times Y)=P_{g}(Y) \tag{8}
\end{equation*}
$$

It has been shown within a theory of measurement that it is reasonable to regard a measurement of $a_{f g}$ as a joint measurement of $Q_{f}$ and $P_{g} .{ }^{9}$ Thus (AP) states that the strict incompatibility of position and momentum (J-1) disappears if one considers "Fourier-related" observables $Q_{f}, P_{g}$ for which $f(q)=\langle q| \mathscr{W}|q\rangle, g(p)=\langle p| \mathscr{W}|p\rangle$ for some state operator $\mathscr{W}$. In that case there exists some nonzero lower bound $a$ of $Q_{f}(X)$ and $P_{g}(Y)$ [namely, $\left.a=a_{f g}(X \times Y)\right]$ :

$$
\begin{equation*}
a \leqslant Q_{f}(X) \text { and } a \leqslant P_{g}(Y), \quad a=a(X, Y) \tag{9}
\end{equation*}
$$

In the remaining part of this paper we shall investigate to which extent the class of pairs $Q_{f}, P_{g}$ admitting (9) can be enlarged by dropping the restriction to Fourier-related pairs. It will become clear that it is not the UR which is responsible for a relaxation of position and momentum incompatibility (J-1) through (9). This will be illustrated by means of some examples.

## IV. GENERALIZED JAUCH THEOREM (J)

Quite surprisingly, it is the structures of the generalized "characteristic functions" $v_{X}^{f}, v_{Y}^{g}$ [Eq. (5)], which are responsible for the existence or nonexistence of some positive lower bound of the corresponding $Q_{f}(X), P_{g}(Y)$ [defined in (4)], just as it was the case for $\chi_{X}, \chi_{Y}$ in Jauch's theorem ( $J$ ). Namely, we may formulate as "generalized Jauch theorem" the following:

Theorem ( $\widetilde{\mathbf{J}})$ : Let $X \rightarrow Q_{f}(X):=\left(\chi_{X} * f\right)(\mathscr{Q}) \equiv v_{X}^{f}(\mathscr{Q})$,
$Y \rightarrow P_{g}(Y):=\left(\chi_{Y} * g\right)(\mathscr{P}) \equiv v_{Y}^{g}(\mathscr{P})$ be unsharp position
and momentum observables characterized by some distribution functions $f, g$ (cf. Sec. III). There exists a positive lower bound of $Q_{f}(X)$ and $P_{g}(Y)$ for given measurable sets $X, Y$, that is,

$$
\mathscr{L} G\left(Q_{f}(X), P_{g}(Y)\right) \neq\{0\}
$$

if and only if the ranges of the respective square root operators possess nontrivial intersection

$$
\begin{equation*}
R\left(Q_{f}(X)^{1 / 2}\right) \cap R\left(P_{g}(Y)^{1 / 2}\right) \neq\{0\} \tag{10}
\end{equation*}
$$

A necessary condition for this is the following:

$$
\begin{equation*}
Q\left(\operatorname{supp}\left\{v_{X}^{f}\right\}\right) \wedge P\left(\operatorname{supp}\left\{v_{X}^{g}\right\}\right) \neq\{0\} \tag{11}
\end{equation*}
$$

The proof will be given in the Appendix. At present it is an open problem whether the last relation (11) is also sufficient; clearly this is the case for standard observables ( $f=g=\delta$ ). Let us call $Q_{f}, P_{g}$ a second type couple if there exist bounded measurable sets $X, Y$ such that (10) holds true; otherwise, they shall be called a first type couple. Then our theorem immediately implies the following:

Corollary: $Q_{f}, P_{g}$ are compatible if and only if they are a second type couple.

According to Theorem (AP) Fourier couples are second type couples and thus compatible. In the next section we shall show the existence of non-Fourier second type couples which means that it is possible to break the verdict ( $\mathrm{J}-1$ ) independently of the UR (1).

## V. SOME APPLICATIONS AND EXAMPLES

First we present a relaxation of the verdicts ( $\mathrm{J}-2$ ) and ( $\mathrm{J}-$ 3). Take $Q_{f}$ with $\operatorname{supp}\{f\}=\mathscr{R}, X$ a measurable set with finite measure. Then $\chi_{X^{\prime}} * f=1-\chi_{X} * f$ is strictly positive
so that $Q_{f}\left(X^{\prime}\right)=Q_{f}(\mathscr{R} / X)$ is positive definite and therefore $R\left(Q_{f}(R / X)^{1 / 2}\right)=\mathscr{H}$. We obtain for any $P_{g}$ and arbitrary (bounded) measurable set $Y$

$$
\mathscr{L} \measuredangle\left(Q_{f}(R / X), P_{g}(Y)\right) \neq\{0\}
$$

Similarly, for supp $\{g\}=\mathscr{R}, Y$ with finite measure and arbitrary $f, X$

$$
\mathscr{L} G\left(Q_{f}(X), P_{g}(\mathscr{R} / Y)\right) \neq\{0\}
$$

Next the verdict ( $\mathrm{J}-1$ ) can be extended to the following subclass of first type couples $Q_{f}, P_{g}$. Let supp $\{f\}$, supp $\{g\}$ as well as $X, Y$ be bounded sets; then (11) is violated so that

$$
\mathscr{L} G\left(Q_{f}(X), P_{g}(Y)\right)=\{0\}
$$

The incompatibility of first type couples holds independently of the value of the uncertainty product $\Delta f \cdot \Delta g$.

The next example proves the existence of compatible $Q_{f}, P_{g}$ with arbitrarily small uncertainty product $\Delta f \cdot \Delta g$ $(<\hbar / 2)$. Let $f^{\circ}(q)=|\phi(q)|^{2}, g^{\circ}(p)=|\widetilde{\phi}(p)|^{2}=g(p)$ with $\operatorname{supp}\{\phi\}$ being bounded. Take any $f$ with $\operatorname{supp}\{f\}=\mathscr{R}$. It is

$$
P_{g^{d}}(Y) \leqslant P_{g}(Y) .
$$

Further, as we shall show, there exist bounded measurable sets $X^{\circ}$ such that

$$
Q_{f^{\bullet}}\left(X^{\circ}\right) \leqslant Q_{f}(X)
$$

Since $Q_{f^{\prime}}, P_{g^{\circ}}$ are a Fourier couple, Theorem (AP) gives

$$
\begin{equation*}
a_{f g^{\circ}}\left(X^{\circ} \times Y\right) \in \mathscr{L} \measuredangle\left(Q_{f}(X), P_{g}(Y)\right) \neq\{0\} \tag{12}
\end{equation*}
$$

In particular, $Q_{f}$ and $P_{g}$ are compatible even for $\Delta f \cdot \Delta g<\hbar /$ 2. To prove the second of the above inequalities, we mention that for bounded $X^{\circ}$ the set $S^{\circ}=\operatorname{supp}\left\{v_{X^{\circ}}^{f^{\circ}}\right\}$ is bounded. Taking smaller and smaller $X^{\circ}$ makes $M^{\circ}=\max \left\{v_{X}^{f^{\circ}} \cdot(q) \mid q \in S^{\circ}\right\}$ arbitrarily small. Further, for $\operatorname{supp}\{f\}=\mathscr{R}$ the continuity of $v_{X}^{f}=\chi_{x} * f$ implies

$$
0<\min \left\{v_{X}^{f}(q) \mid q \in S\right\}=m \leqslant \min \left\{v_{X}^{f}(q) \mid q \in S^{\circ}\right\}
$$

for any fixed bounded $S \supset S^{\circ}$. By taking $X^{\circ}$ such that $M^{\circ} \leqslant m$, we obtain
$v_{X}^{f^{\circ}} \cdot(q) \leqslant v_{X}^{f}(q) \quad$ for all $q \in \mathscr{R}$,
which is equivalent to $Q_{f^{\circ}}\left(X^{\circ}\right) \leqslant Q_{f}(X)$. This proves (12).
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## APPENDIX: PROOF OF THE GENERALIZED JAUCH THEOREM ( $\widetilde{J}$ )

In order to specify the necessary and sufficient conditions for a nontrivial set of lower bounds
$\mathscr{L} G\left(Q_{f}(X), P_{g}(Y)\right) \neq\{0\}$, we shall proceed in several steps.
(1) First we notice that the existence of some effect $a \neq 0$ with

$$
\begin{equation*}
a \leqslant Q_{f}(X) \tag{A1}
\end{equation*}
$$

is equivalent to the existence of some effect $\hat{a}:=\alpha P_{\xi}$ with

$$
\begin{align*}
& \hat{a}:=\alpha P_{\xi} \leqslant Q_{f}(X), \\
& 0<\alpha<1, \xi \in \mathscr{H}, \quad\|\xi\|=1, \quad P_{\xi}=|\xi\rangle\langle\xi| \tag{A2}
\end{align*}
$$

One simply has to take the spectral projections $A(S)$ of $a$ belonging to some subset $S$ of the spectrum of $a$ such that there exists a positive number $\alpha>0$ as lower bound of $S$. Then, for $\xi$ with $A(S) \xi=\xi$, we have

$$
\hat{a}=\alpha P_{\xi} \leqslant \alpha A(S) \leqslant a .
$$

(2) If an effect $\alpha P_{\xi}$ is to obey (A2), then the following restriction for $\alpha$ must hold:

$$
0<\alpha \leqslant\left\langle Q_{f}(X)\right\rangle_{\xi}=\left(\xi, Q_{f}(X) \xi\right)=\left\|Q_{f}(X)^{1 / 2} \xi\right\|^{2}
$$

Any vector $\psi \in \mathscr{H},\|\psi\|=1$, can be decomposed into $\psi=\kappa \xi+\lambda \xi^{\prime}$ with some $\xi^{\prime}$ orthogonal to $\xi\left(\xi \perp \xi^{\prime}\right),\left\|\xi^{\prime}\right\|$
$=1$. If (A2) is to hold, i.e., if

$$
\left(\psi, \alpha P_{\xi} \psi\right)=\alpha|(\psi, \xi)|^{2} \leqslant\left(\psi, Q_{f}(X) \psi\right) \quad \text { for all } \psi \in \mathscr{H},
$$

it follows (for $\xi^{\prime} \perp \xi$ )

$$
\begin{aligned}
0 \leqslant & |\kappa|^{2} \cdot \epsilon+|\lambda|^{2} \cdot\left\|Q_{f}(X)^{1 / 2} \xi^{\prime}\right\|^{2} \\
& +2 \operatorname{Re}\left\{\kappa \lambda *\left(\xi^{\prime}, Q_{f}(X) \xi\right)\right\}
\end{aligned}
$$

where

$$
0 \leqslant \epsilon:=\left\|Q_{f}(X)^{1 / 2} \xi\right\|^{2}-\alpha .
$$

Since this must be true for any $\kappa \in \mathscr{R}$,
$\lambda=\left(1-|\kappa|^{2}\right)^{1 / 2} \cdot \exp (-i \tau), 0 \leqslant \tau<2 \pi$, we get [by taking the minimum with respect to $\left.\delta=\cos ^{-1}(\kappa)\right]$

$$
\left[\operatorname{Re}\left\{\exp (i \tau) \cdot\left(\xi^{\prime}, Q_{f}(X) \xi\right)\right\}\right]^{2} \leqslant \epsilon \cdot\left\|Q_{f}(X)^{1 / 2} \xi^{\prime}\right\|^{2}
$$

and from this (by maximizing with respect to $\tau$ )

$$
\left.\| \xi^{\prime}, Q_{f}(X) \xi\right)\left\|^{2} \leqslant \epsilon \cdot\right\| Q_{f}(X)^{1 / 2} \xi^{\prime} \|^{2}
$$

Explicitly written, this gives

$$
\begin{aligned}
& \left|\left(Q_{f}(X)^{1 / 2} \psi, Q_{f}(X)^{1 / 2} \xi\right)\right|^{2} \\
& \quad \leqslant\left\|Q_{f}(X)^{1 / 2} \psi\right\|^{2} \cdot\left\{\left\|Q_{f}(X)^{1 / 2} \xi\right\|^{2}-\alpha\right\}
\end{aligned}
$$

$$
\begin{equation*}
\text { for all } \psi \text { with }(\psi, \xi)=0 \tag{A3}
\end{equation*}
$$

(A3) is readily seen to be equivalent to (A2); for $\alpha=0$ it reduces to an application of Schwarz's inequality.

Now let us consider the closed subspace

$$
\mathscr{M}_{x}:=\overline{Q_{f}(X)^{1 / 2}\left([\xi]^{1}\right)} \equiv Q_{X} \mathscr{H}
$$

with projection $Q_{X}$; for $\xi_{X}:=Q_{f}(X)^{1 / 2} \xi$ and $\psi \in \mathscr{M}_{X}$ we have

$$
\left(\psi, \xi_{X}\right)=\left(Q_{X} \psi, \xi_{X}\right)=\left(\psi, Q_{X} \xi_{X}\right)
$$

so Schwarz's inequality implies

$$
\left|\left(\psi, \xi_{X}\right)\right|^{2} \leqslant\|\psi\|^{2} \cdot\left\|Q_{X} \xi_{X}\right\|^{2} \quad \text { for all } \psi \in \mathscr{M}_{X}
$$

But then (A3) is seen to be equivalent to

$$
\begin{array}{ll} 
& \left\|Q_{X} \xi_{X}\right\|^{2} \leqslant\left\|\xi_{X}\right\|^{2}-\alpha<\left\|\xi_{X}\right\|^{2} \\
\text { i.e., }  \tag{A4}\\
& 0<\alpha \leqslant\left\|\left(I-Q_{X}\right) \xi_{X}\right\|^{2} .
\end{array}
$$

(3) In the final step we have to investigate the question whether for $Q_{f}(X)$ there exists some state $\xi \in \mathscr{H}$ such that the image $\xi_{X}$ does not belong to the closure $\mathscr{M}_{X}$ of the image of $[\xi]^{1}$ under $Q_{f}(X)^{1 / 2}$. This is the content of relation (A4) which we shall prove now to be equivalent to

$$
\begin{align*}
& \xi=Q_{f}(X)^{1 / 2} \eta \quad \text { for some } \eta \in \mathscr{H} \\
& \text { i.e., } \quad \xi \in R\left(Q_{f}(X)^{1 / 2}\right) \tag{A5}
\end{align*}
$$

Let $A=Q_{f}(X)^{1 / 2}$. Then we have to show

$$
A \xi \oplus \overline{A\left([\xi]^{1}\right)}=\mathscr{M}_{X} \quad \text { iff } \quad \xi \in A \mathscr{H}=R(A) .
$$

We begin by remarking that

$$
\begin{aligned}
& \overline{R(A)}=R\left(Q\left(S^{\circ}\right)\right)=: \mathscr{H}^{\circ}, \\
& S^{\circ}:=\operatorname{supp}\left\{v_{X}^{f}\right\}, \quad R(A)=A \mathscr{H}=A \mathscr{H}^{\circ},
\end{aligned}
$$

which follows from the fact that $A$ is self-adjoint and one-toone on $\mathscr{H}^{\circ}$. Both conditions (A4) as well as (A5) imply $\xi \in \mathscr{H}^{\circ}$ : in case of (A5) this is evident. To show that $\xi \in \mathscr{H}{ }^{\circ}$ is necessary for (A4), assume $\xi=\xi_{0}+\xi_{1} \notin \mathscr{H}^{0}, \xi_{0} \in \mathscr{H}^{\circ}$, $\xi_{1} \perp \mathscr{H}^{\circ}, \xi_{1} \neq 0$. Then for

$$
\psi=\xi_{0}-\xi_{1}\left\|\xi_{0}\right\|^{2} /\left\|\xi_{1}\right\|^{2} \in[\xi]^{1}
$$

we have

$$
A \psi=A \xi_{0}=A \xi=\xi_{X}
$$

which means $\xi_{X} \in \mathscr{M}_{X}=\overline{A\left([\xi]^{1}\right)}$. So we have established (11) as necessary condition for (10), and it suffices to prove the above equivalence under the assumption $\xi \in \mathscr{H}$.

Consider a complete orthonormal system in $\mathscr{H}^{\circ}$, $\left\{\psi_{0}=\xi, \psi_{1}, \psi_{2}, \cdots\right\}$. Then the set $\left\{A \psi_{0}, A \psi_{1}, \cdots\right\}$ is total in $\mathscr{H}^{\circ}:$ from $\left(\phi, A \psi_{i}\right)=0$ for all $i, \phi \in \mathscr{H}^{\circ}$, it follows that $\left(A \phi, \psi_{i}\right)=0$ for all $i$ such that $A \phi=0$ and $\phi=0$. Now assume first $\xi=A \eta \in R(A), \eta \in \mathscr{H}^{\circ}$. It follows that

$$
0=\left(\xi, \psi_{i}\right)=\left(\eta, A \psi_{i}\right) \quad \text { for all } i \geqslant 1, \eta \neq 0
$$

thus $\eta \perp \overline{A\left([\xi]^{\top}\right)}=Q_{X} \mathscr{H}$, i.e., $\left(I-Q_{X}\right) \eta=\eta$. Since $(\eta, A \xi)=(\xi, \xi) \neq 0$, we obtain $0 \neq\left(\left(I-Q_{X}\right) \eta, A \xi\right)$ $=\left(\eta,\left(I-Q_{X}\right) A \xi\right)$ and thus $A \xi \notin \overline{A\left([\xi]^{\mathrm{L}}\right)}$. To prove the second part of the equivalence statement, assume $\xi \notin R(A)$. From $\left(A \psi_{i}, \phi\right)=0$ for all $i \geqslant 1, \phi \in \mathscr{H}^{\circ}$, weobtain $\left(\psi_{i}, A \phi\right)=0$ for all $i \geqslant 1$. But then $A \phi=\lambda \psi_{0}=\lambda \xi$ for some constant $\lambda$.
$\xi \notin R(A)$ implies $\lambda=0$, thus $A \phi=0$, and $\phi=0$. Since $\phi \in \mathscr{H}^{\circ}$ is arbitrary, we have proven that already the set $\left\{A \psi_{1}, A \psi_{2}, \cdots\right\}$ is total in $\mathscr{H}^{\circ}$. Therefore,

$$
A \psi_{0}=A \xi \in \overline{\left[A \psi_{1}, A \psi_{2}, \cdots\right]}=\overline{A\left([\xi]^{1}\right)} .
$$

To summarize, we have established the following statement: there exists some effect $a$ obeying (A1) if and only if there is some nonzero $\xi \in \mathscr{H}$ obeying one of the equivalent conditions (A2)-(A5). A similar chain of equivalent conditions may be formulated for $P_{g}(Y)$. So we arrive at the desired result: any vector $\xi \neq 0$ lying in the intersection $\mathscr{M}$ of the ranges

$$
\mathscr{M}=R\left(Q_{f}(X)^{1 / 2}\right) \cap R\left(P_{g}(Y)^{1 / 2}\right)
$$

will give rise to a positive lower bound of $Q_{f}(X)$ and $P_{g}(Y)$. $\mathscr{M} \neq 0$ is a necessary and sufficient condition for $\mathscr{L} \notin\left(Q_{f}(X), P_{g}(Y)\right) \neq\{0\}$.
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#### Abstract

The effects on quantization of using different connections are studied. Through explicit examples it is shown that with a proper choice of connection the half-density quantization scheme with the B.W.S. condition can produce physically correct results while the complicated half-form quantization scheme with the corrected B.W.S. condition can produce physically incorrect results.


PACS numbers: $03.65 . \mathrm{Ca}, 02.40 .+\mathrm{m}$

## 1. INTRODUCTION

In this paper we discuss an aspect of geometric quantization which seems to have been largely ignored in the past. The nonuniqueness of the choice of the connection on the quantum line bundle is well known but the actual practical effects on quantization do not appear to have been systematically discussed in the existing literature. We are particularly interested here in the effect the choice of connection has on the so-called B.W.S. and corrected B.W.S conditions. To this end we quantize one-dimensional Hamiltonians with potential wells and find that, in the examples we discuss, a judicious (a posteriori) choice of connection gives the exact energy eigenvalues while the standard connection gives approximate energy eigenvalues only.

Throughout this paper, unless otherwise stated or explicitly defined, we have adopted the notation and geometric quantization schemes described by Woodhouse. ${ }^{1}$

The basic elements of geometric quantization are a symplectic manifold ( $M, \omega$ ) and a Hermitian line bundle B over $M$ with (compatible) connection $\nabla$ (a connection means a connection compatible with the Hermitian structure in this paper) with curvature $\omega / \hbar$. We construct the quantum Hilbert space $\mathscr{H}_{P^{\prime}}$ or $\mathscr{H}_{P^{\prime}}^{m}$ associated with a polarization $P^{\prime}$ of $M$ (we will restrict our attention to real polarizations here) from sections $s$ of $\mathbf{B}$ which are covariantly constant with respect to vector fields in $P^{\prime}$ and similarly covariantly constant half-densities $v \in \Delta_{-1 / 2}\left(P^{\prime}\right)$ or half-forms $v \in \delta_{--1 / 2}\left(P^{\prime}\right)$ in some metaplectic structure $\delta_{1 / 2}$. Explicitly the quantum pre-Hilbert space $W_{P}$, (or $W_{P^{\prime}}^{m}$ ) consists of smooth sections $\Psi=s \cdot v$ of $\mathbf{B} \otimes \Delta_{-1 / 2}\left(P^{\prime}\right)$ or $\mathbf{B} \otimes \delta_{-1 / 2}\left(P^{\prime}\right)$ which obey

$$
\nabla_{X} s=0 ; \quad \nabla_{X} \bar{v}=0 \quad \forall X \in \mathfrak{X}\left(M, P^{\prime}\right),
$$

where $\mathfrak{X}\left(M, P^{\prime}\right)$ denotes the set of smooth vector fields $X$ such that $X_{m} \in P_{m}^{\prime}$ for each $m \in M$, and which admit a finite inner product given by ${ }^{1}$

$$
\langle\Psi \mid \Psi\rangle=(2 \pi \hbar)^{(-1 / 2) n} \int_{Q^{\prime}}\langle\Psi, \Psi\rangle,
$$

where $Q^{\prime}=M / P,\langle\Psi, \Psi\rangle_{q^{\prime}}=(s, s)_{m}|\bar{v}|_{m}^{2}\left|\epsilon_{\omega}\right|_{m}$ and where $q^{\prime}\left(\epsilon Q^{\prime}\right)=\pi^{\prime}(m), \pi^{\prime}$ being the projection $M \rightarrow Q^{\prime} .(, .$,$) is the$ Hermitian structure on $B$ and $\epsilon_{\omega}$ is the Liouville form on $M$. The quantum Hilbert space $\mathscr{H}_{p}$, is then the completion of the pre-Hilbert space $W_{P^{\prime}}$.

In quantum mechanics we are normally concerned with a symplectic manifold ( $M, \omega$ ) where $M$ is the cotangent bundle $T^{*} Q$ of some configuration space $Q$. In this case, there is a
natural polarization, the vertical polarization which we shall denote by $P$, for which $M / P=Q$ and $\mathscr{H}_{P}$ or $\mathscr{H}_{P}^{m}$ is identifiable with the Hilbert space $L^{2}(Q)$ of square-integrable functions on $Q$. We shall restrict ourselves to cotangent bundles from now on.

When $M$ is simply connected, all connections $\nabla$ with curvature $\omega / \hbar$ are equivalent. ${ }^{1}$ We are concerned in this paper with what happens when $M$ is not simply connected. There is then an infinite set of inequivalent choices for $\nabla$ and we would expect that the choice of connection has physical consequences.

Let us review some of the relevant properties of a compatible connection on $\mathbf{B}$.

Let $s_{1}$ be any nowhere-zero smooth section of $B$ over some neighborhood $N \subset M$. Given a connection $\nabla$ we can define a connection potential $\beta_{1}$ on $N$ obeying $d \beta_{1}=\omega$ by

$$
\left.\nabla_{X} s_{1}=-(i / \hbar)(X\lrcorner \beta_{1}\right) s_{1} \quad \forall X \in V(M),
$$

where $V(M)$ denotes the set of smooth vector fields on $M$. Note that our $\beta$ differs from Woodhouse's notation by a factor $\hbar$. Given a second nowhere-zero smooth section $s_{2}$ on $N$ we can define a second connection potential $\beta_{2}$ on $N$ obeying $d \beta_{2}=\omega$ by

$$
\left.\nabla_{X} s_{2}=-(i / \hbar)(X\lrcorner \beta_{2}\right) s_{2} \quad \forall X \in V(M) .
$$

Since $s_{1}$ and $s_{2}$ are nowhere-zero there exists a nowherezero smooth function $u$ on $N$ such that $s_{2}=u s_{1}$. It then follows that

$$
\beta_{2}=\beta_{1}+i \hbar d(\ln u) .
$$

Now let $\nabla^{\prime}$ be a second connection on $B$. We can define a corresponding connection potential $\beta_{i}^{\prime}$ obeying $d \beta_{i}^{\prime}=\omega$ by

$$
\left.\nabla_{X}^{\prime} s_{1}=-(i / \hbar)(X\lrcorner \beta_{2}^{\prime}\right) s_{1} \quad \forall X \in V(M) .
$$

Suppose that $s_{1}, s_{2}$ are global sections on $M$ and that $\beta_{1}, \beta_{1}^{\prime}$ are global connection potentials on $M$. If there exists on $M$ a smooth global function $u$ of the form $u=\exp (v / i \hbar)$, where $v$ is a real function on $M$, such that

$$
\left.\left.(X\lrcorner \beta_{1}^{\prime}\right) s_{1}=(X\lrcorner\left(\beta_{1}-i \hbar d(\ln u)\right)\right) s_{1} \quad \forall X \in V(M),
$$

then $\nabla^{\prime}$ is equivalent to $\nabla$ with the equivalence map ${ }^{1}$

$$
\rho: \mathbf{B} \rightarrow \mathbf{B} \text { given by } s \rightarrow \rho(s)=u s
$$

We can readily check that
(1) $(s, s)=(\rho(s), \rho(s))$,
(2) $\rho\left(\nabla_{X} s\right)=\nabla_{X}^{\prime} \rho(s)$, and
(3) $\nabla$ being compatible with the Hermitian structure implies $\nabla^{\prime}$ is also compatible with the Hermitian structure.

While such a function exits locally it may well not exist globally. However, if $M$ is contractible, then such a function $u$ exists globally. The reasoning is simple: (1) $d \beta_{1}^{\prime}=\omega=d \beta_{1}$ implies $\beta_{1}^{\prime}=\beta_{1}+\alpha$, where $\alpha$ is a closed 1-form, (2) every closed 1 -form on a contractible $M$ is exact by the Poincaré Lemma, ${ }^{2}$ i.e., $\alpha=d u$ for some global function $u$.

## 2. QUANTIZATION WITH EQUIVALENT CONNECTIONS

Let $Q=\mathbb{R}$ the real line, $M=T^{*} Q=\mathbf{R}^{2}, \mathbf{B}=M \otimes \mathbb{C}$, and let $(p, q)$ be the usual global Cartesian canonical coordinates on $T^{*} Q$. The vertical polarization $P$ is spanned by $\partial /$ $\partial p$. Let $s_{0}$ be any nowhere-zero smooth global section of $\mathbf{B}$ and let $\nabla, \nabla^{\prime}$ be connections on $\mathbf{B}$ defined by

$$
\begin{gathered}
\left.\nabla_{X} s_{0}=-(i / \hbar)(X\lrcorner p d q\right) s_{0} \quad \forall X \in V(M) . \\
\left.\nabla_{X}^{\prime} s_{0}=-(i / \hbar)(X\lrcorner \beta^{\prime}\right) s_{0} \quad \forall X \in()
\end{gathered}
$$

Since $M=\mathbf{R}^{2}$ we can write, by the Poincaré Lemma, $\beta^{\prime}=p d q-i \hbar d(\ln u)$ for some globally smooth function $u$.

Now $s_{0}$ is covariantly constant along $X \in \mathfrak{X}(M, P)$ with respect to $\nabla$. Hence, with $\nabla$ as connection, we can write any section $s$ polarized with respect to $P$ in the form $s=\psi(q) s_{0}$.

Now, since $\nabla$ and $\nabla^{\prime}$ are equivalent we have

$$
\nabla_{X}^{\prime} u s_{0}=u \nabla_{X} s_{0}=0
$$

and so, $u s_{0}$ is also covariantly constant along $X \in \mathfrak{X}(M, P)$ with respect to $\nabla^{\prime}$.

With $\nabla^{\prime}$ as connection we can write any section $s$ polarized with respect to $P$ as

$$
s=\psi(q) u s_{0}=\psi(q) \exp (-i v / \hbar) s_{0} .
$$

Given a connection $\nabla$ and a polarization $P$ we construct the quantum pre-Hilbert space $W_{p}$ from sections of $\mathrm{B} \otimes \Delta_{-1 / 2}(P)$ [or $\mathrm{B} \otimes \delta_{-1 / 2}(P)$, there being no practical difference between the half-density and half-form quantization in this case] of the form

$$
\begin{equation*}
\Phi=\phi(q) s_{0}|d p|^{-1 / 2}, \tag{2.1}
\end{equation*}
$$

with scalar product

$$
\langle\Phi \mid \Phi\rangle=\frac{1}{(2 \pi \hbar)^{1 / 2}} \int_{-\infty}^{\infty}|\phi(q)|^{2} d q
$$

There is also a unique self-adjoint operator in $\mathscr{H}_{P}$ corresponding to any classical observable $\zeta$ of the form $\zeta=\xi(q) p+\eta(q)$ provided $\xi(q) \partial / \partial q$ is a complete vector field on $Q{ }^{3}$ The operator expression $\hat{\zeta}$ is given, according to the standard half-density quantization scheme, by
$\hat{\boldsymbol{\xi}} \Phi=\left[\left(-i \hbar\left(\xi(q) \frac{\partial}{\partial q}+\frac{1}{2} \frac{\partial \xi}{\partial q}\right)+\eta(q)\right) \phi(q)\right] s_{0}|d p|^{-1 / 2}$.
Now we can repeat this construction with the connection $\nabla^{\prime}$ to obtain the quantum Hilbert space $\mathscr{H}_{P}^{\prime}$ which consists of elements of the form

$$
\begin{equation*}
\Phi^{\prime}=\phi(q) s_{0}^{\prime}|d p|^{-1 / 2}, \quad s_{0}^{\prime}=(\exp v / i \hbar) s_{0} \tag{2.3}
\end{equation*}
$$

and the operator expression $\hat{\zeta}^{\prime}$ in $\mathscr{H}_{p}^{\prime}$ is

$$
\begin{align*}
\hat{\zeta} \Phi^{\prime}= & {\left[\left(-i \hbar\left(\xi(q) \frac{\partial}{\partial q}+\frac{1}{2} \frac{\partial \xi}{\partial q}\right)+\eta(q)\right) \phi(q)\right] } \\
& \times s_{0}^{\prime}|d p|^{-1 / 2} \tag{2.4}
\end{align*}
$$

Let us introduce a map of $W_{p}$ onto $W_{p}^{\prime}, U_{0}: W_{p} \rightarrow W_{p}^{\prime}$, by $\Phi \rightarrow U_{0} \Phi=\Phi^{\prime}$, where $\Phi$ and $\Phi^{\prime}$ are given by (2.1) and (2.3). The map $U_{0}$ is obviously an isometric operator ${ }^{4,5}$ with a domain dense in $\mathscr{H}_{p}$ and a range dense in $\mathscr{H}_{p}$. Hence $U_{0}$ admits ${ }^{4}$ a unique continuous linear extension $U$ to the entire Hilbert space $\mathscr{H}_{p}$ on which $U$ is isometric. We conclude ${ }^{5}$ that $U$ is in fact a unitary map of $\mathscr{H}_{p}$ onto $\mathscr{H}_{p}^{\prime}$. The operators $\hat{\zeta}$ and $\hat{\zeta}^{\prime}$ are hence unitarily related by $\hat{\zeta}^{\prime}=U \hat{\zeta} U^{\dagger}$. In other words, a change to an equivalent connection leads to a unitarily equivalent quantum Hilbert space and quantized observables, a change which leaves the physics content unaltered. We can go a step further. We can identify $\mathscr{H}_{p}$ with $L^{2}(Q)$ in two ways: (1) with connection $\nabla$ we can identify $\mathscr{H}_{p}$ with $L^{2}(Q)$ by identifying $\Phi \in \mathscr{H}_{p}$ as given in (2.1) with $\phi(q) \in L^{2}(Q) ;(2)$ with connection $\nabla^{\prime}$ we can identify $\mathscr{H}_{p}^{\prime}$ with $L^{2}(Q)$ by $L^{2}(Q)$ by identifying $\Phi^{\prime} \in \mathscr{H}_{p}^{\prime}$ as given in (2.3) with $\phi(q) \in L^{2}(Q)$. Then $\hat{\xi}$ and $\hat{\zeta}^{\prime}$ both appear as the sameoperator expression ${ }^{3}$

$$
\begin{equation*}
-i \hbar\left(\xi \frac{\partial}{\partial q}+\frac{1}{2} \frac{\partial \xi}{\partial q}\right)+\eta \tag{2.5}
\end{equation*}
$$

in $L^{2}(Q)$.

## 3. QUANTIZATION WITH INEQUIVALENT CONNECTIONS

Let $Q$ be the circle $\mathbf{S}^{1}, M=T^{*} Q=\mathbf{S}^{1} \otimes \mathbb{R}, \mathbf{B}=M \otimes \mathbb{C}$, and let $\left(p_{\theta}, \theta\right)$ be the usual coordinates of polar angle $\theta$ and its conjugate momentum $p_{\theta}$ on $M$ [strictly $\theta$ is not a (global) coordinate but this technicality can be overlooked for our purposes]. The vertical polarization $P$ is spanned by $\partial / \partial p_{\theta}$.

Let $s_{0}$ be any nowhere-zero smooth global section of $\mathbf{B}$ and let $\nabla$ and $\nabla^{\prime}$ be connections on $B$ defined, respectively, by

$$
\text { and } \begin{aligned}
\nabla_{X} s_{0} & \left.=-(i / \hbar)(X\lrcorner p_{\theta} d \theta\right) s_{0} \quad \forall X \in V(M) \\
\nabla_{X}^{\prime} s_{0} & \left.=-(i / \hbar)(X\lrcorner\left(p_{\theta} d \theta-\alpha\right)\right) s_{0} \quad \forall X \in V(M),
\end{aligned}
$$

where $\alpha$ is a closed one-form on $M$. In this case, since $M$ is not simply connected, there exist closed one-forms whch are not exact. In particular let us examine the inexact one-form $\alpha=b d \theta, b \in \mathbf{R}$.

To simplify things let us restrict ourselves to the halfdensity quantization scheme here.

With $\nabla$ as connection, the quantum pre-Hilbert space $W_{p}$ consists of elements of the form

$$
\begin{equation*}
\Phi=\phi(\theta) s_{0}\left|d p_{\theta}\right|^{-1 / 2} \tag{3.1}
\end{equation*}
$$

where $\nabla_{X} s_{0}=0, X=\partial / \partial p_{\theta}$ with finite scalar product

$$
\begin{equation*}
\langle\Psi \mid \Psi\rangle=(2 \pi \hbar)^{-1 / 2} \int_{0}^{2 \pi}|\psi(\theta)|^{2} d \theta \tag{3.2}
\end{equation*}
$$

The self-adjoint operator expression $\hat{p}_{\theta}$ in $W_{p}$ for $p_{\theta}$ is

$$
\hat{p}_{\theta} \Phi=\left[-i \hbar \frac{\partial}{\partial \theta} \phi(\theta)\right] s_{0}\left|d p_{\theta}\right|^{-1 / 2}
$$

Let us now try to repeat all this with connection $\nabla^{\prime}$. We
could try to construct the quantum pre-Hilbert space $W_{p}$ in terms of

$$
\begin{equation*}
\Phi^{\prime}=\phi^{\prime}(\theta) s_{0}^{\prime}\left|d p_{\theta}\right|^{-1 / 2} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
s_{0}^{\prime}=(\exp v / i \hbar) s_{0}, \quad v=b \theta \tag{3.4}
\end{equation*}
$$

as before. Since the function $v$ is not globally smooth we are faced with two possibilities. The first possibility is when $b / \hbar$ happens to be an integer. Then $s_{0}=\exp n \theta / i \hbar$ is single valued, i.e., a smooth global section of B. Furthermore $\nabla_{X}^{\prime} s_{0}^{\prime}$ $=0, X=\partial / \partial p_{\theta}$, on account of (3.2). As a result we can repeat our previous construction to obtain $\mathscr{H}_{p}^{\prime}$ and the operator $\hat{p}_{\theta}^{\prime}$, and they are unitarily related to $\mathscr{H}_{p}$ and $\hat{p}_{\theta}$, respectively. In particular the spectrum of $\hat{p}_{\theta}$ coincides with that of $p_{\theta}^{\prime}$.

The second possibility occurs when $b / \hbar$ is not an integer. Then $s_{0}^{\prime}$ in (3.4) is not a smooth global section of $\mathbf{B}$. The above construction loses its meaning. To salvage the situation we can introduce
$\Phi^{\prime \prime}=\phi^{\prime \prime}(\theta)(\exp b \theta / i \hbar) s_{0}|d p|^{-1 / 2}$,
which becomes globally smooth if $\phi^{\prime \prime}(\theta) \exp (b \theta / i \hbar)$ is single values, i.e., $\phi^{\prime \prime}(\theta)$ must not be single valued in order to maintain the single valueness of $\phi^{\prime \prime}(\theta) \exp (b \theta / i \hbar)$, hence of $\Phi^{\prime \prime}$. We can then construct the quantum pre-Hilbert space $W_{p_{\theta}}^{\prime \prime}$ and its completion $\mathscr{H}_{p}^{\prime \prime}$ in terms of $\Phi^{\prime \prime}$ as before. The corresponding operator $\hat{p}_{\theta}^{\prime \prime}$ in $\mathscr{H}_{p}^{\prime \prime}$ possesses a spectrum $n \hbar+b$ which is different from that of $\hat{p}_{\theta}$. Obviously, $\mathscr{H}_{p}^{\prime \prime}$ and $\hat{p}_{\theta}^{\prime \prime}$ are not unitarily equivalent to $\mathscr{H}_{p}$ and $\hat{p}_{\theta}$ and the two connections $\nabla, \nabla^{\prime}$ lead to two physically distinguishable quantum systems.

We see now that when $M$ is not simply connected different choices of connections lead to physically different results. There does not seem to be any a priori rules within geometric quantization schemes to single out a "correct" connection. The seemingly natural choice of the connection defined by the connection potential $\beta=p_{i} d q^{i}$ is not universally applicable since there are known cases where this connection is inappropriate, e.g., the Bohm-Aharonov effect and the examples discussed in later sections. There is one further effect arising from the freedom of choice of connection which seems to have escaped people's attention so far. This is that the choice of connection can blur the distinction between the half-density and the half-form quantization schemes. This will become apparent later.

## 4. HAMILTONIANS AND B.W.S. CONDITIONS, A GENERAL DISCUSSION

We wish now to study the effect the choice of connection has on the well-known B.W.S. conditions. ${ }^{1}$ To this end we propose a quantization scheme to deal with Hamiltonians for one-dimensional systems on the configuration space $Q=\mathbb{R}$ in purely attractive potentials $V(q)$. More precisely $V(q)$ satisfies the following conditions:

$$
q \frac{\partial V}{\partial q}>0 \text { and } \operatorname{Lim}_{q \rightarrow+\infty} V(q)=\operatorname{Lim}_{q \rightarrow-\infty} V(q)=E_{0}
$$

For convenience we set $q=0$ at the minimum $V_{0}$ of $V$.
Let $X_{H}$ be the Hamiltonian vector field on $M$ generated
by $H$ and let $\sigma_{t}$ be its flow. The flow lines of $X_{H}$ in $M$ can be found by solving the differential equations

$$
\frac{\partial q}{\partial t}=\frac{p}{m} ; \quad \frac{\partial p}{\partial t}=-\frac{\partial V}{\partial q} .
$$

These flow lines represent the classical orbits of the system. In general an orbit with energy $H$ will be either closed or open and infinite depending on whether $H<E_{0}$ or $H>E_{0}$. The flow lines of $X_{H}$ split $M$ into three distinct regions, labeled by $M_{c}, M_{0}^{+}$, and $M_{0}^{--}$, where

$$
\begin{aligned}
& \boldsymbol{M}_{c}=\left\{\text { closed flow lines of } X_{H}\right\}-\{(0,0)\} \\
& \boldsymbol{M}_{0}^{+}=\left\{\text {open flow lines of } X_{H} ; p>0\right\} \\
& \boldsymbol{M}_{0}^{-}=\left\{\text {open flow lines of } X_{H} ; p<0\right\}
\end{aligned}
$$

The origin $(0,0)$ is the critical point of $X_{H}$, i.e., $X_{H}=0$ at $(0,0)$ and none of the flow lines originated outside meets the origin. We therefore remove the origin from $M_{c}$. This is critical later as the vector field $X_{H}$ spans a polarization in $M_{c}$ but not $M_{c}$ plus the origin, and also $M_{c}$ is not simply connected.

If $V(q)$ is an infinite well, i.e., $E_{0}=\infty, M_{0}{ }^{+}$and $M_{0}^{-}$ are empty. For a free particle $M_{c}$ is empty.

The dividing line between $M_{c}$ and $M_{0}^{+}$is the line $\mathrm{K}_{E_{\mathrm{w}}}^{+}$ corresponding to $H=E_{0} ; p>0$ while the dividing line between $M_{c}$ and $M_{0}^{-}$is the line $\mathrm{K}_{E_{0}}^{-}$corresponding to $H=E_{0} ; p<0$. In each region we can label the flow lines according to their energy by $\mathrm{K}_{H}^{+}$in $M_{0}^{+}, \mathrm{K}_{H}^{-}$in $M_{0}^{-}$, and $\mathrm{K}_{H}^{c}$ in $\boldsymbol{M}_{c}$. We summarize all this in Fig. 1.

In a neighborhood $U$ of each point $m \in M_{c} \cup M_{0}^{+} \cup M_{0}{ }^{-}$, we can find canonical coordinates $(H(p, q), t(p, q))$, where $t$ is the flow parameter along the flow lines of $X_{H}$. If $m \in M_{0}^{+}$or $M_{0}{ }^{-}$these coordinates extend to cover all of $M_{0}^{+}$or $M_{0}^{-}$ (set $t=0$ when $q=0$ ).

If $m \in M_{c}$ there will be a value of $t, T$ say, dependent on which flow line $m$ lies, such that $\sigma_{T}(m)=m$. For each flow line $\mathrm{K}_{H}^{c}$ in $M_{c}$ we can assign a value of $T$ thus constructing a function $T(H)$ on the flow lines $\mathrm{K}_{H}^{c}$. Let us call $T(H)$ the period of $K_{H}^{c}$.

If we fix the origin of $t$ in $M_{c}$ by setting $t=0$ when $q=0 ; p>0$, we can construct canonical coordinates $(R, \theta)$ by

$$
\theta=\frac{2 \pi t}{T(H)} R=(2 \pi)^{-1} \int_{V_{n}}^{H} T(H) d H
$$



FIG. 1.

These are not global coordinates, so strictly we should define two overlapping charts. This technicality can be overlooked for our purposes.

The advantage of using $(R, \theta)$ over ( $H, t$ ) is that the period of $\theta$, being $2 \pi$, is independent of $H$ while the period of $t$ is $T(H)$ and hence, $d \theta$ is a well-defined one-form on $M_{c}$ while $d t$ is not.

We have three distinct regions of $M$ and the flow $\sigma_{t}$ of $X_{H}$ is complete in each of these three regions. We shall assume that we can quantize the Hamiltonian $H$ separately in these three regons. Such a quantization procedure has been found justifiable for the case of momentum observables by McFarlane and Wan. ${ }^{6}$ We are particularly interested in $M_{c}$ where, as the flow lines of $X_{H}$ are closed, we can apply B.W.S. conditions ${ }^{1}$ to try to derive the discrete part of the spectrum, $E_{n}$, of the Hamiltonian.

Let us confine our attention from now on to the region $M_{c}$. The prequantum line bundle $\mathbf{B}$ over $M$ can be split into three bundles: $\mathbf{B}_{c}$ over $\boldsymbol{M}_{c}, \mathbf{B}_{0}^{+}$over $\boldsymbol{M}_{0}^{+}$, and $\mathbf{B}_{o}^{-}$over $M_{0}^{-}$. We can then choose the connection separately for these three bundles. Since $M_{0}^{+}, M_{0}^{-}$are simply connected, the choice of connection in $\mathbf{B}_{0}^{+}, \mathbf{B}_{0}^{--}$will have no physical consequences. However, since $M_{c}$ is not simply connected the choice of connection for $\mathbf{B}_{c}$ is going to affect the spectrum of the Hamiltonian as we shall see.

Let $s_{0}$ by any nonzero section of $\mathbf{B}_{c}$ and let $\nabla$ be a connection on $\mathbf{B}_{c}$ defined by

$$
\left.\nabla_{X} s_{0}=-(i / \hbar)(X\lrcorner \beta\right) s_{0}, \quad X \in V\left(M_{c}\right)
$$

where $\beta$ is a 1-form on $M_{c}$ such that $d \beta=\omega$ on $M_{c}$. Now the vector field $\partial / \partial \theta$ defines a polarization $P_{c}^{\prime}$ on $M_{c}$. The leaves of $P_{c}^{\prime}$ are easily seen to coincide with the flow lines of $X_{H}$ on $M_{c}$. The B.W.S. condition on the leaves $\mathrm{K}_{H}^{c}$ of $P_{c}^{\prime}$ arising from the half-density quantization scheme is

$$
\oint_{\mathbf{K}_{H}^{c}} \beta=2 \pi n \hbar, \quad n=\text { integer }
$$

The corrected B.W.S. condition arising from the half-form quantization scheme ${ }^{1}$ is given by

$$
\oint_{\mathrm{K}_{H}^{c}} \beta=2 \pi\left(n-\frac{1}{2}\right) \hbar, \quad n=\text { integer }
$$

We shall now proceed to examine the effect of a change of connection by way of two explicit examples in the next two sections.

## 5. ONE-DIMENSIONAL SIMPLE HARMONIC OSCILLATOR

The Hamiltonian is given by
$H=\frac{1}{2}\left(p^{2}+q^{2}\right)$,
where we have set the mass and the elastic constant to unity. The vector field $X_{H}$ is given by

$$
X_{H}=p \frac{\partial}{\partial q}-q \frac{\partial}{\partial p}
$$

The classical orbits satisfying the initial conditions $q(0)=0$, $p(0)=\sqrt{2 H}$ are given by

$$
q=\sqrt{2 H} \sin t ; \quad p=\sqrt{2 H} \cos t
$$

Clearly $M_{c}=M-\{(0,0)\}$ and $T(H)=2 \pi$. The coordinates $(R, \theta)$ are then defined by

$$
\begin{aligned}
& \theta=2 \pi t / T(H)=t \\
& R=\frac{1}{2 \pi} \int_{0}^{H} T(H) d H=H
\end{aligned}
$$

In terms of $p$ and $q$

$$
\theta=\tan ^{-1}(q / p) ; \quad R=\frac{1}{2}\left(p^{2}+q^{2}\right) .
$$

Note that $R$, hence $H$, is bigger than zero in $M_{c}$. Let us choose as connection firstly $\beta=p d q$.

The B.W.S. condition

$$
\oint_{\mathrm{K}_{t /}^{c}} p d q=2 \pi n \hbar, \quad n=\text { integer }
$$

is well known to give

$$
E_{n}=n \hbar, \quad n=1,2,3, \ldots
$$

The allowed values of $H$ are then $E_{n}=n \hbar . n=1,2,3, \ldots$. The corrected B.W.S. condition meanwhile is known to give

$$
E_{n}=\left(n-\frac{1}{2}\right) \hbar, \quad n=1,2,3, \ldots
$$

These values form the correct physical spectrum of course.
Thus the corrected B.W.S. condition gives the correct physical results. This is often cited as an example in favor of the half-form scheme over the half-density scheme. How-
ever, consider the same example with the connection given by the connection potential

$$
\beta^{\prime}=p\left(1+\frac{1}{2} \hbar /\left(p^{2}+q^{2}\right)\right) d q-\frac{1}{2} \hbar\left(q /\left(p^{2}+q^{2}\right)\right) d p
$$

which differs from $\beta$ by $\frac{1}{2} \hbar d \theta$, i.e., $\beta^{\prime}=\beta+\frac{1}{2} \hbar d \theta$.
The B.W.S. condition now gives

$$
\oint_{\mathrm{K}_{H}^{\prime}} \beta^{\prime}=2 \pi n \hbar, \quad n=\text { integer }
$$

The evaluation of the integral serves to illustrate the usefulness of the coordinates $(R, \theta)$. Since (as can be verified)

$$
\begin{equation*}
\oint_{\mathrm{K}_{H}^{\delta}} p d q=\int_{0}^{2 \pi} R d \theta \tag{5.1}
\end{equation*}
$$

we have

$$
\oint_{\mathrm{K}_{H}^{c}} \beta^{\prime}=2 \pi R+\pi \hbar
$$

Hence,

$$
E_{n}=\left(n-\frac{1}{2}\right) \hbar, \quad n=1,2,3, \ldots
$$

The corrected B.W.S. condition on the other hand gives

$$
E_{n}=n \hbar, \quad n=1,2,3 \ldots
$$

Thus with a different choice of connection, the B.W.S. condition gives the physically correct spectrum while the corrected B.W.S. condition gives a physically incorrect spectrum.

## 6. THE MODIFIED POSCHL-TELLER POTENTIAL

The modified Pöschl-Teller potential ${ }^{7}$ is

$$
V(q)=-\frac{1}{2} \hbar^{2} \alpha^{2} \lambda(\lambda-1) / \cosh ^{2}(\alpha q)
$$

where $\alpha, \lambda$ are real constants and $\lambda>1$. This potential is purely attractive and negative with a minimum value $V_{0}$ at
$q=0$ rising to the maximum value zero at infinity. The value $V_{0}$ equals $V(0)=-\frac{1}{2} \hbar^{2} \alpha^{2} \lambda(\lambda-1)$. The Hamiltonian is

$$
H=\frac{1}{2} p^{2}-V_{0} / \cosh ^{2}(\alpha q) .
$$

We have again set the mass to unity for simplicity. The vector field $X_{H}$ is

$$
X_{H}=\frac{p \partial}{\partial q}+\frac{2 V_{0} \alpha \sinh (\alpha q)}{\cosh ^{3}(\alpha q)} \frac{\partial}{\partial p}
$$

In this case we have three regions as in Fig. 1. The lines $\mathrm{K}_{E_{0}}^{+}$and $\mathrm{K}_{E_{0}}^{-}$which serve to divide $M$ into these regions correspond to $H=E_{0}=0$. The regions $M_{0}^{+}$and $M_{0}^{-}$correspond to the free part of the Hamiltonian. The region $M_{c}$ contains closed flow lines of $X_{H}$ and thus we can apply B.W.S. conditions on these flow lines as before.

$$
\text { Explicitly, the flow lines of } X_{H} \text { in } M_{c} \text { are given by }
$$

$$
\sinh (\alpha q)=\left(\left(V_{0}-H\right) / H\right)^{1 / 2} \sin \left((-2 H)^{1 / 2} \alpha t\right)
$$

$$
\begin{aligned}
p= & (-2 H)^{1 / 2} \cos \left((-2 H)^{1 / 2} \alpha t\right) /\left[H /\left(V_{0}-H\right)\right. \\
& \left.+\sin ^{2}\left((-2 H)^{1 / 2} \alpha t\right)\right]^{1 / 2}
\end{aligned}
$$

The function $T(H)$ is given by

$$
T(H)=2 \pi /\left((-2 H)^{1 / 2} \alpha\right)
$$

The coordinates $(R, \theta)$ are defined by

$$
\begin{align*}
& R=\frac{1}{2 \pi} \int_{V_{0}}^{H} T(H) d H=\left(\left(-2 V_{0}\right)^{1 / 2}-(-2 H)^{1 / 2}\right) / \alpha  \tag{6.1}\\
& \theta=2 \pi t / T(H)=(-2 H)^{1 / 2} \alpha t
\end{align*}
$$

Let us choose as connection in $\mathbf{B}_{c}$ the connection with connection potential $\beta=p d q$. We again have, as in (5.1),

$$
\oint_{\mathbf{K}_{H}} p d q=\int_{0}^{2 \pi} R d \theta=2 \pi R(H)
$$

The B.W.S. condition then gives

$$
R\left(E_{n}\right)=n \hbar, \quad n=\text { integer }
$$

while the corrected B.W.S. condition gives

$$
R\left(E_{n}\right)=\left(n-\frac{1}{2}\right) \hbar, \quad n=\text { integer }
$$

The possible values of $R$ in $M_{c}$ are in the range $\left(0,(\lambda(\lambda-1))^{1 / 2} \hbar\right)$ on account of $(6.1)$. The allowed values of $R$ by the B.W.S. condition are then

$$
R=n \hbar, \quad n=1,2, \ldots \text { and } n<(\lambda(\lambda-1))^{1 / 2}
$$

while the allowed values of $R$ by the corrected B.W.S condition are

$$
R=\left(n-\frac{1}{2}\right) \hbar, \quad n=1,2, \ldots \text { and } n<(\lambda(\lambda-1))^{1 / 2}+\frac{1}{2} .
$$

Finally, to calculate the discrete part of the spectrum $E_{n}$ of the Hamiltonian $H$ we use (6.1) to obtain

$$
\begin{aligned}
& E_{n}=-\frac{1}{2} \hbar^{2} \alpha^{2}\left((\lambda(\lambda-1))^{1 / 2}-n\right)^{2} \\
& n=1,2, \ldots, n<(\lambda(\lambda-1))^{1 / 2}
\end{aligned}
$$

and

$$
\begin{aligned}
& E_{n}=-\frac{1}{2} \hbar^{2} \alpha^{2}\left((\lambda(\lambda-1))^{1 / 2}-n+\frac{1}{2}\right)^{2} \\
& n=1,2, \ldots, n<(\lambda(\lambda-1))^{1 / 2}+\frac{1}{2}
\end{aligned}
$$

for the B.W.S. and the corrected B.W.S. conditions, respectively. The physically correct values ${ }^{7}$ are

$$
-\frac{1}{2} \hbar^{2} \alpha^{2}(\lambda-1-n)^{2}, \quad n=0,1, \ldots \text { and } n \leqslant \lambda-1 .
$$

Thus, neither the B.W.S. condition nor the corrected B.W.S. condition gives the correct physical result. In other words the half-form quantization scheme produces incorrect physical results and is thus unsatisfactory in this case when the standard connection is used.

However, let us reconsider the half-density scheme, this time using the connection with potential.

$$
\beta^{\prime}=p d q+\hbar \sqrt{\lambda-1}(\sqrt{\lambda-1}-\sqrt{\lambda}) d \theta
$$

The B.W.S. condition now gives

$$
\begin{aligned}
\oint_{\mathrm{K}_{H}^{c}} & (p d q+h \sqrt{\lambda-1}(\sqrt{\lambda-1}-\sqrt{\lambda}) d \theta) \\
& =2 \pi n \hbar, \quad n=\text { integer, } \\
& \Rightarrow 2 \pi R+2 \pi \hbar \sqrt{\lambda-1}(\sqrt{\lambda-1}-\sqrt{\lambda})=2 \pi n \hbar \\
& n=0,1,2 \ldots, n<\lambda-1
\end{aligned}
$$

The allowed values for $R$ are then

$$
\begin{aligned}
R= & (n-\sqrt{\lambda-1}(\sqrt{\lambda-1}-\sqrt{\lambda})) \hbar \\
& n=0,1,2 \ldots \text { and } n<\lambda-1
\end{aligned}
$$

Consequently we obtain

$$
E_{n}=-\frac{1}{2} \hbar^{2} \alpha^{2}(\lambda-1-n)^{2}, \quad n=0,1,2 \ldots, n<\lambda-1
$$

which are precisely the desired values.
We could produce the same values using the corrected B.W.S. condition by choosing the connection with potential

$$
\beta^{\prime \prime}=p d q+\hbar\left(\lambda-\frac{1}{2}-\sqrt{\lambda-1} \sqrt{\lambda}\right) d \theta
$$

## 7. CONCLUSION

There are two features which emerge from the examples discussed: (1) the B.W.S. condition and the corrected B.W.S. condition with the standard connection give, in general, physically incorrect energy eigenvalues while the judicious choice of connection for either condition can give physically correct eigenvalues; (2) the corrected B.W.S. condition can be replaced by the B.W.S. condition plus an appropriate choice of connection. While the general validity of (1) above has been shown through the examples discussed the general validity of (2) has not been established. But it is not unreasonable to suspect that (2) above may be true for a large class of physically relevant cases. If this is so, then the enormously complex apparatus of half-form quantization schemes appears to be an unnecessary complication, especially in the eyes of physicists.

In view of what has been said, it is clear that the choice of connection in geometric quantization is of physical importance. We have gone some way to give a discussion of this. Perhaps we should mention also that the situation involving the use of a connection different from the standard one to model the Bohm-Aharonov effect ${ }^{1}$ is quite a different thing altogether. The Bohm-Aharonov effect arises from the multiply connectedness of the configuration space (and subsequently the phase space), and the connection can be chosen $a$ priori on a physical basis by relating it to the magnetic field which gives rise to the effect. In our examples there does not
seem to be any a priori criteria for selecting the connection. There is obviously room for much further work in this area.
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## I. INTRODUCTION

From Feynman's formulation of nonrelativistic quantum mechanics the propagator, probability amplitude for a particle to go from the point $\left(x^{\prime}, t^{\prime}\right)$ to the point $\left(x^{\prime \prime}, t^{\prime \prime}\right)$, can be expressed as ${ }^{1,2}$

$$
\begin{equation*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)=\int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \exp \left\{\frac{i}{\hbar} \int_{t^{\prime}}^{t^{\prime \prime}} L(x, \dot{x}, t) d t\right\} D x(t) \tag{1.1}
\end{equation*}
$$

where $L(x, \dot{x}, t)$ is the Lagrangian of the dynamical system considered and where $D x(t)$ is designed to indicate that the integral is over all paths with fixed end points $\left(x^{\prime}, t^{\prime}\right)$ and $\left(x^{\prime \prime}, t^{\prime \prime}\right)$. As is well known that for the quadratic Lagrangian, the propagator has the form ${ }^{3,4}$

$$
\begin{equation*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)=\left\{\left|\frac{\partial^{2} S_{\mathrm{cl}}}{\partial x^{\prime} \partial x^{\prime \prime}}\right| / 2 \pi i \hbar\right\}^{1 / 2} \exp \left\{\frac{i S_{\mathrm{cl}}\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)}{\hbar}\right\} \tag{1.2}
\end{equation*}
$$

where $S_{\mathrm{cl}}\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)$ is the classical action. Here we have assumed that there exists one and only one classical path which passes through $\left(x^{\prime}, t^{\prime}\right)$ and $\left(x^{\prime \prime}, t^{\prime \prime}\right)$. Therefore, the catastrophic phenomenon ${ }^{5,6}$ will not be discussed in the present work.

For the time-dependent harmonic oscillator, Montroll ${ }^{7}$ firstly transforms the path integral (1.1) into the Gaussian integral

$$
\begin{equation*}
\int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \exp \left\{i\left(Y^{T} A Y+2 B^{T} Y\right)\right\} \prod_{j=1}^{n} d y_{j}=(i \pi)^{n / 2}(\operatorname{det} A)^{-1 / 2} \exp \left(-i B^{T} A^{-1} B\right) \tag{1.3}
\end{equation*}
$$

multiplied by a function of $x^{\prime}, x^{\prime \prime}$, and $\tau$, where $A$ is an $n \times n$ matrix, $Y$ and $B$ are $n \times 1$ matrices, and $Y^{T}$ and $B^{T}$ are, respectively, the transpose matrices of $Y$ and $B$. He than carries out the calculations as $\tau \rightarrow 0($ or $n \rightarrow \infty)$. His method has recently been applied for evaluating the propagator of the time-dependent forced harmonic oscillator. ${ }^{8}$ In this paper the same method has been generalized to calculate the propagator of the time-dependent forced harmonic oscillator with constant damping term.

In Sec. II we are able to transform our path integral into the Gaussian integral (1.3) multiplied by a function of $x^{\prime}, x^{\prime \prime}$, and $\tau$. In Sec. III we show the details of our calculation (also in the Appendix) as $\tau \rightarrow 0$ and we also write down the propagator in terms of two functions, which are, respectively, the solutions of the equation of motion of the time-dependent harmonic oscillator with damping and with antidamping. Finally, we discuss the result in Sec. IV and confirm our result for perturbative force being zero by directly calculating (1.2) in Sec. V.

## II. FORMULATION

For the time-dependent forced harmonic oscillator with constant damping term, the equation of motion becomes

$$
\begin{equation*}
\ddot{x}+\gamma \dot{x}+\omega^{2}(t) x=q(t) / m \tag{2.1}
\end{equation*}
$$

where $\omega(t)$ is time-dependent frequency, $q(t)$ time-dependent perturbative force, and $\gamma$ a constant damping coefficient. Equation (2.1) can easily be obtained by the Lagrangian ${ }^{9}$

$$
\begin{equation*}
L(x, \dot{x}, t)=e^{\gamma t}\left\{m\left[\dot{x}^{2}-\omega^{2}(t) x^{2}\right] / 2+q(t) x\right\} \tag{2.2}
\end{equation*}
$$

In spite of its interpretation difficulties in quantum mechanics, ${ }^{10.11}$ we are going to use (2.2) as our Lagrangian. Hence the propagator defined by (1.1) can be written as

$$
\begin{align*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)= & \lim _{n \rightarrow \infty}\left[\prod_{j=1}^{n}\left(\frac{m e^{\gamma t_{j}}}{2 \pi i \hbar \tau)}\right)^{1 / 2}\right] \\
& \times \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \exp \left\{\frac{i \tau}{2 \hbar}\left[m \tau^{-2} \sum_{j=1}^{n} e^{\gamma t_{j}}\left(x_{j}-x_{j-1}\right)^{2}-m \sum_{j=0}^{n-1} e^{\gamma t_{j}} \omega_{j}^{2} x_{j}^{2}+2 \sum_{j=0}^{n-1} e^{\gamma t_{j}} q_{j} x_{j}\right]\right\}_{j=1}^{n-1} d x_{j} \tag{2.3}
\end{align*}
$$

[^16]by Feynman's definition. The extra factor $e^{\gamma t_{j}}$ is necessary for including dissipative effect. ${ }^{12}$ For latter convenience we have set $\tau=\left(t^{\prime \prime}-t^{\prime}\right) / n$ and $r_{j}=r\left(t^{\prime}+j \tau\right), r^{\prime}=r\left(t^{\prime}\right)$, and $r^{\prime \prime}=r\left(t^{\prime \prime}\right)$ for any function $r(t)$. Now we let $y_{j}=e^{\gamma t^{\prime 2}}(m / 2 \hbar \tau)^{1 / 2} x_{j}$; then Eq. (2.3) can be rewritten as
\[

$$
\begin{align*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)= & \lim _{n \rightarrow \infty}(i \pi)^{-n / 2}\left(\frac{m e^{\gamma t^{*}}}{2 \hbar \tau}\right)^{1 / 2} \exp \left\{\frac{i \tau}{2 \hbar}\left[2 e^{\gamma t^{\prime}} q^{\prime} x^{\prime}+m \tau^{-2}\left(e^{\gamma t_{t}} x^{\prime 2}+e^{\gamma t^{*}} x^{\prime \prime 2}\right)-m e^{\gamma t^{\prime}} \omega^{\prime 2} x^{\prime 2}\right]\right\} \\
& \times \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \exp \left\{i\left[\sum_{j=1}^{n-1}\left(1+e^{\gamma t}-\omega_{j}^{2} \tau^{2}\right) y_{j}^{2}-2 \sum_{j=0}^{n-1} e^{\gamma t / 2} y_{j} y_{j+1}+\left(\frac{2 \tau^{3}}{m \hbar}\right)^{1 / 2} \sum_{j=1}^{n-1} e^{\gamma t_{j} / 2} q_{j} y_{j}\right]\right\} \prod_{j=1}^{n-1} d y_{j} \tag{2.4}
\end{align*}
$$
\]

since $d x_{j}=e^{-r_{l} / 2}(2 \hbar \tau / m)^{1 / 2} d y_{j}$.
By comparing (1.3) and (2.4) we discover that the matrix $A$ is of the form

$$
A=\left(\begin{array}{ccccccccc}
a_{1} & -d & 0 & 0 & \cdots & 0 & 0 & 0 & 0  \tag{2.5}\\
-d & a_{2} & -d & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & -d & a_{3} & -d & \cdots & 0 & 0 & 0 & 0 \\
\vdots & & & & & & & & \\
0 & 0 & 0 & 0 & \cdots & -d & a_{n-3} & -d & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & -d & a_{n-2} & -d \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & -d & a_{n-1}
\end{array}\right)
$$

with $a_{j}=1+e^{\gamma t}-\omega_{j}^{2} \tau^{2}$ and $d=e^{\gamma t / 2}$. The column matrix $B$ has the elements

$$
\begin{align*}
& b_{1}=-y^{\prime} e^{\gamma \tau / 2}+\left(\tau^{3} / 2 m \hbar\right)^{1 / 2} Q_{1}=-c \tau^{-1 / 2} e^{\gamma t / 2} x^{\prime}+a \tau^{3 / 2} Q_{1}  \tag{2.6}\\
& b_{j}=a \tau^{3 / 2} Q_{j} \quad(j=2,3, \ldots, n-2) \tag{2.7}
\end{align*}
$$

and

$$
\begin{equation*}
b_{n-1}=-y^{\prime \prime} e^{\gamma \tau / 2}+\left(\tau^{3} / 2 m \hbar\right)^{1 / 2} Q_{n-1}=-c \tau^{-1 / 2} e^{\gamma\left(\tau^{\prime \prime}+\tau / 2\right.} x^{\prime \prime}+a \tau^{3 / 2} Q_{n-1} \tag{2.8}
\end{equation*}
$$

Here, we have set $Q_{j}=e^{v_{1} / 2} q_{j}, c=(m / 2 \hbar)^{1 / 2}$ and $a=(2 m \hbar)^{-1 / 2}$. By substituting (1.3) into (2.4) we obtain

$$
\begin{equation*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)=\lim _{\tau \rightarrow \infty}\left(\frac{m e^{\gamma t^{\prime \prime}}}{2 \pi i \hbar \tau \operatorname{det} A}\right)^{1 / 2} \exp \left\{i B\left(x^{\prime \prime}, x^{\prime}, \tau\right)\right\} \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
B\left(x^{\prime \prime}, x^{\prime}, \tau\right)=(m / 2 \hbar \tau)\left(e^{\gamma t,} x^{\prime 2}+e^{\gamma t^{*}} x^{\prime \prime 2}\right)-B^{T} A^{-1} B . \tag{2.10}
\end{equation*}
$$

We have assumed the factor $\exp \left\{(i \tau / 2 \hbar)\left(-m e^{\gamma t^{\prime}} \omega^{\prime 2} x^{\prime 2}+2 e^{\gamma t^{\prime}} q^{\prime} x^{\prime}\right)\right\}$ in $(2.4)$ to be one as $\tau \rightarrow 0$ (or $\left.n \rightarrow \infty\right)$. Now we are only left to calculate the limit values of $\tau \operatorname{det} A$ and $B\left(x^{\prime \prime}, x^{\prime}, \tau\right)$ as $\tau \rightarrow 0$. With the help of Eqs. $(2.5)-(2.10)$, these calculations will be carried out in the next section and in the Appendix.

## III. CALCULATION

From the matrix $A$ we define $A_{j}$ and $D_{j}$ as the following determinants

$$
\begin{aligned}
& A_{1}=a_{1}, \quad A_{2}=\left|\begin{array}{ll}
a_{1} & -d \\
-d & a_{2}
\end{array}\right|, \quad A_{3}=\left|\begin{array}{ccc}
a_{1} & -d & 0 \\
-d & a_{2} & -d \\
0 & -d & a_{3}
\end{array}\right|, \ldots, \quad A_{n-1}=\operatorname{det} A, \\
& D_{n-1}=a_{n-1}, \quad D_{n-2}=\left|\begin{array}{cc}
a_{n-2} & -d \\
-d & a_{n-1}
\end{array}\right|, \quad D_{n-3}=\left|\begin{array}{ccc}
a_{n-3} & -d & 0 \\
-d & a_{n-2} & -d \\
0 & -d & a_{n-1}
\end{array}\right|, \ldots, \quad D_{1}=\operatorname{det} A .
\end{aligned}
$$

It is easy to see that the $A_{j}$ and the $D_{j}$ satisfy the recurrence relations

$$
\begin{equation*}
A_{j+1}=a_{j+1} A_{j}-d^{2} A_{j-1}, \quad A_{0}=1 \quad(1 \leqslant j \leqslant n-2) \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{j-1}=a_{j-1} D_{j}-d^{2} d_{j+1}, \quad D_{n}=1 \quad(2 \leqslant j \leqslant n-1) . \tag{3.2}
\end{equation*}
$$

Furthermore, (3.1) and (3.2) can easily be transformed into the finite-difference equations

$$
\begin{equation*}
\left(D_{j+1}-2 D_{j}+D_{j-1}\right) / \tau^{2}=-\omega_{j-1}^{2} D_{j}-\gamma\left(D_{j+1}-D_{j}\right) / \tau \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(A_{j+1}-2 A_{j}+A_{j-1}\right) / \tau^{2}=-\omega_{j+1}^{2} A_{j}+\gamma\left(A_{j}-A_{j-1}\right) / \tau \tag{3.4}
\end{equation*}
$$

respectively. From (3.1) and (3.2) we see that the end conditions of $A_{j}$ and $D_{j}$ are

$$
\begin{align*}
& D_{n-1}=a_{n-1} \approx 1+O(\tau) \approx a_{1}=A_{1}  \tag{3.5}\\
& \left(D_{n-1}-D_{n-2}\right) / \tau=\left\{a_{n-1}\left(1-a_{n-2}\right)+d^{2}\right\} / \tau \approx-(1 / \tau) \tag{3.6}
\end{align*}
$$

and

$$
\begin{equation*}
\left(A_{2}-A_{1}\right) / \tau=\left\{a_{1}\left(a_{2}-1\right)-d^{2}\right\} / \tau \approx 1 / \tau \tag{3.7}
\end{equation*}
$$

for $\tau$ being very small. In order to overcome the difficulties of divergence in (3.6) and (3.7), we now introduce $f_{j}$ and $g_{j}$ by

$$
\begin{equation*}
f_{j}=\tau D_{j} \quad \text { and } \quad g_{j}=\tau A_{j} \tag{3.8}
\end{equation*}
$$

Equations (3.3) and (3.4) can then be rewritten as the differential equations

$$
\begin{equation*}
\ddot{f}+\gamma \dot{f}+\omega^{2}(t) f=0, \quad f^{\prime \prime}=0, \dot{f}^{\prime \prime}=-1 \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\ddot{g}-\gamma \dot{g}+\omega^{2}(t) g=0, \quad g^{\prime}=0, \dot{g}^{\prime}=1 \tag{3.10}
\end{equation*}
$$

with the help of (3.5) - (3.7) in the limit as $\tau \rightarrow 0$. Therefore we have

$$
\begin{equation*}
\lim _{\tau \rightarrow 0}(\tau \operatorname{det} A)=\lim _{\tau \rightarrow 0}\left(\tau A_{n-1}\right)=\lim _{\tau \rightarrow 0} g_{n-1} \approx g\left(t^{\prime \prime}\right)=g^{\prime \prime} \tag{3.11}
\end{equation*}
$$

or

$$
\begin{equation*}
\lim _{\tau \rightarrow 0}(\tau \operatorname{det} A)=\lim _{\tau \rightarrow 0}\left(\tau D_{1}\right)=\lim _{\tau \rightarrow 0} f_{1} \approx f\left(t^{\prime}\right)=f^{\prime} \tag{3.12}
\end{equation*}
$$

From (3.1), (3.2), and (3.8) we find that the $f_{j}$ and $g_{j}$ are related through the formula

$$
\begin{equation*}
f_{j+1} g_{j}-d^{2} f_{j+2} g_{j-1}=f_{j} g_{j-1}-d^{2} f_{j+1} g_{j-2}=\tau^{2} \operatorname{det} A=\tau f_{1}=\tau g_{n-1} \tag{3.13}
\end{equation*}
$$

Hence

$$
\begin{align*}
g_{j}= & \tau f_{1} f_{j+2}\left(f_{j+1} f_{j+2}\right)^{-1}+d^{2} f_{j+2} g_{j-1} / f_{j+1}=\tau f_{1} f_{j+2}\left\{\left(f_{j+1} f_{j+2}\right)^{-1}+d^{2}\left(f_{j} f_{j+1}\right)^{-1}\right\} \\
& +d^{4} f_{j+1} g_{j-2} / f_{j}=\cdots=\tau f_{1} f_{j+2} \sum_{k=1}^{j+1}\left(f_{k} f_{k+1}\right)^{-1} d^{2(j-k+1)} \tag{3.14}
\end{align*}
$$

Specially, we have

$$
\begin{equation*}
\tau^{2} \sum_{k=1}^{n-1}\left(f_{k} f_{k+1}\right)^{-1} d^{2(n-k)}=d^{2} g_{n-2} / g_{n-1} \tag{3.15}
\end{equation*}
$$

with the help of (3.14) for $j=n-2$. By using (2.5) and (3.14) we obtain

$$
\begin{equation*}
B^{T} A^{-1} B=\sum_{j=1}^{n-1}\left(f_{j} f_{j+1} d^{2 j}\right)^{-1}\left(\sum_{k=j}^{n-1} b_{k} f_{k+1} d^{k}\right)^{2} \tag{3.16}
\end{equation*}
$$

The above relation has been shown in the Appendix.
By substituting (2.6)-(2.8) into (3.16), we get

$$
\begin{align*}
B^{T} A^{-1} B= & \left(f_{1} f_{2} d^{2}\right)^{-1}\left\{a \tau^{3 / 2} \sum_{k=1}^{n-1} Q_{k} f_{k+1} d^{k}-c \tau^{-1 / 2}\left[e^{\gamma t_{1} / 2} f_{2} d x^{\prime}+e^{\gamma r^{\prime \prime}+\tau / 2} f_{n} d^{n-1} x^{\prime \prime}\right]\right]^{2} \\
& +\sum_{j=2}^{n-2}\left(f_{j} f_{j+1} d^{2 j}\right)^{-1}\left\{a \tau^{3 / 2} \sum_{k=j}^{n-1} Q_{k} f_{k+1} d^{k}-c \tau^{-1 / 2} e^{\left.\gamma t^{\prime \prime}+\tau\right) / 2} f_{n} d^{n-1} x^{\prime \prime}\right\}^{2} \\
& +\left[f_{n-1} f_{n} d^{2(n-1)}\right]^{-1}\left\{a \tau^{3 / 2} Q_{n-1} f_{n}-c \tau^{-1 / 2} e^{\left.\gamma z^{\prime \prime}+\tau\right) / 2} f_{n} x^{\prime \prime}\right\}^{2} d^{2(n-1)} \\
= & \frac{c^{2} f_{2}}{\tau f_{1}} e^{\gamma t_{1} x^{\prime 2}+\frac{2 c^{2}}{f_{1}} e^{\gamma t^{\prime \prime}} x^{\prime} x^{\prime \prime}+c^{2} \tau\left\{\sum_{k=1}^{n-1}\left(f_{k} f_{k+1}\right)^{-1} d^{2(n-k)}\right\} e^{\gamma t^{\prime \prime}} x^{\prime \prime 2}-\frac{2 a c}{f_{1}}\left\{\sum_{k=1}^{n-1} Q_{k} \tau f_{k+1} d^{k}\right\} e^{\gamma^{\prime} / 2} x^{\prime}} \\
& -2 a c \tau \sum_{j=1}^{n-1}\left(f_{j} f_{j+1} d^{2 j}\right)^{-1}\left\{\sum_{k=j}^{n-1} Q_{k} \tau f_{k+1} d^{n+k}\right\} e^{\gamma r^{\prime \prime / 2}} x^{\prime \prime}+a^{2} \tau \sum_{j=1}^{n-1}\left(f_{j} f_{j+1} d^{2 j}\right)^{-1}\left\{\sum_{k=j}^{n-1} Q_{k} f_{k+1} d^{k}\right\}^{2} \tag{3.17}
\end{align*}
$$

after lengthy but straightforward calculations. From (2.10) and (3.17), B( $\left.x^{\prime \prime}, x^{\prime}, \tau\right)$ has the form

$$
B\left(x^{\prime \prime}, x^{\prime}, \tau\right)=A_{\tau} x^{\prime 2}+B_{\tau} x^{\prime} x^{\prime \prime}+C_{\tau} x^{\prime \prime 2}+D_{\tau} x^{\prime}+E_{\tau} x^{\prime \prime}+F_{\tau}
$$

As $\tau \rightarrow 0$, we obtain

$$
\begin{equation*}
\lim _{\tau \rightarrow 0} A_{\tau}=\lim _{\tau \rightarrow 0}\left(\frac{m e^{\gamma t_{1}}}{2 \hbar \tau}\right)\left(1-\frac{f_{2}}{f_{1}}\right)=-\frac{m e^{\gamma t^{\prime} \cdot f^{\prime}}}{2 \hbar f^{\prime}} \tag{3.18}
\end{equation*}
$$

$$
\begin{align*}
& \lim _{\tau \rightarrow 0} B_{\tau}=\lim _{\tau \rightarrow 0}\left(-\frac{m e^{\gamma t^{*}}}{\hbar f_{1}}\right)=-\frac{m e^{\gamma t^{*}}}{\hbar f^{\prime}}  \tag{3.19}\\
& \lim _{\tau \rightarrow 0} C_{\tau}=\lim _{\tau \rightarrow 0}\left(\frac{m e^{\gamma t^{*}}}{2 \hbar \tau}\right)\left(1-e^{\left.\gamma r \frac{g_{n-2}}{g_{n-1}}\right)=\frac{m e^{\gamma t^{*}}}{2 \hbar}\left(-\gamma+\frac{\dot{g}^{\prime \prime}}{g^{\prime \prime}}\right),}\right.  \tag{3.20}\\
& \lim _{\tau \rightarrow 0} D_{\tau}=\frac{1}{\hbar f^{\prime}} \int_{t^{\prime}}^{t^{*}} q(t) f(t) e^{\gamma t} d t,  \tag{3.21}\\
& \lim _{\tau \rightarrow 0} E_{\tau}=\frac{e^{\gamma t^{*}}}{\hbar f^{\prime}} \int_{t^{\prime}}^{t^{*}} q(t) g(t) d t, \tag{3.22}
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{\tau \rightarrow 0} F_{\tau}=-\frac{1}{m \hbar f^{\prime}} \int_{t^{\prime}}^{t^{*}} q(t) f(t) e^{\gamma t} d t \int_{t^{\prime}}^{t} q(\theta) g(\theta) d \theta \tag{3.23}
\end{equation*}
$$

Equation (3.15) has been used in deriving Eq. (3.20). Equations (3.21)-(3.23) have been shown in the Appendix.
By substituting (3.12) and (3.18)-(3.23) into (2.9), we finally obtain our principal result:

$$
\begin{align*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)= & \left(\frac{m e^{\gamma t^{*}}}{2 \pi i \hbar f^{\prime}}\right)^{1 / 2} \times \exp \left\{\frac{m}{2 i \hbar f^{\prime}}\left[\dot{f}^{\prime} e^{\gamma t^{\prime}} x^{\prime 2}+2 e^{\gamma t^{\prime \prime}} x^{\prime} x^{\prime \prime}+\left(\gamma f^{\prime}-\ddot{g}^{\prime \prime}\right) e^{\gamma t^{\prime \prime}} x^{\prime \prime 2}\right\}\right. \\
& \times \exp \left\{\frac{i}{\hbar f^{\prime}}\left[x^{\prime} \int_{t^{\prime}}^{t^{\prime \prime}} q(t) f(t) e^{\gamma t} d t+e^{\gamma t^{\prime \prime}} x^{\prime \prime} \int_{t^{\prime}}^{t^{\prime \prime}} q(t) g(t) d t-\frac{1}{m} \int_{t^{\prime}}^{t^{\prime \prime}} q(t) f(t) e^{\gamma t} d t \int_{t^{\prime}}^{t} q(\theta) g(\theta) d \theta\right]\right\} . \tag{3.24}
\end{align*}
$$

Here we assume that $f^{\prime}=g^{\prime \prime} \neq 0$ for excluding catastrophic phenomenon. The propagator has been written in terms of $f(t)$ and $g(t)$ which are, respectively, the solutions of the equation of motion of the time-dependent harmonic oscillator with damping and with antidamping. For $\gamma=0,(3.24)$ is exactly equivalent to (3.13) in Ref. 8 as we expect.

## IV. RESULT

It can easily be shown that the solutions of (3.9) and (3.10) are

$$
\begin{equation*}
f(t)=s(t) e^{-\gamma^{\prime}-t^{*} / / 2} \sin \left[v^{\prime \prime}-v(t)\right] \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
g(t)=s(t) e^{-\gamma\left(t^{\prime}-t\right) / 2} \sin \left[v(t)-v^{\prime}\right] \tag{4.2}
\end{equation*}
$$

respectively, where $s(t)$ and $v(t)$ are the amplitude and the phase of the time-dependent harmonic oscillator with constant damping (or antidamping). In order to satisfy their boundary conditions, we must have

$$
\begin{equation*}
\ddot{s}(t)-s^{\prime 2} s^{-3}(t)+\Omega^{2}(t) s(t)=0 \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
s^{2}(t) i(t)=s^{\prime} \tag{4.4}
\end{equation*}
$$

where $\Omega^{2}(t)=\omega^{2}(t)-\gamma^{2} / 4$. We also have $s^{\prime}=s^{\prime \prime}, \dot{v}^{\prime}=\dot{v}^{\prime \prime}$ and $s^{\prime} \dot{v}^{\prime}=s^{\prime \prime} \dot{v}^{\prime \prime}=1$ since $f^{\prime}=g^{\prime \prime}$. With the help of (4.1)-(4.4), (3.20) can be rewritten as

$$
\begin{align*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)= & {\left[\frac{m e^{\gamma\left(t^{\prime}+t^{\prime \prime}\right) / 2} \dot{v}^{\prime}}{2 \pi i \hbar \sin \Phi\left(t^{\prime \prime}, t^{\prime}\right)}\right]^{1 / 2} \exp \left\{\frac{m \dot{v}^{\prime}}{4 i \hbar}\left[\left(2 \dot{s}^{\prime}-\gamma s^{\prime}\right) e^{\gamma t^{\prime}} x^{\prime 2}-\left(2 \dot{s}^{\prime \prime}-\gamma s^{\prime \prime}\right) e^{\gamma t^{\prime \prime}} x^{\prime \prime 2}\right]\right\} } \\
& \times \exp \left\{\frac{i m \dot{v}^{\prime}}{2 \hbar}\left[\left(e^{\gamma r^{\prime}} x^{\prime 2}+e^{\gamma t^{\prime \prime}} x^{\prime \prime 2}\right) \cot \Phi\left(t^{\prime \prime}, t^{\prime}\right)-2 e^{\gamma t^{\prime}+t^{\prime \prime} / 2} x^{\prime} x^{\prime \prime} \csc \Phi\left(t^{\prime \prime}, t^{\prime}\right)\right]\right\} \\
& \times \exp \left\{\frac { i \dot { v } ^ { \prime } } { \hbar \operatorname { s i n } \Phi ( t ^ { \prime \prime } , t ^ { \prime } ) } \left[x^{\prime} e^{\gamma t^{\prime \prime 2}} \int_{t^{\prime}}^{t^{*}} q(t) s(t) e^{\gamma t / 2} \sin \Phi\left(t^{\prime \prime}, t\right) d t+e^{\gamma t^{\prime \prime} / 2} x^{\prime \prime} \int_{t^{\prime}}^{t^{\prime \prime}} q(t) s(t) e^{\gamma t / 2} \sin \Phi\left(t, t^{\prime}\right) d t\right.\right. \\
& \left.\left.-\frac{1}{m} \int_{t^{\prime}}^{t^{\prime \prime}} q(t) s(t) e^{\gamma t / 2} \sin \Phi\left(t^{\prime \prime}, t\right) d t \int_{t^{\prime}}^{t} q(\theta) s(\theta) e^{\gamma \theta / 2} \sin \Phi\left(\theta, t^{\prime}\right) d \theta\right]\right\} \tag{4.5}
\end{align*}
$$

with $\Phi(\alpha, \beta)=\nu(\alpha)-\nu(\beta)$ for any two arbitrary times $\alpha$ and $\beta$. When the perturbative force is absent, $q(t)=0$ and $\omega(t)$ is a constant, (4.5) reduced to the propagator evaluated by Papadopoulos. ${ }^{13}$ For $\gamma=0,(4.6)$ in Ref. 8 is also reproduced from the above equation. However, we should mention that our result is in agreement with ( 80 ) of Khandekar and Lawande. ${ }^{14}$ Here we need both $f(t)$ and $g(t)$ to evaluate the propagator. It seems to agree with the idea of Feshbach and Tikochinsky. ${ }^{15}$

## V. CLASSICAL PATH

Let us define a new function $F(t)$ as

$$
\begin{equation*}
F(t)=s(t) e^{\left.-x^{\prime} t-t^{\prime}\right) / 2} \sin \Phi\left(t, t^{\prime}\right)=g(t) e^{\left.-n t-t^{\prime}\right)} \tag{5.1}
\end{equation*}
$$

which satisfies the differential equation

$$
\begin{equation*}
\ddot{F}+\gamma \dot{F}+\omega^{2}(t) F=0, \quad F^{\prime}=0 \text { and } \dot{F}^{\prime}=1 \tag{5.2}
\end{equation*}
$$

Since the Wronskian of $f(t)$ and $F(t)$ at $t^{\prime}$ is differentfromzero, $W\left[f^{\prime}, F^{\prime}\right]=f^{\prime} \neq 0$, they aretwolinearly independent solutions of (2.1) with $q(t)=0$. Therefore, the classical path of the time-dependent forced harmonic oscillator with constant damping term has the form ${ }^{15}$

$$
\begin{equation*}
\bar{x}(t)=c_{1} f(t)+c_{2} F(t)+\int_{i^{\prime}}^{t} \frac{q(\theta)[f(\theta) F(t)-f(t) F(\theta)] d \theta}{f^{\prime}} \tag{5.3}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are two arbitrary constants to be determined by the end conditions $\bar{x}^{\prime}=x^{\prime}$ and $\bar{x}^{\prime \prime}=x^{\prime \prime}$. By substituting (5.1) into (5.3), we then obtain

$$
\begin{equation*}
\bar{x}(t)=\frac{1}{f^{\prime}}\left\{f(t)\left[x^{\prime}-e^{\gamma t^{\prime}} \int_{t^{\prime}}^{t} q(t) g(t) e^{\gamma t} d t\right]+g(t) e^{-\gamma t}\left[e^{\gamma t^{\prime \prime}} x^{\prime \prime}-e^{\gamma t^{\prime}} \int_{t}^{t^{\prime \prime}} q(t) f(t) d t\right]\right\} \tag{5.4}
\end{equation*}
$$

after simplifications.
From now on we only consider the case $q(t)=0$. Hence we have from (5.4)

$$
\begin{equation*}
\bar{x}(t)=\left(1 / f^{\prime}\right)\left\{f \left(t \mid x^{\prime}-e^{-\gamma^{\prime}-t^{\prime \prime}} g\left(t \mid x^{\prime \prime}\right\}\right.\right. \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\bar{x}}(t)=\left(1 / f^{\prime}\right)\left\{\dot{f}(t) x^{\prime}-e^{-n t-t^{\prime \prime}}[\dot{g}(t)-\gamma g(t)] x^{\prime \prime}\right\} \tag{5.6}
\end{equation*}
$$

With the help of $(2.2),(3.9),(3.10),(5.5)$, and (5.6), we finally get

$$
\begin{equation*}
S_{\mathrm{cl}}\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)=-\left(m / 2 f^{\prime}\right)\left[\dot{f}^{\prime} e^{\gamma t^{\prime} x^{\prime 2}}+2 e^{\gamma t^{\prime \prime}} x^{\prime} x^{\prime \prime}+\left(\gamma f^{\prime}-\dot{g}^{\prime \prime}\right) e^{\gamma t^{\prime \prime}} x^{\prime \prime 2}\right] \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{\partial^{2} S_{\mathrm{cl} 1}\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)}{\partial x^{\prime} \partial x^{\prime \prime}}\right|=\frac{m e^{\gamma t^{\prime}}}{f^{\prime}} \tag{5.8}
\end{equation*}
$$

after lengthy but straightforward calculations. Now by substituting (5.7) and (5.8) into (1.2) we obtain (3.24) with $q(t)=0$ as we expect.

## APPENDIX

The elements of $A^{-1}$, represented by $a_{j k}^{-1}$, are determined by finding the cofactor of $A$. Therefore we have from (2.5) that

$$
\begin{equation*}
a_{j k}^{-1}=d^{j-k} A_{k-1} D_{j+1} / D_{1}=D^{j-k} g_{k-1} f_{j+1} / \tau f_{1}, \quad j>k \tag{A1}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{j k}^{-1}=d^{k-j} A_{j-1} D_{k+1} / D_{1}=d^{k-j} g_{j-1} f_{k+1} / \tau f_{1}, \quad j \leqslant k . \tag{A2}
\end{equation*}
$$

With the help of (3.14), (A1), and (A2), (3.16) can be obtained,

$$
\begin{aligned}
& B^{T} A^{-1} B= \sum_{j, k=1}^{n-1} b_{j} a_{j k}^{-1} b_{k} \\
&= \frac{1}{\tau f_{1}}\left\{\sum_{k=1}^{n-2} b_{k} g_{k-1} d^{-k} \sum_{j=k+1}^{n-1} b_{j} f_{k+1} d^{j}+\sum_{j=1}^{n-1} b_{j} g_{j-1} d^{-j} \sum_{k=1}^{n-1} b_{k} f_{k+1} d^{k}\right\} \\
&= \sum_{k=j}^{n-2} b_{k} f_{k+1} d^{-k}\left\{\sum_{m=1}^{k}\left(f_{m} f_{m+1}\right)^{-1} d^{2(k-m)}\right\}_{j=k+1}^{n-1} b_{j} f_{j+1} d^{j} \\
&+\sum_{j=1}^{n-1} b_{j} f_{j+1} d^{-j}\left\{\sum_{m=1}^{j}\left(f_{m} f_{m+1}\right)^{-1} d^{2(j-m)}\right\}_{\sum_{k=j}^{n-1} b_{k} f_{k+1} d^{k}}^{=} \\
& \sum_{j=1}^{n-1}\left(f_{j} f_{j+1} d^{2 j}\right)^{-1} \sum_{m=j}^{n-2} \sum_{k=m+1}^{n-1}\left(b_{m} f_{m+1} d^{m}\right)\left(b_{k} f_{k+1} d^{k}\right) \\
&+\sum_{j=1}^{n-1}\left(f_{j} f_{j+1} d^{2 j}\right)^{-1} \sum_{m=1}^{n-1} \sum_{k=m}^{n-1}\left(b_{m} f_{m+1} d^{m}\right)\left(b_{k} f_{k+1} d^{k}\right)=\sum_{j=1}^{n-1}\left(f_{j} f_{j+1} d^{2 j}\right)^{-1}\left\{\sum_{k=j}^{n-1} b_{k} f_{k+1} d^{k}\right\}^{2},
\end{aligned}
$$

after lengthy but straightforward calculations.
By using (3.14), we get
$\lim _{\tau \rightarrow 0} D_{\tau}=\lim _{\tau \rightarrow 0}\left(\frac{2 a c}{f_{1}}\right)\left\{\sum_{k=1}^{n-1} Q_{k} \tau f_{k+1} d^{k}\right\} e^{\gamma t^{\prime} / 2}=\lim _{\tau \rightarrow 0}\left(\frac{e^{\gamma t^{\prime} / 2}}{\hbar f_{1}}\right) \times\left\{\sum_{k=1}^{n-1} q_{k} \tau f_{k+1} e^{\gamma\left(t^{\prime}+k \tau / / 2\right.} e^{\gamma k \tau / 2}\right\}=\lim _{\tau \rightarrow 0}\left(\frac{1}{\hbar f_{1}}\right)$

$$
\times\left\{\sum_{k=1}^{n-1} q_{k} \tau f_{k} e^{\gamma\left(t^{\prime}+k \tau\right)}\right\}=\frac{1}{\hbar f^{\prime}} \int_{t^{\prime}}^{t^{\prime \prime}} q(t) f(t) e^{\gamma t} d t
$$

since $t_{k}=t^{\prime}+k$,

$$
\begin{aligned}
\lim _{\tau \rightarrow 0} E_{\tau} & =\lim _{\tau \rightarrow 0}\left(2 a c \tau e^{\gamma t^{* / 2}}\right) \sum_{j=1}^{n-1}\left(f_{j} f_{j+1} d^{2 j}\right)^{-1}\left\{\sum_{k=j}^{n-1} Q_{k} \tau f_{k+1} d^{n+k}\right\} \\
& =\lim _{\tau \rightarrow 0}\left(\frac{\tau e^{\gamma t^{\prime \prime} / 2}}{\hbar}\right)\left\{Q_{n-1} f_{n} \tau \sum_{j=1}^{n-1}\left(f_{j} f_{j+1}\right)^{-1} d^{2(n-j-1)}+Q_{n-2} f_{n-1} \tau \sum_{j=1}^{n-2}\left(f_{j} f_{j+1}\right)^{-1} d^{2(n-j-2)+1}+\cdots+Q_{1} f_{2} \tau\left(f_{1} f_{2}\right)^{-1} d^{n-2}\right\} \\
& =\lim _{\tau \rightarrow 0}\left(\frac{\tau e^{r^{\prime \prime} / 2}}{\hbar}\right)\left\{\frac{Q_{n-1} f_{n} g_{n-2}}{f_{1} f_{n}}+\frac{Q_{n-2} f_{n-1} g_{n-3} d}{f_{1} f_{n-1}}+\frac{Q_{n-3} f_{n-2} g_{n-4} d^{2}}{f_{1} f_{n-2}}+\cdots+\frac{Q_{1} f_{2} g_{0} d^{n-2}}{f_{1} f_{2}}\right\} \\
& =\lim _{\tau \rightarrow 0}\left(\frac{e^{\gamma t^{* / 2}}}{\hbar f_{1}}\right)\left\{q_{n-1} \tau g_{n-2}+g_{n-2} \tau g_{n-3}+\cdots+q_{1} \tau g_{0}\right\} e^{\gamma(n-1) \tau / 2}=\frac{e^{\gamma t^{\prime \prime}}}{\hbar f^{\prime}} \int_{t^{\prime}}^{t^{\prime \prime}} q(t) g(t) d t,
\end{aligned}
$$

and

$$
\begin{aligned}
\lim _{\tau \rightarrow 0} F_{\tau}= & -\lim _{\tau \rightarrow 0}\left\{a^{2} \tau \sum_{j=1}^{n-1}\left(f_{j} f_{j+1} d^{2 j}\right)^{-1}\left[\sum_{k=j}^{n-1} Q_{k} \tau f_{k+1} d^{k}\right]^{2}\right\}=-\lim _{\tau \rightarrow 0}\left(\frac{\tau^{2}}{2 m \hbar}\right)\left\{Q_{n-1}^{2} f_{n}^{2} \tau \sum_{j=1}^{n-1}\left(f_{j} f_{j+1}\right)^{-1} d^{2(n-j-1)}\right. \\
& \left.+\left[2 Q_{n-1} f_{n} d^{n-1}+Q_{n-2} f_{n-1} d^{n-2}\right] \tau \sum_{j=1}^{n-2}\left(f_{j} f_{j+1}\right)^{-1} d^{n-2}+\cdots+2 \tau \sum_{j=1}^{n-2} Q_{n-j} f_{n-j+1} d^{n-j}+Q_{1} f_{2} \frac{f_{2}}{f_{1}}\right\} \\
= & -\lim _{\tau \rightarrow 0}\left(\frac{\tau^{2}}{2 m \hbar f_{1}}\right)\left\{\sum_{j=1}^{n-1} Q_{j}^{2} f_{j+1} g_{j-1}+2 Q_{n-1} f_{n} \sum_{j=2}^{n-1} Q_{n-j} g_{n-j-1} d^{n-j}+\cdots+2 Q_{2} f_{3} Q_{1}\right\} \\
= & -\lim _{\tau \rightarrow 0}\left(\frac{1}{m \hbar f_{1}}\right)^{n-1} \sum_{j=2} q_{j} \tau f_{j+1} e^{\gamma t^{\prime}+j \tau / / 2} \sum_{k=1}^{j-1} q_{k} g_{k-1} \tau e^{\gamma\left[t^{\prime}+(j-1) \tau\right] / 2}=-\frac{1}{m \hbar f^{\prime}} \int_{t^{\prime}}^{t^{*}} q(t) f(t) e^{\gamma t} d t \int_{t^{\prime}}^{t} q(\theta) g(\theta) d \theta
\end{aligned}
$$
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#### Abstract

Rigorous path integral formulas are given which represent, in two space-time dimensions, the fundamental solution of the Cauchy problem for the Dirac equation as well as the retarded and advanced propagators for the Dirac particle. It is also shown that the theory can be applied to a free particle and a particle in a central electric field in four space-time dimensions and reveals some aspects of the path integral. Heuristically discussed is the connection with the phase space path integral or Hamiltonian path integral.


PACS numbers: 03.65.Db, 11.10. Qr

## I. INTRODUCTION

Suggested by Dirac's remarks ${ }^{1}$ concerning the relation of classical actions to quantum mechanics, Feynman ${ }^{2,3}$ made two physical postulates to initiate the idea of path integral in quantum mechanics. In pure-imaginary-time quantum mechanics, $\mathrm{Kac}^{4}$ has given a mathematical meaning to the path integral in terms of the Wiener measure. ${ }^{5}$ Namely he established a path integral formula representing the solution of the heat equation for the Schrödinger operator with a scalar potential, which is called the Feynman-Kac formula. ${ }^{5}$ Its further extension to the Schrödinger operator with both scalar and vector potentials is the Feynman-Kac-Itô formula ${ }^{5}$ which involves the Itô integral. The Laplace transform of this formula for the Schrödinger operator in fourdimensional space-time with respect to a fifth variable as the proper time gives rise to a path integral representation of the Euclidean propagator for a Klein-Gordon particle in an external electromagnetic field.

The aim of this paper is to make a path integral approach to the Dirac equation ${ }^{6}$
$\partial_{t} \phi(t, \mathbf{x})=[-\alpha(\mathbf{\partial}-i e \mathbf{A}(t, \mathbf{x}))-i m \beta-i e \Phi(t, \mathbf{x})] \phi(t, \mathbf{x})$
for a particle of rest mass $m$ and charge $e$ in an external electromagnetic field. Here $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$, and the $\alpha_{j}$ and $\beta$ are the Dirac matrices. $\Phi(t, \mathbf{x})$ and $\mathbf{A}(t, \mathbf{x})$ are, respectively, the scalar and vector potentials of the field. The natural units are used in which the light velocity $c$ and the constant $\hbar=h / 2 \pi$ with Planck's constant $h$ equal 1.

In this paper we present a construction of path space measures and establish path integral formulas which represent the fundamental solution of the Cauchy problem for (1.1) as well as the retarded and advanced propagators for a Dirac particle, both in two space-time dimensions. The path space measures constructed are countably additive and differ from the Wiener measure. They have support, when $m>0$, on the set of the Lipschitz continuous paths with slopes smaller than or equal to the light velocity 1 , while, when $m=0$, on the set of the paths with slopes exactly equal to the light velocity 1 . This support property reminds us of the "Zitterbewegung"" of the Dirac particle. The theory can
also be applied to two cases in four space-time dimensions, the path integral for the free Dirac equation and that for the Dirac equation for a central electric field, for they are reduced to the equations with two independent variables by use of the Radon transform and the spherical coordinates, respectively. The path integral formulas established show a close analogy with the Feynman-Kac formula and the Feyn-man-Kac-Itô formula for the heat equation. It is further seen by a heuristic argument that they coincide with what is obtained from the phase space path integral ${ }^{8}$ or Hamiltonian path integral. ${ }^{9}$

Our construction of each countably additive path space measure follows Nelson's method ${ }^{10}$ of construction of the Wiener measure. Crucial is the proof of continuity of a certain linear functional on the Banach space of the continuous functions on the path space defined by use of the fundamental solution for the free Dirac equation, which assures application of the Riesz-type representation theorem. The problem is connected with the $L^{\infty}$ well-posedness of the Cauchy problem for a hyperbolic system of the first order with two independent variables.

The previous work ${ }^{11}$ dealt with related and general problems. The present paper focuses on the Dirac equation in relativistic quantum mechanics. The new characteristic feature is the introduction of conditional path space measures so as to make a direct treatment of the fundamental solutions of the Cauchy problems and the propagators. The path integral formulas for the propagators (Theorem 2.3) were quoted without detailed proof in Ref. 12.

Section II is devoted to path integral representations for the fundamental solutions of Cauchy problems with the Dirac equation and the retarded and advanced propagators, in two space-time dimensions. The characteristic functionals of the path space measures are also given. The proof is given in Sec. III. Section IV is concerned with the path integral for the Dirac equation in four space-time dimensions. Section $V$ refers to a heuristic derivation of the path integral for the Dirac equation. All the treatments but in this section are mathematically rigorous.
$\mathbb{C}^{d}$ is the vector space of complex $d$-column-vectors and $\left(\mathbb{C}^{d}\right)^{\prime}$ that of complex $d$-row-vectors. $M_{d}(\mathbb{C})$ is a vector space
complex $d \times d$ matrices. The norm of a $d \times d$ matrix $N=\left(N_{j k}\right)$ is defined by $|N|=\max _{1<j<d} \Sigma_{k=1}^{d}\left|N_{j k}\right| .\langle\cdot, \cdot\rangle$ is the bilinear inner product and $(\cdot$,$) the physicist's inner pro-$

## duct.

## II. PATH INTEGRAL REPRESENTATIONS

In two space-time dimensions, we give path integral formulas for the fundamental solutions of two Cauchy problems with the Dirac equation. ${ }^{6}$ One of them is further used to give path integral formulas for the retarded and advanced propagators. By $|r, s|$ is meant the interval $\{t ; r \leqslant t \leqslant s\}$ or $\{t$; $r \geqslant t \geqslant s\}$ according to $r<s$ or $r>s$. We use the convention of summation over repeated Greek indices.

## A. The fundamental solutions of the Cauchy problems

We consider the Dirac equation (1.1) in two-dimensional space-time. We write $A^{0}(t, x)=\Phi(t, \mathbf{x})$ and $A^{1}(t, x)=\mathbf{A}(t, \mathbf{x})$. Set $A_{\rho}(t, x)=g_{\rho \sigma} A^{\sigma}(t, x), \rho=0,1$, with the metric tensor

$$
\left(g_{\rho \sigma}\right)=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

Then Eq. (1.1) becomes

$$
\begin{gather*}
\partial_{t} \phi(t, x)=\left[-\alpha\left(\partial_{x}+i e A_{1}(t, x)\right)-i m \beta-i e A_{0}(t, x) \phi(t, x)\right] \\
t \in \mathbb{R}, x \in \mathbb{R} . \tag{2.1}
\end{gather*}
$$

Here $\alpha$ and $\beta$ are $2 \times 2$ Hermitian matrices with $\alpha^{2}=\beta^{2}=1$ and $\alpha \beta+\beta \alpha=0$. We assume for simplicity that the $A_{\rho}(t, x)$, $\rho=0,1$, are real-valued continuous functions in space-time $\mathbb{R} \times \mathbb{R}=\mathbb{R}^{2}$. One Cauchy problem we consider is that for (2.1) with data $\phi(r, x)=g(x)$.

By putting $x^{0}=t$ and $x^{1}=x,(2.1)$ is rewritten as

$$
\begin{align*}
i H \phi(x) \equiv & {\left[\left(\partial_{0}+i e A_{0}(x)\right)\right.} \\
& \left.+\alpha\left(\partial_{1}+i e A_{1}(x)\right)+i m \beta\right] \phi(x)=0 \tag{2.2}
\end{align*}
$$

where $x=\left(x^{0}, x^{1}\right) \in \mathbb{R}^{2}$ and $\partial_{\rho}=\partial / \partial x^{\rho}, \rho=0,1 . H$ is essentially self-adjoint on $C_{0}^{\infty}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$, and defines ${ }^{13}$ a self-adjoint operator in $L^{2}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$.

We introduce the proper time ${ }^{14} \tau$ to consider the other Cauchy problem for

$$
\begin{equation*}
\partial_{\tau} \psi(\tau, x)=-i H \psi(\tau, x), \quad \tau \in \mathbb{R}, x \in \mathbb{R}^{2} \tag{2.3}
\end{equation*}
$$

with data $\psi(r, x)=g(x)$. Let $K^{\mathrm{I}}(s, x ; r, y)$ and $K^{\mathrm{II}}(s, x ; r, y)$ be the fundamental solutions of the Cauchy problems for (2.1) and (2.2), respectively:

$$
\begin{align*}
& \phi(s, x)=\int_{\mathbf{R}} K^{1}(s, x ; r, y) g(y) d y  \tag{2.4}\\
& \psi(s, x)=\left(e^{-i(s-r) H} g\right)(x)=\int_{\mathbf{R}^{2}} K^{\mathrm{II}}(s, x ; r, y) g(y) d y \tag{2.5}
\end{align*}
$$

Then they admit the following path integral representations. Set $A(t, x)=\left(A_{0}(t, x), A_{1}(t, x)\right) . M_{2}(\mathbb{C})$ is the space of complex $2 \times 2$ matrices.

Theorem 2.1: There exists a unique $\mathscr{S}^{\prime}\left(\mathbb{R} \times \mathbb{R} ; M_{2}(\mathbb{C})\right.$ )valued countably additive measure $v_{s, r}^{\mathrm{I}}$ on the Banach space $C(|r, s| ; \mathbb{R})$ of the one-dimensional continuous path $X:|r, s| \rightarrow \mathbb{R}$ such that for every $A(t, x)$,

$$
\begin{aligned}
& \iint_{\mathbf{R} \times \mathbf{R}} \overline{f(x)} K^{\mathrm{I}}(s, x ; r, y) g(y) d x d y \\
& \quad=\int\left(f, d v_{s ; r}^{\mathrm{I}}(X) g\right) \exp \left[-\mathrm{i}\left(\int_{r}^{s} e A_{0}(t, X(t)) d t\right.\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.\left.+\int_{r}^{s} e A_{1}(t, X(t)) d X(t)\right)\right] \tag{2.6}
\end{equation*}
$$

with $(f, g)$ in $\mathscr{S}\left(\mathbb{R} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \times \mathscr{S}\left(\mathbb{R} ; \mathbb{C}^{2}\right)$. The support of $v_{s ; r}^{I}$ is on the set of the Lipschitz continuous paths $X:|r, s| \rightarrow \mathbb{R}$ satisfying

$$
\text { for each } a, b \text { with } r \leqslant a<b \leqslant s \text { when } r<s
$$

$$
\text { or } r \geqslant a>b \geqslant s \text { when } r>s,
$$

$$
|X(b)-X(a)| \leqslant|b-a|
$$

$$
\begin{equation*}
[|X(b)-X(a)|=|b-a| \text { in case } m=0] \tag{2.7}
\end{equation*}
$$

The set function $v_{s, f, r, g}^{I}$ defined by

$$
\begin{equation*}
v_{s, f ; r, g}^{\mathrm{I}}(\cdot)=\left\langle\bar{f} \otimes g, \quad v_{s ; r}^{\mathrm{I}}(\cdot)\right\rangle=\left(f, v_{s ; r}^{\mathrm{I}}(\cdot) g\right) \tag{2.8}
\end{equation*}
$$

is a complex-valued countably additive measure on the Banach space $C(|r, s| ; \mathbb{R})$ with support on the set of the Lipschitz continuous paths $X$ satisfying (2.7) and $X(r) \in \operatorname{supp} g, X(s) \in$ $\operatorname{supp} f$.

Theorem 2.2: There exists a unique $\mathscr{S}^{\prime}\left(\mathbb{R}^{2} \times \mathbb{R}^{2} ; M_{2}(\mathbb{C})\right)$ valued countably additive measure $v_{s ; r}^{\mathrm{II}}$ on the Banach space $C\left(|r, s| ; \mathbb{R}^{2}\right)$ of the two-dimensional continuous paths $X:|r, s| \rightarrow \mathbb{R}^{2}, X(\tau)=\left(X^{0}(\tau), X^{1}(\tau)\right)$, such that for every $A(x)$,

$$
\begin{align*}
\left(f, e^{-i(s-r) H} g\right) & =\iint_{\mathbf{R}^{2} \times \mathbf{R}^{2}} \overline{f(x)} K^{\mathrm{II}}(s, x ; r, y) g(y) d x d y \\
& =\int\left(f, d v_{s, r}^{\mathrm{II}}(X) g\right) \exp \left[-i \int_{r}^{s} e A_{\rho}(X(\tau)) d X^{p}(\tau)\right] \tag{2.9}
\end{align*}
$$

with $(f, g)$ in $\mathscr{S}\left(\mathbf{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \times \mathscr{S}\left(\mathbf{R}^{2} ; \mathbb{C}^{2}\right)$. The support of $v_{s ; r}^{\mathrm{II}}$ is on the set of the Lipschitz continuous paths $X:|r, s| \rightarrow \mathbb{R}^{2}$ satisfying
for each $a, b$ with $r \leqslant a<b \leqslant s$ when $r<s$
or $r \geqslant a>b \geqslant s$ when $r>s$,

$$
\begin{align*}
& X^{0}(b)-X^{0}(a)=b-a,\left|X^{1}(b)-X^{1}(a)\right| \leqslant|b-a| \\
& {\left[\left|X^{1}(b)-X^{1}(a)\right|=|b-a| \text { in case } m=0\right] .} \tag{2.10}
\end{align*}
$$

The set function $v_{s, f, r, g}^{\mathbf{I I}}$ defined by

$$
\begin{equation*}
v_{s, f, r, g}^{\mathrm{II}}(\cdot)=\left\langle\bar{f} \otimes g, v_{s, r}^{\mathrm{II}}(\cdot)\right\rangle=\left(f, v_{s, r}^{\mathrm{II}}(\cdot) g\right) \tag{2.11}
\end{equation*}
$$

is a complex-valued countably additive measure on the Banach space $C\left(|r, s| ; \mathbb{R}^{2}\right)$ with support on the set of the Lipschitz continuous paths $X$ satisfying (2.10) and $X(r) \in \operatorname{supp} g, X(s) \in$ $\operatorname{supp} f$.

Remark 1: $v_{s, r}^{\mathrm{I}}$ and $v_{s ; r}^{\mathrm{II}}$ may be regarded as conditional path space measures (cf. conditional Wiener measure ${ }^{5}$ ). In fact, introduce formal conditional path space measures $v_{s, x ; r, y}^{\mathrm{I}}$ and $v_{s, x ; r, y}^{\mathrm{II}}$ as

$$
v_{s, f, r, g}^{\mathrm{I}}(\cdot)=\iint_{\mathbf{R} \times \mathbf{R}} \overline{f(x)} v_{s, x ; r, y}^{\mathrm{I}}(\cdot) g(y) d x d y
$$

and

$$
v_{s, f, r, g}^{\mathrm{II}}(\cdot)=\iint_{\mathbf{R}^{2} \times \mathbf{R}^{2}} \overline{f(x)} v_{s, x, r, y}^{\mathrm{II}}(\cdot) g(y) d x d y
$$

Then Theorems 2.1 and 2.2 look like

$$
\begin{align*}
K^{\mathrm{I}}(s, x ; r, y)= & \int d v_{s, x ; r, y}^{\mathrm{I}}(X) \exp \left[-i\left(\int_{r}^{s} e A_{0}(t, X(t)) d t\right.\right. \\
& \left.\left.+\int_{r}^{s} e A_{1}(t, X(t)) d X(t)\right)\right] \tag{2.6}
\end{align*}
$$

and

$$
\begin{equation*}
K^{\mathrm{II}}(s, x ; r, y)=\int d v_{s, x ; r, y}^{\mathrm{II}}(X) \exp \left[-i \int_{r}^{s} e A_{\rho}(X(\tau)) d X^{\rho}(\tau)\right] . \tag{2.9}
\end{equation*}
$$

Remark 2: The characteristic functionals of the path space measures $v_{s, f ; r, g}^{\mathrm{I}}$ and $v_{s, f ; r, g}^{\mathrm{II}}$ are given as follows. $T$ is the timeordering symbol.
(i)

$$
\begin{aligned}
C_{s, f, r, g}^{1}(Y) & \equiv \int d v_{s, f ; r, g}^{\mathrm{I}}(X) \exp \left[i \int_{r}^{s} X(t) Y(t) d t\right] \\
& =\int_{\mathbb{R}} \overline{\tilde{f}\left(p+\int_{r}^{s} Y(t) d t\right)} \operatorname{Texp}\left\{i \int_{r}^{s}\left[\alpha\left(p+\int_{r}^{u} Y(t) d t\right)+m \beta\right] d u\right\} \tilde{g}(p) d p
\end{aligned}
$$

where

$$
\begin{aligned}
& \tilde{f}(p)=(2 \pi)^{-1 / 2} \int_{\mathbf{R}} e^{-i x p} f(x) d x \\
& \text { (ii) } \\
& \begin{aligned}
C_{s, f, r, g}^{\mathrm{II}}(Y) & \equiv \int d v v_{s, f, r, g}^{\mathrm{II}}(X) \exp \left[i \int_{r}^{s} X(\tau) Y(\tau) d \tau\right] \\
& =\int_{\mathbf{R}^{2}} \overline{\tilde{f}} \overline{\left(p+\int_{r}^{s} Y(\tau) d \tau\right)} T \exp \left\{i \int_{r}^{s}\left[\left(p_{0}+\int_{r}^{u} Y_{0}(\tau) d \tau\right)+\alpha\left(p_{1}+\int_{r}^{u} Y_{1}(\tau) d \tau\right)+m \beta\right] d u\right\} \tilde{g}(p) d p
\end{aligned}
\end{aligned}
$$

where

$$
\widetilde{f}(p)=(2 \pi)^{-1} \int_{\mathbb{R}^{2}} e^{-i x p} f(x) d x
$$

and $x p=x^{\rho} p_{\rho}$ and $X(\tau) Y(\tau)=X^{\rho}(\tau) Y_{\rho}(\tau)$.
Remark 3: Typical paths which have the property (2.7) or (2.10) are the zigzag paths, which reminds us of the "Zitterbewegung" ${ }^{7}$ of the Dirac particle.

Remark 4: Feynman and Hibbs ${ }^{3}$ give briefly a cryptic description of the fundamental solution $K_{0}^{1}(s, x ; r, y)$ of the Cauchy problem for the free Dirac equation in two space-time dimensions (see also Ref. 15 and Ref. 16). It may be interesting to study a relation.

Remark 5: Daletskii ${ }^{17}$ treated some related problem but did construct no countably additive path space measure.

## B. The retarded and advanced propagators

The propagator ${ }^{18}$ for a two-space-time-dimensional Dirac particle is a $2 \times 2$ matrix-valued function (distribution) which is a solution of the Green's function equation $\left[\gamma^{\rho}\left(-i \partial_{\rho}+e A_{\rho}(x)\right)+m\right] S(x, y ; m)=\delta(x-y), \quad x, y \in \mathbb{R}^{2}$.

Here $\gamma^{0}=\beta$ and $\gamma^{1}=\beta \alpha . \gamma^{0}$ is Hermitian and $\gamma^{1}$ anti-Hermitian with $\gamma^{\rho} \gamma^{\sigma}+\gamma^{\sigma} \gamma^{\rho}=2 g^{\rho \sigma} 1$, where $\rho, \sigma=0,1$. The convention of summation over repeated Greek indices is used. The left-hand side of (2.12) is nothing but $\gamma^{0} H S(x, y ; m)$.

Then the retarded and advanced propagators $S_{\mathrm{ret}}$ $(x, y ; m)$ and $S_{\text {adv }}(x, y ; m)$ have the following path integral representations.

Theorem 2.3: For $(f, g)$ in $\mathscr{D}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \times \mathscr{D}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$,
$\iint_{\mathbf{R}^{2} \times \mathbf{R}^{2}} \overline{f(x)} S_{\text {ret }}(x, y ; m) g(y) d x d y$

$$
\begin{equation*}
=i \int_{0}^{\infty} d \tau \int\left(f, d v_{\tau, 0}^{\mathrm{II}}(X) \gamma^{0} g\right) \exp \left[-i \int_{0}^{\tau} e A_{\rho}(X(s)) d X^{\rho}(s)\right] \tag{2.13}
\end{equation*}
$$

and
$\iint_{\mathbf{R}^{2} \times \mathbf{R}^{2}} \overline{f(x)} S_{\mathrm{adv}}(x, y ; m) g(y) d x d y$

$$
\begin{equation*}
=-i \int_{-\infty}^{0} d \tau \int\left(f, d v_{r, 0}^{\mathrm{I}}(X) \gamma^{0} g\right) \exp \left[-i \int_{0}^{\tau} e A_{\rho}(X(s)) d X^{p}(s)\right] \tag{2.14}
\end{equation*}
$$

Remark 1: With the formal conditional path space measure $v_{\tau, x ; 0, y}^{\mathrm{II}}$ introduced in Remark 1 to Theorems 2.1 and 2.2, (2.13) and (2.14) become

$$
\begin{align*}
& S_{\mathrm{ret}}(x, y ; m) \\
& \quad=i \int_{0}^{\infty} d \tau \int d \nu_{\tau, x ; 0, y}^{\mathrm{II}}(X) \gamma^{0} \exp \left[-i \int_{0}^{\tau} e A_{\rho}(X(s)) d X^{\rho}(s)\right] \tag{2.13}
\end{align*}
$$

and

$$
\begin{align*}
& S_{\mathrm{adv}}(x, y ; m) \\
& =-i \int_{-\infty}^{0} d \tau \int d v_{\tau, x ; 0, y}^{\mathrm{II}}(X) \gamma^{0} \exp \left[-i \int_{0}^{\tau} e A_{\rho}(X(s)) d X^{\rho}(s)\right] \tag{2.14}
\end{align*}
$$

Remark 2: For the Feynman propagator $S_{F}(x, y ; m)$ we have not such a neat formula.

Proof of Theorem 2.3: We prove only (2.13) for the retarded propagator. The proof for the advanced propagator is similar. Let $(f g)$ be in $\mathscr{D}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \times \mathscr{D}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$. Note that $H$ is a self-adjoint operator in $L^{2}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ and

$$
(\epsilon+i H)^{-1}=\int_{0}^{\infty} d \tau e^{-\epsilon \tau} e^{-i \tau H} .
$$

Then by Theorem 2.2 we have

$$
\begin{align*}
\left(f, i(\epsilon+i H)^{-1} \gamma^{0} g\right)= & i \int_{0}^{\infty} d \tau e^{-\epsilon \tau} \int\left(f, d v_{\tau ; 0}^{\mathrm{II}}(X) \gamma^{0} g\right) \\
& \times \exp \left[-i \int_{0}^{\tau} e A_{\rho}(X(s)) d X^{\rho}(s)\right] . \tag{2.15}
\end{align*}
$$

Since $f$ and $g$ have compact support, the $\tau$-integral on the right-hand side of(2.15) is reduced to that over a finite interval in view of the support property of $v_{f, r, 0, g}^{\mathrm{II}}$. Therefore, it converges to the right-hand side of (2.13) as $\epsilon \downarrow 0$, by the Lebesgue bounded convergence theorem. On the other hand, by definition of the retarded propagator the left-hand side of (2.15) converges to that of (2.13) as $\epsilon \downarrow 0$. This proves Theorem 2.3.

## III. PROOFS OF THEOREMS 2.1 AND 2.2

We shall prove only Theorem 2.2. Theorem 2.1 will be shown similarly. Without loss of generality we may assume $r=0$ to construct $v_{s ; 0}^{1 \mathrm{I}}$. The proof consists of three parts. First we construct the path space measure $\nu_{s ; 0}^{\mathrm{II}}$ and then study its support property. Finally we establish the formula (2.9).

## A. Construction of the path space measure $v_{s, o}^{\|}$

We construct $\nu_{s ; 0}$, following Nelson's method ${ }^{10,5,19}$ of construction of the Wiener measure.

First consider the Cauchy problem for the free equation to (2.3),

$$
\begin{align*}
\partial_{\tau} \psi(\tau, x) & =-i H_{0} \psi(\tau, x) \\
\equiv & {\left[-\partial_{0}-\alpha \partial_{1}-i m \beta\right] \psi(\tau, x), } \\
& \tau \in \mathbf{R}, x=\left(x^{0}, x^{1}\right) \in \mathbb{R}^{2}, \tag{3.1}
\end{align*}
$$

with initial data $\psi(0, x)=g(x)$. Let $K_{0}^{\mathrm{II}}(s, x)$ be the fundamental solution

$$
\psi(s, x)=\left(e^{-i s H_{0}} g\right)(x)=\int_{\mathbb{R}^{2}} K_{0}^{\mathbf{I}(s, x-y) g(y) d y}
$$

It is given by

$$
\begin{align*}
K_{0}^{\mathrm{II}}(s, x)= & 2^{-1} \delta\left(x^{0}-s\right)\left[\partial_{s}-\alpha \partial_{1}-i m \beta\right] \\
& \times\left(J_{0}\left(m\left(s^{2}-\left|x^{1}\right|^{2}\right)^{1 / 2}\right) \theta\left(s-\left|x^{1}\right|\right)\right), \tag{3.2}
\end{align*}
$$

where $J_{0}(t)$ is the Bessel function of order zero, and $\theta(t)$ the Heaviside function $\theta(t)=1$ for $t>0,=0$ for $t<0$. When $m>0$, for each fixed $(s, x) \in \mathbb{R} \times \mathbb{R}^{2}, K_{0}^{\mathrm{II}}(s-r, x-y)$ has support on the union $\Gamma^{\mathrm{II}}(s, x)$ of the backward and forward conoids of dependence
$\Gamma^{\mathrm{II}}(s, x)=\left\{(r, y) \in \mathbb{R} \times \mathbb{R}^{2} ; x^{0}-y^{0}=s-r,\left|x^{1}-y^{1}\right| \leqslant|s-r|\right\}$.
When $m=0$, its support is exactly on the two characteristics. We set

$$
\begin{equation*}
R^{\mathrm{II}}(s, x ; r)=\Gamma^{1 \mathrm{I}}(s, x) \cap\left(\{r\} \times \mathbb{R}^{2}\right) \tag{3.3}
\end{equation*}
$$

$C_{\infty}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ denotes the Banach space of the $\mathbb{C}^{2}$-valued continuous functions in $\mathbb{R}^{2}$ which vanish at infinity. Its dual space, denoted by $M\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right)$, is the Banach space of the $\left(\mathbb{C}^{2}\right)^{\prime}$-valued measures on $\mathbb{R}^{2}$ with bounded variation. ${ }^{20}$

Lemma 3.1: (i) $e^{-i \tau H_{0}}$ is a continuous linear operator of $C_{\infty}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ into itself, and satisfies

$$
\begin{equation*}
\left\|N e^{-i \tau H_{0}} g\right\| \leqslant e^{m|\tau|}\|N g\| \tag{3.4}
\end{equation*}
$$

for $g$ in $C_{\infty}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$. Here $N$ is a unitary matrix satisfying

$$
N \alpha N^{-1}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)
$$

(ii) $e^{-i \tau H_{0}}$ is a continuous linear operator of $M\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ into itself, and satisfies

$$
\begin{equation*}
\left\|N e^{-i \tau H_{0}} \mu\right\| \leqslant e^{m \mid \tau}\|N \mu\|, \tag{3.5}
\end{equation*}
$$

for $\mu$ in $M\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$.
(iii) $e^{-i \tau H_{0}}$ is a continuous linear operator $\mathscr{S}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ into itself.

Proof: (i) implies (iii), and also (ii) by duality. Thus we have only to prove (i). Essential is the $L^{\infty}$ well-posedness of the Cauchy problem for the first-order hyperbolic system with two independent variables, ${ }^{21}$ which can be solved along the characteristics. The solution $\psi(s, x)$ of the Cauchy problem for (3.1) satisfies

$$
\begin{equation*}
|N \psi(\tau, x)| \leqslant e^{m|\tau|} \max \left\{|N \psi(0, y)| ; y \in R^{\text {II }}(\tau, x ; 0)\right\}, \tag{3.6}
\end{equation*}
$$

which implies (3.4).
Now we are ready to construct the path space measure $\boldsymbol{v}_{s, 0}^{\mathrm{II}}$. Let $\dot{\mathbb{R}}^{2}=\mathbb{R}^{2} \cup\{\infty\}$ be the one-point compactification of $\mathbb{R}^{2}$, and for each fixed $s \in \mathbb{R}$ let $\mathscr{X}_{s, 0}=\Pi_{|0, s|} \dot{R}^{2}=\left(\dot{R}^{2}\right)^{|0, s|}$ be the product of the uncountably many copies of $\dot{\mathbb{R}}^{2}$. By the Tychonoff theorem ${ }^{22} \mathscr{P}_{s, 0}$ is a compact Hausdorff space in the product topology. It may be regarded as the space of all paths $X:|0, s| \rightarrow \dot{\mathbb{R}}^{2}$, possibly discontinuous and possibly passing through the infinity $\infty$. Let $C\left(\mathscr{X}_{s, 0}\right)$ be the Banach space of the complex-valued continuous functions on $\mathscr{B}_{s, 0}$ and $C_{\text {fin }}\left(\mathscr{P}_{s, 0}\right)$ the subspace of those $\Phi$ in $C\left(\mathscr{P}_{s, 0}\right)$ for which there exist a finite partition,

$$
\begin{align*}
& 0=s_{0}<s_{1}<\cdots<s_{n}=s \text { when } s>0 \text { or } \\
& 0=s_{0}>s_{1}>\cdots>s_{n}=s \text { when } s<0 \tag{3.7}
\end{align*}
$$

of the interval $|0, s|$ and a complex-valued bounded continuous function $F\left(x_{[0]}, x_{(1)}, \ldots, x_{(n)}\right)$ on $\left(\dot{\mathbb{R}}^{2}\right)^{n+1}$ such that

$$
\begin{equation*}
\Phi(X)=F\left(X\left(s_{0}\right), X\left(s_{1}\right), \ldots, X\left(s_{n}\right)\right) \tag{3.8}
\end{equation*}
$$

Define, for each fixed $s \in \mathbb{R}$, a functional $L_{s, 0}(\Phi ; f, \mu)$ which is linear in $\Phi \in C_{\text {fin }}\left(\mathscr{P}_{s, 0}\right)$ and sesquilinear in $(f, \mu) \in C_{\infty}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \times M\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ by

$$
\begin{align*}
L_{s, 0}(\Phi ; f, \mu)= & \int_{\mathbf{R}^{2}} d x_{\{n\}} \cdots \int_{\mathbf{R}^{2}} d x_{(1)} \\
& \times \int_{\mathbf{R}^{2}} \overline{f\left(x_{(n)}\right)} K_{0}^{\mathrm{II}}\left(s_{n}-s_{n-1}, x_{(n)}-x_{(n-1)}\right) \\
& \times K_{0}^{\mathrm{II}}\left(s_{n-1}-s_{n-2}, x_{(n-1)}-x_{(n-2)}\right) \cdots \\
& \times K_{0}^{\mathrm{II}}\left(s_{1}-s_{0}, x_{(1)}-x_{(0)}\right) \\
& \times F\left(x_{(0)}, x_{(1)}, \ldots, x_{(n)}\right) d \mu\left(x_{(0)}\right) . \tag{3.9}
\end{align*}
$$

When stressing the sesquilinearity of $L_{s, 0}(\Phi ; f, \mu)$ we shall write it also $\left(L_{s, 0} \Phi\right)(f, \mu)$.

Then we can make multiple use of Lemma 3.1 to prove the following lemma, which is of crucial importance in this paper.

Lemma 3.2: (i) For each fixed ( $f, \mu$ ) in $C_{\infty}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \times M\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right), L_{s, 0}(\Phi ; f, \mu)$ is well defined on $C_{\text {fin }}\left(\mathscr{P}_{s, 0}\right) ;$ it is independent of the choice of $F$ corresponding to $\Phi$.
(ii) The following inequality holds:

$$
\begin{equation*}
\left|L_{s, 0}(\Phi ; f, \mu)\right| \leqslant C e^{m|s|}\|\Phi\|\|f\|\|\mu\| \tag{3.10}
\end{equation*}
$$

for every $\Phi$ in $C_{\text {fin }}\left(\mathscr{X}_{s, 0}\right)$ and every pair $(f, \mu)$ in $C_{\infty}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \times M\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$, with $C=|N|\left|N^{-1}\right| \leqslant 2$.

The consequence of Lemma 3.2 is the following. Since $C_{\text {fin }}\left(\mathscr{P}_{s, 0}\right)$ is dense in $C\left(\mathscr{P}_{5,0}\right)$ by the Stone-Weierstrass theorem, ${ }^{22}$ the inequality (3.10) holds also for $\Phi \in C\left(\mathscr{P}_{s, 0}\right)$. By Lemma 3.2 $L_{s, 0} \Phi$ is a continuous sesquilinear form on $C_{\infty}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \times M\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$, and so on $\mathscr{S}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \times \mathscr{S}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$, because both linear embeddings of $\mathscr{S}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right)$ into $C_{\infty}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right)$ and of $\mathscr{P}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ into $M\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ are continuous. Then the kernel theorem ${ }^{22}$ enables us to regard $L_{s, 0} \Phi$ as an element in the space

$$
\begin{equation*}
\mathscr{S}^{\prime}\left(\mathbb{R}^{2} \times \mathbb{R}^{2} ; M_{2}(\mathbb{C})\right)=\left(\mathscr{S}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \otimes \mathscr{S}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)\right)^{\prime} \tag{3.11}
\end{equation*}
$$

Here note that $M_{2}(\mathbb{C})=\mathbb{C}^{2} \otimes\left(\mathbb{C}^{2}\right)^{\prime}$. Hence $L_{s, 0}$ is a continuous linear mapping of $C\left(\mathscr{P}_{s, 0}\right)$ into the space (3.11). Further $L_{s, 0}$ is weakly compact ${ }^{23}$ because the space (3.11) is reflexive, and even compact ${ }^{24}$ because the space (3.11) is a Montel space. Then the Riesz-type representation theorem ${ }^{25}$ yields the following representation of $L_{s, 0}$ in terms of a countably additive measure on $\mathscr{X}_{s, 0}$.

Theorem 3.3: There exists a unique countably additive measure $v_{s ; 0}^{\mathrm{I}}$ defined on the Borel sets in $\mathscr{R}_{s, 0}$ and having values in $\mathscr{S}^{\prime}\left(\mathbb{R}^{2} \times \mathbb{R}^{2} ; M_{2}(\mathbb{C})\right)$ such that
(a) $v_{s, 0}^{\mathrm{II}}$ is of bounded $q$-variation for each continuous seminorm $q$ on $\mathscr{S}^{\prime}\left(\mathbb{R}^{2} \times \mathbb{R}^{2} ; M_{2}(\mathbb{C})\right)$, i.e.,

$$
q-\operatorname{Var} v_{s ; 0}^{\mathrm{II}} \equiv \sup q\left(\Sigma_{j} v_{s ; 0}^{\mathrm{II}}\left(E_{j}\right) c_{j}\right)<\infty,
$$

where the supremum is taken over all finite partitions $\left\{E_{j}\right\}$ of $\mathscr{X}_{s, 0}$ into disjoint Borel sets and all collections $\left\{c_{j}\right\}$ of complex numbers with $\left|c_{j}\right| \leqslant 1$;
(b) for each $(f, g)$ in $\mathscr{S}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \times \mathscr{S}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ the set function $v_{s, f ; 0, g}^{\mathrm{II}}$ defined by

$$
v_{s, f, f, g}^{\mathrm{II}}(E)=\left\langle\bar{f} \otimes g, v_{s ; 0}^{\mathrm{II}}(E)\right\rangle=\left(f, v_{s ; 0}^{\mathrm{II}}(E) g\right),
$$

is a complex-valued countably additive regular measure on the Borel sets $E$ in $\mathscr{X}_{s, 0}$;

$$
\text { (c) } \begin{aligned}
\left\|L_{s, 0}\right\|_{q} & \equiv \\
& \equiv \sup \left\{q\left(L_{s, 0} \Phi\right) ;\|\Phi\| \leqslant 1, \Phi \in C\left(\mathscr{P}_{s, 0}\right)\right\} \\
& =q-\operatorname{Var} v_{s, 0}^{I I} \leqslant C^{\prime} e^{m|s|}
\end{aligned}
$$

with a constant $C^{\prime}$ depending only on the seminorm $q$;
(d) for each $\Phi$ in $C\left(\mathscr{X}_{s, 0}\right)$,

$$
\begin{equation*}
L_{s, 0} \Phi=\int_{\mathscr{P}_{s, 0}} d v_{s ; 0}^{1}(X) \Phi(X) . \tag{3.12}
\end{equation*}
$$

Remark 1: In terms of the formal conditional path space measure $\nu_{s, x ; r, y}^{\mathrm{II}}$ in Remark 1 to Theorems 2.1 and 2.2, the expression (3.12) looks like

$$
\begin{equation*}
\left(L_{s, 0} \Phi\right)(x, y)=\int_{\mathscr{R}_{s, 0}} d v_{s, x ; 0, y}^{\mathrm{II}}(X) \Phi(X) \tag{3.12}
\end{equation*}
$$

Remark 2: There is another way to construct a path space measure. First note that we can define $L_{s, 0}(\Phi ; f, \mu)$ to establish Lemma 3.2 for the pair $C\left(\dot{\mathbb{R}}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right), M\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ in place of the pair $C_{\infty}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right)$, $M\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$. Here $C\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right)$ is
the Banach space of the $\left(\mathbb{C}^{2}\right)^{\prime}$-valued continuous functions on $\dot{\mathbb{R}}^{2}$. Its dual space $M\left(\dot{\mathbb{R}}^{2} ; \mathbb{C}^{2}\right)$ is the Banach space of the $\mathbb{C}^{2}$ valued measures on $\mathbb{R}^{2}$ with bounded variation. ${ }^{22}$ Define $L_{s ; 0, \mu}$ by

$$
\left(L_{s ; 0, \mu} \Phi\right)(f)=L_{s, 0}(\Phi ; f, \mu),
$$

with a fixed $\mu \in M\left(\dot{\mathbb{R}}^{2} ; \mathbb{C}^{2}\right)$, for $\Phi \in C\left(\mathscr{X}_{s, 0}\right)$ and $f \in C\left(\dot{\mathbf{R}}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right)$. By the Riesz representation theorem, $L_{s ; 0, \mu} \Phi$ is regarded as an element in $M\left(\dot{\mathbb{R}}^{2} ; \mathbb{C}^{2}\right)$, so that $L_{s, 0, \mu}$ is a continuous linear operator of $C\left(\mathscr{P}_{s, 0}\right)$ into $M\left(\dot{\mathbb{R}}^{2} ; \mathrm{C}^{2}\right)$. Further it is seen ${ }^{26}$ that $L_{s ; 0, \mu}$ is weakly compact. Then by the Riesz-type representation theorem, ${ }^{27}$ there exists a unique countably additive measure $v_{s i}^{\mathrm{II}, \mu, \mu}$ defined on the Borel sets in $\mathscr{Q}_{s, 0}$ and having values in $M\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ such that
(a) $v_{s, 0, \mu}^{\mathrm{II}}$ is of bounded variation;
(b) for each $f$ in $C\left(\dot{\mathbb{R}}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right)$ the set function $v_{s, j ;, \mu}^{\mathrm{II}}$ defined by

$$
v_{s, f, 0, \mu}^{\mathrm{II}}(E)=\left\langle\bar{f}, v_{s ; 0, \mu}^{\mathrm{II}}(E)\right\rangle
$$

is a complex-valued countably additive regular measure on the Borel sets $E$ in $\mathscr{P}_{s, 0}$;
(c) $\left\|L_{s ; 0, \mu}\right\|=\operatorname{Var} v_{s ; 0, \mu}^{\mathrm{II}} \leqslant C e^{m \mid s}\|\mu\|$ with $C=|N|\left|N^{-1}\right|$;
(d) for each $\Phi$ in $C\left(\mathscr{P}_{s, 0}\right)$,

$$
L_{s ; 0, \mu} \Phi=\int_{\mathscr{X}_{s}, 0} d v_{s ; 0, \mu}^{\mathrm{II}}(X) \Phi(X)
$$

Notice we can choose, for $\mu, \delta_{y}^{1} \equiv\binom{\delta_{y}}{0}$ or $\delta_{y}^{2} \equiv\binom{0}{\delta_{y}}$, where $\delta_{y}=\delta(\cdot-y)$ is the Dirac measure at $y$, an element of $M\left(\dot{\mathbb{R}}^{2}\right)$. Further details are omitted.

## B. Support of the path space measure $v_{s ; o}^{\prime \prime}$

We shall now see the measure $v_{s, 0}^{\mathrm{II}}$ has the support property as in Theorm 2.2. Let us introduce the infinity path $X_{\infty}$ by $X_{\infty}(\tau)=\infty$ for every $\tau \in|r, s|$. It suffices then to show the support of $v_{s ; 0}^{1 I}$ is concentrated on the set
$S(0, s)=\left\{X \in \mathscr{R}_{s, 0} ; X:|0, s| \rightarrow \mathbb{R}^{2}\right.$ and (2.10) with $r=0$ holds $\} \cup\left\{X_{\infty}\right\}$.
For (2.10) implies the Lipschitz continuity of $X$, and if $f$ and $g$ are rapidly decreasing we have $\left(f, v_{s, 0}\left(\left\{X_{\infty}\right)\right) g\right)=0$. For $0 \leqslant a<b \leqslant s$ when $s>0$ or $0 \geqslant a>b \geqslant s$ when $s<0$ let $G(a, b)$ be the set of those $X$ in $\mathscr{P}_{s, 0}$ for which one of the following two holds:
(i) both $X(a)$ and $X(b)$ are in $\mathbb{R}^{2}$ and either
$X^{0}(b)-X^{0}(a) \neq b-a$ or $\left|X^{1}(b)-X^{1}(a)\right|>|b-a| ;$
(ii) one of $X(a)$ and $X(b)$ is in $\mathbb{R}^{2}$ but the other is $\infty$. Then the $G(a, b)$ are all open in $\mathscr{X}_{s, 0}$, and

$$
S(0, s)^{c}=U G(a, b)
$$

where the union is taken over all $a, b$ with $0 \leqslant a<b \leqslant s$ when $s>0$ or $0 \geqslant a>b \geqslant s$ when $s<0$.

To show $v_{s ; 0}^{\mathrm{II}}$ vanishes on $S(0, s)^{C}$ we have only to show, by localization principle of a measure, ${ }^{28}$ that $v_{s ; 0}^{\mathrm{II}}$ vanishes on each $G(a, b)$. Since $C_{\text {fin }}\left(\mathscr{P}_{s, 0}\right)$ is dense in $C\left(\mathscr{X}_{s, 0}\right)$ we have only to prove that $L_{s, 0}(\Phi ; f, g)=0$ for every $\Phi \in C_{\text {fin }}\left(\mathscr{P}_{s, 0}\right)$ with supp $\Phi \subseteq G(a, b)$ and for every pair $(f, g)$ in $\mathscr{S}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \times \mathscr{S}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$. If $\Phi$ is in $C_{\text {fin }}\left(\mathscr{P}_{s, 0}\right)$ there are a finite partition (3.7) of the interval $|0, s|$ and a bounded continuous
function $F\left(x_{(0)}, x_{(1)}, \ldots, x_{(n)}\right)$ on $\left(\dot{\mathbb{R}}^{2}\right)^{n+1}$ such that (3.8) holds. We may assume that $s_{j}=a, s_{k}=b$ for some $j<k$, so that $\operatorname{supp} F$ is included in the set of those points $\left(x_{(0)}, x_{(1)}, \ldots, x_{(n)}\right)$ in $\left(\dot{\mathbb{R}}^{2}\right)^{n+1}$ for which one of the following two holds:
(i) both $x_{(j)}=\left(x_{(j)}^{0}, x_{(i)}^{1}\right)$ and $x_{(k)}=\left(x_{(k)}^{0}, x_{(k)}^{1}\right)$ are in $\mathbb{R}^{2}$ and either $x_{(k)}^{0}-x_{j)}^{0} \neq s_{k}-s_{j}$ or $\left|x_{(k)}^{1}-x_{j j}^{1}\right|>\left|s_{k}-s_{j}\right|$;
(ii)' one of $x_{(j)}$ and $x_{(k)}$ is in the $\mathbb{R}^{2}$ but the other is $\infty$. Therefore, especially, if $\left(x_{(0)}, x_{(1)}, \ldots, x_{(n)}\right)$ is a point in $\left(\mathbb{R}^{2}\right)^{n+1}$, there exists an integer $l$ with $j<l \leqslant k$ such that either $x_{(l)}^{0}-x_{(l-1)}^{0} \neq s_{l}-s_{l-1}$ or $\left|x_{(l)}^{1}-x_{(l-1)}^{1}\right|>\left|s_{l}-s_{l-1}\right|$. By the support property of the fundamental solution $K_{0}^{\text {II }}$ $(s-r, x-y)$, we have $K_{0}^{\text {II }}\left(s_{l}-s_{l-1}, x_{(l)}-x_{(l-1)}\right)=0$. It follows from (3.9) with $d \mu\left(x_{(0)}\right)=g\left(x_{(0)}\right) d x_{(0)}$ that $L_{s, 0}$ $(\Phi ; f, g)=0$.

The assertion for $m=0$ will also be seen from the support property of $K_{o}^{\mathrm{II}}(s-r, x-y)$. This proves the support property of $v_{s ; 0}^{\mathrm{II}}$.

## C. Proof of the path integral formula (2.9)

We prove the formula (2.9) with $r=0$. We note the proof of the path integral formula (2.6) is analogous, though more complicated because of the $t$-dependence of $A(t, x)$. The proof of the general case is referred to Ref. 11.

To prove (2.9) with $r=0$, define the operator

$$
\begin{equation*}
(T(\tau) g)(x)=\int_{\mathbf{R}^{2}} K_{0}^{\mathrm{II}}(\tau, x-y) \exp \left[-i e A_{\rho}(y)\left(x^{\rho}-y^{\rho}\right)\right] g(y) d y \tag{3.13}
\end{equation*}
$$

for $g$ in $C_{\infty}^{1}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$, the Banach space of the $\mathbb{C}^{2}$-valued continuously differentiable functions in $\mathbb{R}^{2}$ which together with their first derivatives vanish at infinity.

We need the following lemma.
Lemma 3.4: Assume $A(x)$ is in $C_{0}^{\infty}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)$. Then $T(\tau)$ defines a bounded linear operator of $C_{\infty}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ into itself and $\|T(\tau)\| \leqslant C e^{m|\tau|}$ with a constant $C$. Further $\partial_{\tau}(T(\tau) g)$ converges to $-i H g$ in the norm of $L^{\infty}$ as $\tau \rightarrow 0$.

Proof: The first half follows from the $L^{\infty}$ well-posedness of the Cauchy problem for (3.1). To show the second note that, for fixed $(\tau, x) \in \mathbb{R} \times \mathbb{R}^{2}$, the support $R^{\text {II }}(\tau, x ; 0)$ in $y$ of $K_{0}^{\mathrm{II}}(\tau, x-y)$ is bounded, and

$$
\partial_{\tau} K_{0}^{\mathrm{II}}(\tau, x-y)=\left[\partial_{y^{0}}+\alpha \partial_{y^{1}}-i m \beta\right] K_{0}^{\mathrm{II}}(\tau, x-y)
$$

Thus we have

$$
\begin{aligned}
\partial_{\tau}(T(\tau) g)(x)= & -\int_{\mathbf{R}^{2}}\left\{K_{0}^{\mathrm{II}}(\tau, x-y) \partial_{y^{0}}\left(\exp \left[-i e A_{\rho}(y)\left(x^{\rho}-y^{\rho}\right)\right] g(y)\right)\right. \\
& +\alpha K_{0}^{\mathrm{II}}(\tau, x-y) \partial_{y^{\prime}}\left(\exp \left[-i e A_{\rho}(y)\left(x^{\rho}-y^{\rho}\right)\right] g(y)\right) \\
& \left.+i m \beta K_{0}^{\mathrm{II}}(\tau, x-y) \exp \left[-i e A_{\rho}(y)\left(x^{\rho}-y^{\rho}\right)\right] g(y)\right\} d y
\end{aligned}
$$

Then
$\partial_{\tau}(T(\tau) g)(x)+i(H g)(x)$

$$
\begin{aligned}
= & -\left\{\int_{\mathbf{R}^{2}} K_{0}^{\mathrm{II}}(\tau, x-y) \exp \left[-i e A_{\rho}(y)\left(x^{\rho}-y^{\rho}\right)\right]\left[\partial_{y^{0}}+i e A_{0}(y)-i\left(\partial_{y^{0}} e A_{\rho}(y)\right)\left(x^{\rho}-y^{\rho}\right)\right] g(y) d y\right. \\
& \left.-\left(\partial_{x^{0}}+i e A_{0}(x)\right) g(x)\right\} \\
& -\alpha\left\{\int_{\mathbf{R}^{2}} K_{0}^{\mathrm{IL}}(\tau, x-y) \exp \left[-i e A_{\rho}(y)\left(x^{\rho}-y^{\rho}\right)\right]\left[\partial_{y^{1}}+i e A_{1}(y)-i\left(\partial_{y^{1}} e A_{\rho}(y)\right)\left(x^{\rho}-y^{\rho}\right)\right]_{g(y) d y}\right. \\
& \left.-\left(\partial_{x^{1}}+i e A_{1}(x)\right) g(x)\right\} \\
& -i m \beta\left\{\int_{\mathbf{R}^{2}} K_{0}^{\mathrm{II}}(\tau, x-y) \exp \left[-i e A_{\rho}(y)\left(x^{\rho}-y^{\rho}\right)\right] g(y) d y-g(x)\right\} .
\end{aligned}
$$

The right-hand side above converges to zero in the norm of $L_{\infty}$ as $\tau \rightarrow 0$. Lemma 3.4 is thus proved.
Now we are in a position to prove the path integral formula (2.9) with $r=0$. By (3.9) in Theorem 3.3 we have for $(f, g)$ in $\mathscr{S}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \times \mathscr{S}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ with $s_{j}=j s / n$

$$
\begin{equation*}
\left(f, T(s / n)^{n} g\right)=\int\left(f, d v_{s ; 0}^{11}(X) g\right) \exp \left[-i \sum_{j=1}^{n} A_{\rho}\left(X\left(s_{j-1}\right)\right)\left(X^{\rho}\left(s_{j}\right)-X^{\rho}\left(s_{j-1}\right)\right)\right] . \tag{3.14}
\end{equation*}
$$

The integrand on the right hand of (3.14) is uniformly bounded, and convergent to $\exp \left[-i \int_{o}^{s} A_{\rho}(X(\tau)) d X^{\rho}(\tau)\right]$ as $n \rightarrow \infty$ for every Lipschitz continuous path $X:|0, s| \rightarrow \mathbb{R}^{2}$, i.e, for almost every path $X$, because $v_{s, f ; 0, g}^{\mathrm{II}}$ has, as seen in Sec. III B, support on the set of the Lipschitz continuous paths. Thus by the Lebesgue bounded convergence theorem, the right-hand side of (3.14) converges to that of (2.9) as $n \rightarrow \infty$.

To show the convergence of the left-hand side of (3.14) we assume first that $A(x)$ is in $C_{0}^{\infty}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)$. In fact, we show that $T(s / n)^{n} g$ converges to $e^{-i s H} g$ in the norm of $L^{\infty}$ as
$n \rightarrow \infty$.
By Lemma 3.4 we can see that for every $g$ in $C_{\infty}^{1}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ $\left\|\partial_{\tau}\left(T(\tau)-e^{-i \tau H}\right) g\right\| \rightarrow 0$
as $\tau \longrightarrow 0$. Since

$$
\begin{aligned}
& \left\|n\left(T(s / n)-e^{-i(s / n) H}\right) g\right\| \\
& \quad=n\left\|\int_{0}^{s / n} \partial_{\tau}\left(T(\tau)-e^{-i \tau H}\right) g d \tau\right\| \\
& \quad \leqslant s \sup _{\tau \in|0, s / n|}\left\|\partial_{\tau}\left(T(\tau)-e^{-i \tau H}\right) g\right\|,
\end{aligned}
$$

we have

$$
\begin{equation*}
\left\|n\left(T(s / n)-e^{-i(s / n) H}\right) g\right\| \rightarrow 0 \text { as } n \rightarrow \infty . \tag{3.15}
\end{equation*}
$$

Further $\left\{n\left(T(s / n)-e^{-i(s / n) H}\right)\right\}_{n=1}^{\infty}$ is a family of bounded operators of $C_{\infty}^{1}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ into $C_{\infty}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ and for each fixed $g$ in $C_{\infty}^{1}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$,

$$
\begin{equation*}
\left\|n\left(T(s / n)-e^{-i(s / n) H}\right) g\right\| \tag{3.16}
\end{equation*}
$$

is uniformly bounded for $n$. Therefore, by the uniform boundedness principle, ${ }^{22}(3.16)$ is uniformly bounded for both $n$ and $g$ in the unit ball of $C_{\infty}^{1}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$. It follows that the convergence in (3.15) is uniform on compact subsets of $C_{\infty}^{1}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$. Since

$$
\begin{aligned}
& \left\|\left(T(s / n)^{n}-e^{-i s H}\right) g\right\| \\
& \quad=\| \sum_{j=1}^{n} T(s / n)^{j-1}\left(T(s / n)-e^{-i(s / n) H}\right) e^{-i((n-j) s / n) H} g| |
\end{aligned}
$$

with $C=|N|\left|N^{-1}\right|$ by Lemma 3.1, and the set $\left\{e^{-i \tau H} g\right.$; $\tau \in|0, s|\}$ is a compact subset of $C_{\infty}^{1}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$, the theorem is proved for $A$ in $C_{0}^{\infty}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)$.

Next we assume that $A$ is in $C\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)$. Choose a sequence $\left\{A^{(n)}(x)\right\}_{n=1}^{\infty}$ in $C_{0}^{\infty}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)$ such that the $A^{(n)}(\mathrm{x})$ are uniformly bounded on each compact set in $\mathbb{R}^{2}$ and $A^{(n)}(x) \rightarrow A(x)$ on each compact set of $\mathbb{R}^{2}$ as $n \rightarrow \infty$. For each $n$ define a self-adjoint operator $H^{(n)}$ by (2.2) with $A^{(n)}(x)$ in place of $A(x)$. Then for $(f, g)$ in $\mathscr{S}\left(\mathbb{R}^{2} ;\left(\mathbb{C}^{2}\right)^{\prime}\right) \times \mathscr{S}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$
$\left(f, \exp \left[-i s H^{(n)}\right] g\right.$ )

$$
\begin{equation*}
=\int d \nu_{s f ; 0, \mathrm{~g}}^{\mathrm{II}}(X) \exp \left[-i \int_{0}^{s} e A_{\rho}^{(n)}(X(\tau)) d X^{p}(\tau)\right] . \tag{3.17}
\end{equation*}
$$

Since $A^{(n)}(X(\tau))$ converges to $A(X(\tau))$ for every Lipschitz continuous path $X:|0, s| \rightarrow \mathbb{R}^{2}$ and so for almost every path $X$ because of the support property of $v_{s f ; 0, g}^{\mathrm{II}}$, the right-hand side of (3.17) converges to that of (2.9) as $n \rightarrow \infty$ by the Lebesgue bounded convergence theorem.

On the other hand, $H^{(n)}$ and $H$ are essentially self-adjoint ${ }^{13}$ on $C_{0}^{\infty}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$. For $g$ in $C_{0}^{\infty}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right), H^{(n)} g$ converges to $H g$ in $L^{2}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$ as $n \rightarrow \infty$. It follows ${ }^{29}$ that for $g$ in $L^{2}\left(\mathbb{R}^{2} ; \mathbb{C}^{2}\right)$, $\exp \left[-i s H^{(n)}\right] g$ converges to $e^{-i s H}$ in the norm of $L^{2}$ as $n \rightarrow \infty$. This proves (2.9), completing the proof of Theorem 2.2.

## IV. THE DIRAC EQUATION IN FOUR SPACE-TIME DIMENSIONS

We consider the problem of the path integral for the four-space-time dimensional Dirac equation (1.1). The Dirac matrices $\alpha_{j}$ and $\beta$ are $4 \times 4$ Hermitian matrices satisfying $\alpha_{j}^{2}$ $=\beta^{2}=1, \alpha_{j} \beta+\beta \alpha_{j}=0,1 \leqslant j \leqslant 3$, and $\alpha_{j} \alpha_{k}+\alpha_{k} \alpha_{j}=0$, $j \neq k$.

Our method does not seem to establish the $L^{\infty}$ wellposedness to get Lemma 3.2 for the Cauchy problem for the free equation to (1.1),

$$
\begin{equation*}
\partial_{t} \phi(t, \mathbf{x})=\left[-\sum_{j=1}^{3} \alpha_{j} \partial_{j}-i m \beta\right] \phi(t, \mathbf{x}) . \tag{4.1}
\end{equation*}
$$

However, we can deal with two special cases, the path integral for the free Dirac equation and that for the Dirac equation for a central electric field, which are reduced to the
equations with two independent variables as considered in Sec. II.

## A. The free Dirac equation

We use the Radon transform ${ }^{30}$ to reduce the problem with four independent variables to that with two independent variables. ${ }^{31}$

The Radon transform $\hat{g}$ of a function $g$ defined in $\mathbb{R}^{3}$ is by definition

$$
\hat{g}(\xi, \omega)=\int_{\mathbf{R}^{3}} g(\mathbf{x}) \delta(\xi-\mathbf{x} \omega) d \mathbf{x}
$$

where $\xi \in \mathbb{R}$ and $\omega=\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ is a unit vector in $\mathbb{R}^{3}$. The following Plancherel theorem holds:
$\int_{\mathbf{R}^{3}} \overline{f(\mathbf{x})} g(\mathbf{x}) d \mathbf{x}=2^{-1}(2 \pi)^{-2} \int_{|\omega|=1} d \omega \int_{\mathbb{R}} d \overline{\hat{\sigma}_{\xi}(\xi, \omega)} \hat{g}_{\xi}(\xi, \omega)$,
where $\hat{f}_{\xi}=\partial_{\xi} \hat{f}$ and $\hat{g}_{\xi}=\partial_{\xi} \hat{g}$.
Then the fundamental solution $K_{0}(t, \mathbf{x}-\mathbf{y})$ of the
Cauchy problem for the free Dirac equation (4.1) admits the following path integral representation. Note that there is a unitary matrix $N(\omega)$ such that $N(\omega)\left(\Sigma_{j=1}^{3} \alpha_{j} \omega_{j}\right) N(\omega)^{-1}=\alpha_{1}$ and $N(\omega) \beta N(\omega)^{-1}=\beta$.

Theorem 4.1: There exists a unique $\mathscr{S}^{\prime}\left(\mathbb{R} \times \mathbb{R} ; M_{4}(\mathbb{C})\right.$ valued countably additive measure $\nu_{t ; 0}^{I}$ on the Banach space $C(|0, t| ; \mathbb{R})$ of the one-dimensional continuous paths $\Xi:|0, t| \rightarrow \mathbb{R}$ such that for $(f, g)$ in $\left.\mathscr{S} \mathbb{R}^{3} ;\left(\mathbb{C}^{4}\right)^{\prime}\right) \times \mathscr{S}\left(\mathbb{R}^{3} ; \mathbb{C}^{4}\right)$

$$
\begin{aligned}
(f(\cdot), \phi(t, \cdot))= & \iint_{\mathbb{R}^{3} \times \mathbb{R}^{3}} \overline{f(\mathbf{x})} K_{0}(t, \mathbf{x}-\mathbf{y}) g(\mathbf{y}) d \mathbf{x} d \mathbf{y} \\
= & 2^{-1}(2 \pi)^{-2} \int_{\boldsymbol{\omega} \mid=1} d \omega \\
& \times \int\left(\hat{f}_{\xi}(\cdot, \omega), N(\boldsymbol{\omega})^{-1} d v_{t ; 0}^{\mathrm{I}}(\boldsymbol{\Xi}) N(\omega) \hat{g}_{\xi}(\cdot, \omega)\right) .(4.3)
\end{aligned}
$$

The support of $\boldsymbol{v}_{t, 0}^{\mathrm{I}}$ is on the set of the Lipschitz continuous paths $\Xi:|0, t| \rightarrow \mathbb{R}$ satisfying
for each $a, b$ with $0 \leqslant a<b \leqslant t$ when $t>0$
or $0 \geqslant a>b \geqslant t$ when $\mathrm{t}<0$,

$$
\begin{align*}
& |\Xi(b)-\Xi(a)| \leqslant|b-a| \\
& {[|\Xi(b)-\Xi(a)|=|b-a| \text { in case } m=0] .} \tag{4.4}
\end{align*}
$$

The set function

$$
\left.\boldsymbol{v}_{t \cdot \hat{f}_{\xi}(, \omega) ; 0, \hat{y}_{\xi}(;, \omega)}^{1}(\cdot)=\hat{f}_{\xi}(\cdot, \omega), N(\omega)^{-1} v_{t ; 0}^{\mathrm{I}}(\cdot) N(\omega) \hat{g}_{\xi}(\cdot, \omega)\right)
$$

is a complex-valued countably additive measure on the Banach space $C(|0, t| ; \mathbb{R})$ with support on the set of the Lipschitz continuous paths $\boldsymbol{\Xi}$ satisfying (4.4) and $\boldsymbol{\Xi}(0) \in \operatorname{supp} \hat{\boldsymbol{g}}_{\xi}(\cdot, \omega)$, $\Xi(t) \in \operatorname{supp} \hat{f}_{\xi}(\cdot, \omega)$.

Proof: The Radon transform of (4.1) yields

$$
\begin{equation*}
\partial_{t} \hat{\phi}(t, \xi, \omega)=\left[-\left(\sum_{j=1}^{3} \alpha_{j} \omega_{j}\right) \partial_{\xi}-i m \beta\right] \hat{\phi}(t, \xi, \omega) . \tag{4.5}
\end{equation*}
$$

Multiply (4.5) by $N(\omega)$ from the left. Then we have

$$
\begin{equation*}
\partial_{t} \eta(t, \xi, \omega)=\left[-\alpha_{1} \partial_{\xi}-i m \beta\right] \eta(t, \xi, \omega) \tag{4.5}
\end{equation*}
$$

with $\eta(t, \xi, \omega)=N(\omega) \hat{\phi}(t, \xi, \omega)$. For $\omega$ fixed, (4.5)' is a first-order hyperbolic system with two independent variables $t$ and $\xi$. In the same way as in the proof of Theorems 2.1 and 2.2 we can construct the path space measure $\nu_{t ; 0}^{\mathrm{I}}$ with the property mentioned in Theorem 4.1.

To get (4.3), differentiate by $\xi$ both sides of (4.5). Then if $\hat{\phi}_{\xi}(t, \xi, \omega) \equiv \partial_{\xi} \hat{\phi}(t, \xi, \omega)$ is the solution of the Cauchy problem for (4.5) with initial data $\hat{\phi}_{\xi}(0, \xi, \omega)=\hat{g}_{\xi}(\xi, \omega) \equiv \partial_{\xi} \hat{g}(\xi, \omega)$, it has the following path integral representation:

$$
\begin{aligned}
& \left(\hat{f}_{\xi}(\cdot, \omega), \hat{\phi}_{\xi}(t, \cdot, \omega)\right) \\
& \quad=\int\left(\hat{f}_{\xi}(\cdot, \omega), N(\omega)^{-1} d v_{t: 0}^{1}(\Xi) N(\omega) \hat{g}_{\xi}(\cdot, \omega)\right)
\end{aligned}
$$

The formula (4.3) follows from this with the aid of the Plancherel formula (4.2). This proves Theorem 4.1.

Remark: Formal substitution of $\delta_{\mathbf{x}}=\delta(\cdot-\mathbf{x})$ and $\delta_{\mathbf{y}}$ $=\delta(\cdot-\mathbf{y})$ into $f$ and $g$ yields the following intuitive expression of (4.3):

$$
\begin{align*}
K_{0}(t, \mathbf{x}-\mathbf{y})= & 2^{-1}(2 \pi)^{-2} \int_{|\omega|=1} d \omega \int \delta^{\prime}(\Xi(t)-\mathbf{x} \omega) \\
& \times N(\omega)^{-1} d v_{r ; 0}^{I}(\Xi) N(\omega) \delta^{\prime}(\Xi(0)-\omega \mathbf{y}) . \tag{4.3}
\end{align*}
$$

## B. The Dirac equation for a central electric field

The Dirac equation for a central electric field can be separated in spherical coordinates. ${ }^{6}$ The radial Dirac equation is
$\partial_{t} \chi(t, r)=-i H^{\kappa} \chi(t, r), \quad t \in \mathbb{R}, r \in(0, \infty)$,
$H^{\kappa}=H_{o}^{\kappa}+V(r), \quad H_{o}^{\kappa}=\left(\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right) \partial_{r}+\left(\begin{array}{cc}m & \frac{\kappa}{r} \\ \frac{\kappa}{r} & -m\end{array}\right)$,
with $V=e \Phi$, where $\kappa$ is a positive and negative integer. We assume that $V(r)$ is a real-valued continuous function in $(0, \infty)$, and $H^{\kappa}$ is self-adjoint ${ }^{32}$ in $L^{2}\left((0, \infty), d r ; \mathbb{C}^{2}\right)$. The following theorem is, though of a rather restrictive character, concerned with a path integral representation for the solution $\chi(t, r)$ of the Cauchy problem for (4.6) with initial data $\chi(0, r)=g(r)$.

Theorem 4.2: Let $f$ and $g$ be in $\mathscr{S}\left(\mathbb{R}^{+} ;\left(\mathbb{C}^{2}\right)^{\prime}\right)$ and $\mathscr{S}\left(\mathbb{R}^{+} ; \mathbb{C}^{2}\right)$, restrictions of $\mathscr{S}\left(\mathbb{R} ;\left(\mathbb{C}^{2}\right)^{\prime}\right)$ and $\mathscr{S}\left(\mathbb{R} ; \mathbb{C}^{2}\right)$ to $\mathbb{R}^{+}=[0, \infty)$, respectively. If for each $s$ with $0 \leqslant s \leqslant t$ when $t>0$ or with $0 \geqslant s \geqslant t$ when $t<0$, the intersection

$$
\begin{align*}
& \left\{r \in \mathbb{R}^{+} ;|x-r| \leqslant|t-s|, x \in \operatorname{supp} f\right\} \\
& \quad \cap\left\{r \in \mathbb{R}^{+} ; \quad|r-y| \leqslant|s|, y \in \operatorname{supp} g\right\} \tag{4.7}
\end{align*}
$$

does not contain 0 , there exists a unique complex-valued countably additive measure $v_{x ; t f ; 0, g}^{+}$on the set of the onedimensional continuous paths $R:|0, t| \rightarrow \mathbb{R}^{+}$such that for every $V(r)$,
$\left(f, e^{-i t H^{\kappa}} g\right)_{L^{2}((0, \infty), d r)}=\int_{\mathbf{R}^{+}} \overline{f(r)} \chi(t, r) d r$

$$
\begin{equation*}
=\int d v_{\mathrm{x} ;, 4 ; 0, \mathrm{~g}}^{+}(R) \exp \left[-i \int_{0}^{t} V(R(s)) d s\right] . \tag{4.8}
\end{equation*}
$$

The support of $v_{\kappa, t, l ; 0, g}^{+}$is on the set of the Lipschitz continuous paths $R:|0, t| \rightarrow \mathbb{R}^{+}$satisfying
for each $a, b$ with $0 \leqslant a<b \leqslant t$ when $t>0$
or $0 \geqslant a>b \geqslant t$ when $t<0$,
$|R(b)-R(a)| \leqslant|b-a|$
and $R(0) \in \operatorname{supp} g, R(t) \in \operatorname{supp} f$.
Proof: We give only an outline of the proof, for it proceeds with a similar argument used in the proof of Theorem 2.2.

Let $t, f$, and $g$ be as in Theorem 4.2. We consider only the case $t>0$. The free equation to (4.6) is

$$
\begin{equation*}
\partial_{s} \chi(s, r)=-i H_{0}^{\kappa} \chi(s, r), \quad 0<s \leqslant t, \quad r \in(0, \infty) \tag{4.10}
\end{equation*}
$$

Then for the Cauchy problem for (4.10) we have the following lemma [cf. Lemma 3.1 and (3.6)]. Let $r_{0}>0$ be the minimum of the set (4.7), so that $|\kappa| / r_{0}$ is an upper bound of $|\kappa| / r$ with $r$ in the set (4.7).

Lemma 4.3: If $r$ is in $\operatorname{supp} f$ with $r \geqslant \min (\operatorname{supp} g)-s$, then
$|N \chi(s, r)| \leqslant e^{M s} \max \{|N \chi(0, u)| ; \quad u \in \operatorname{supp} g, r-s \leqslant u \leqslant r+s\}$, where $M=m+|\kappa| / r_{0}$, and $N=2^{-1 / 2}\left(\begin{array}{ll}1 & i \\ i & 1\end{array}\right)$.

Proof: We only note the following. Multiplying Eq. (4.10) by $N$ from the left, we have with $\eta(t, r)=N \chi(t, r)$, $\partial_{t} \eta(t, r)$

$$
=\left[\left(\begin{array}{rr}
1 & 0  \tag{4.10}\\
0 & -1
\end{array}\right) \partial_{r}+\left(\begin{array}{cc}
0 & -m-\frac{i \kappa}{r} \\
m-\frac{i \kappa}{r} & 0
\end{array}\right)\right] \eta(t, r)
$$

Notice that Lemma 4.3 yields the support property of the fundamental solution $K_{0}^{+}(s, r)$ of the Cauchy problem for (4.10).

To construct the path space measure let $\mathscr{R}_{t, 0}=\Pi_{[0, t]}$ $\dot{\mathbb{R}}^{+}$be the product of the infinitely many copies of $\dot{\mathbb{R}}^{+}=\mathbb{R}^{+} \cup\{\infty\}$, the one-point compactification of $\mathbb{R}^{+}$. Let $C\left(\mathscr{R}_{t, 0}\right)$ be the Banach space of the continuous functions on the compact Hausdorff space $\mathscr{R}_{t, 0}$, and $C_{\text {fin }}\left(\mathscr{R}_{t, 0}\right)$ its subspace of those $\Phi$ for which there exist a finite partition $0=t_{0}<t_{1}<\cdots<t_{n}=t$ of the interval $[0, t]$ and a complexvalued bounded continuous function $F\left(r_{(0)}, r_{(1)}, \ldots, r_{(n)}\right)$ on $\left(\mathbb{R}^{+}\right)^{n+1}$ such that $\Phi(R)=F\left(R\left(t_{(0)}\right), R\left(t_{(1)}\right), \ldots, R\left(t_{(n)}\right)\right)$.

Define a linear functional $L_{\text {кi } i f f, 0, g}$ on $C_{\text {fin }}\left(\mathscr{R}_{t, 0}\right)$ by

$$
\begin{aligned}
L_{\kappa ; i, f ; 0, g} \Phi= & \int_{\mathbf{R}^{+}}^{n+1} \overline{\int_{\mathbf{R}^{+}}} \overline{f\left(r_{(n)}\right)} K_{0}^{+}\left(t_{n}-t_{n-1}, r_{(n)}-r_{(n-1)}\right) \cdots \\
& \times K_{0}^{+}\left(t_{1}-t_{0}, r_{(1)}-r_{(0)}\right) F\left(r_{(0)}, r_{(1)}, \ldots, r_{(n)}\right) g\left(r_{(0)}\right) d r_{(0)} d r_{(1)} \cdots d r_{(n)}
\end{aligned}
$$

Then the following lemma will be shown with use of Lemma 4.3 (cf. Lemma 3.2).

Lemma 4.4: $L_{\kappa, t, f, 0, g} \Phi$ is well defined on $C_{\text {fin }}\left(\mathscr{R}_{t, 0}\right)$ and

$$
\left|L_{\kappa ; t, f 0, g} \Phi\right| \leqslant 2 e^{M t}\|\Phi\|\|f\|_{L^{\prime}((0, \infty), d r)}\|g\|_{L^{\infty}((0, \infty), d r)}
$$

for every $\Phi$ in $C_{\text {fin }}\left(\mathscr{R}_{t, 0}\right)$, where $M=m+|\kappa| / r_{0}$.

Since $C_{\text {fin }}\left(\mathscr{R}_{t, 0}\right)$ is dense in $C\left(\mathscr{R}_{t, 0}\right)$, it follows from Lemma 4.4 with the Riesz-type representation theorem ${ }^{27}$ that there exists a unique complex-valued countably additive measure $v_{\kappa ; i, f ; 0, g}^{+}$defined on the Borel sets in $\mathscr{R}_{t, 0}$ such that

$$
L_{\kappa, t, f 0, \mathrm{~g}} \Phi=\int_{\mathscr{R}_{t, 0}} d v_{\kappa ; t ; f 0, g}^{+}(R) \Phi(R)
$$

for $\Phi \in C\left(\mathscr{R}_{t, 0}\right)$. The support property of the measure will be seen from that of $K_{0}^{+}(s, r)$.

Once the path space measure $v_{\kappa, i t f 0, g}^{+}$is constructed the proof of the formula (4.8) will be accomplished as in Sec. IIIC.

Remark 1: The restriction for $t$ and the supports of $f$ and $g$ in Theorem 4.2 mean that the information which starts from $g$ at time 0 to reach $f$ at time $t$ has never passed through the center of the potential. We need it, for the free Dirac equation (4.10) contains the $1 / r$ singularity in $H_{0}^{\kappa}$, which invalidates Lemma 4.3.

Remark 2: Even when $m=0$, it cannot be asserted that the support of $v_{\kappa ;, t, f 0, g}^{+}$is on the set of those paths $R:|0, t| \rightarrow \mathbb{R}^{+}$ satisfying $|R(b)-R(a)|=|b-a|$ instead of (4.9) for the same $a, b$. The presence of the $i \kappa / r$ term in $H_{o}^{\kappa}$ tends to warp the paths.

These facts may suggest that the problem is after all four-space-time-dimensional.

## V. HEURISTIC DERIVATION OF PATH INTEGRAL FOR THE DIRAC EQUATION

In this section we shall heuristically see what should be the path integral for the fundamental solution of the Cauchy problem for the Dirac equation (1.1). Our strategy is to ex-
ploit the method of phase space path integral ${ }^{8}$ or Hamiltonian path integral. ${ }^{9}$

We begin with the action ${ }^{33}$ for a relativistic positiveenergy (resp., negative-energy) particle of mass $m$ and charge $e$ in an electromagnetic field,

$$
\begin{align*}
S(s, r ; \mathbf{P}, \mathbf{X})= & \int_{r}^{s}\left[\mathbf{P}(t) \dot{\mathbf{X}}(t) \mp \sqrt{(\mathbf{P}(t)-e \mathbf{A}(t, \mathbf{X}(t)))^{2}+m^{2}}\right. \\
& -e \Phi(t, \mathbf{X}(t))] d t . \tag{5.1}
\end{align*}
$$

Here $\mathbf{X}(t)$ and $\mathbf{P}(t)$ are the position and momentum. We assume for definiteness that $s>r$. In the formulas with double signs, the upper one corresponds to the positive-energy particle and the lower one to the negative-energy particle. The method of phase space path integral or Hamiltonian path integral assumes that the fundamental solution $K(s, \mathbf{x} ; r, \mathbf{y})$ of the Cauchy problem for the Dirac equation (1.1), which is the probability amplitude that a quantized charged particle with positive energy (resp., negative energy) at position $y$ at time $r$ will be at position x at time $s$, is given by a formal "integral"

$$
\begin{equation*}
\int_{\mathscr{D}}{ }_{s, \mathbf{x}, r, \boldsymbol{y}} e^{i S(s, r, \mathbf{P}, \mathbf{X})} \mathscr{D}(\mathbf{P}) \mathscr{D}(\mathbf{X}) \tag{5.2}
\end{equation*}
$$

Here $\mathscr{D}(\mathbf{P}) \mathscr{D}(\mathbf{X})$ is a formal "measure" $\Pi_{t \in|r, s|}$
$(2 \pi)^{-3} d \mathbf{P}(t) d \mathbf{X}(t)$ on the space $\mathscr{P}_{s, \mathrm{x} ; r, \mathrm{y}}$ of the phase space paths $(\mathbf{P}(t), \mathbf{X}(t))$ satisfying $\mathbf{X}(r)=\mathbf{y}$ and $\mathbf{X}(s)=\mathbf{x}$ with $\mathbf{P}(t)$ unrestricted. In this formal phase space path "integral" we first make the change of variables: $\mathbf{X}^{\prime}(t)=\mathbf{X}(t)$,
$\mathbf{P}^{\prime}(t)=\mathbf{P}(t)-e \mathbf{A}(t, \mathbf{X}(t))$ and next use Dirac's prescription ${ }^{6}$

$$
\begin{equation*}
\pm\left(\mathbf{P}^{\prime}(t)^{2}+m^{2}\right)^{1 / 2}=\boldsymbol{\alpha} \mathbf{P}^{\prime}(t)+m \beta \tag{5.3}
\end{equation*}
$$

Then we have [writing $(\mathbf{P}(t), \mathbf{X}(t))$ again instead of $\left(\mathbf{P}^{\prime}(t), \mathbf{X}^{\prime}(t)\right)$ ]

$$
\begin{equation*}
K(s, \mathbf{x}, r, \mathbf{y})=\int_{\mathscr{P}} T \exp \left\{i \int_{r, r r y}^{s}[(\mathbf{P}(t)+e \mathbf{A}(t, \mathbf{X}(t))) \dot{\mathbf{X}}(t)-(\boldsymbol{\alpha} \mathbf{P}(t)+m \beta)-e \Phi(t, \mathbf{X}(t))] d t\right\} \Pi_{t \in|r, s|}(2 \pi)^{-3} d \mathbf{P}(t) d \mathbf{X}(t) \tag{5.4}
\end{equation*}
$$

where $T$ stands for the time-ordering symbol. We understand (5.4) to be defined with a time division procedure, i.e.,

$$
\begin{align*}
K(s, \mathbf{x} ; r, \mathbf{y})= & \lim \int_{\mathbf{R}^{3}} \overbrace{\mathbf{R}^{o}}^{n-\cdots \int_{\mathbf{R}^{\delta}}^{j}} \prod_{=1}^{n} \exp \left\{i \left[\left(\mathbf{p}_{(j-1)}+e \mathbf{A}\left(t_{j-1}, \mathbf{x}_{(j-1)}\right)\right) \frac{\mathbf{x}_{(j)}-\mathbf{x}_{(j-1)}}{t_{j}-t_{j-1}}\right.\right. \\
& \left.\left.-\left(\alpha \mathbf{p}_{(j-1)}+m \beta\right)-e \Phi\left(t_{j-1}, \mathbf{x}_{(j-1)}\right)\right]\left(t_{j-t_{j-1}}\right)\right\} \\
& \times(2 \pi)^{-3} d \mathbf{p}_{(0)}(2 \pi)^{-3}\left(d \mathbf{p}_{(1)} d \mathbf{x}_{(1)}\right) \cdots(2 \pi)^{-3}\left(d \mathbf{p}_{(n-1)} d \mathbf{x}_{(n-1)}\right) . \tag{5.5}
\end{align*}
$$

Note that the integrand of the integral on the right of $(5.5)$ is rewritten as

$$
\begin{aligned}
& \prod_{j=1}^{n}\left\{\exp \left[i \mathbf{x}_{(j)} \mathbf{p}_{(j-1)}\right] \exp \left[-i\left(\boldsymbol{\alpha}_{(j-1)}+m \beta\right)\left(t_{j}-t_{j-1}\right)\right] \exp \left[-i \mathbf{x}_{j-1)} \mathbf{p}_{(j-1)}\right]\right\} \\
& \quad \times \exp \left\{i \sum_{k=1}^{n}\left[e \mathbf{A}\left(t_{k-1}, \mathbf{x}_{(k-1)}\right)\left(\mathbf{x}_{(k)}-\mathbf{x}_{(k-1)}\right)-e \Phi\left(t_{k-1}, \mathbf{x}_{(k-1)}\right)\left(t_{k}-t_{k-1}\right)\right]\right\} .
\end{aligned}
$$

Here $r=t_{0}<t_{1}<\cdots<t_{n}=s$ and $\mathbf{x}_{(0)}=\mathbf{y}, \mathbf{x}_{(j)}=\mathbf{X}\left(t_{j}\right), \mathbf{x}_{(n)}=\mathbf{x}$, and the product $\Pi_{j=1}^{n}$ is time-ordered with time increasing from the right to the left. The limit is taken for $n \rightarrow \infty$ and $\max _{1<j<n}\left(t_{j}-t_{j-1}\right) \rightarrow 0$. If $K_{0}(t, \mathrm{x})$ is the fundamental solution of the Cauchy problem for the free Dirac equation (4.1), then the $p_{i j}$ integrations on the right-hand side of (5.5) yield

$$
\begin{aligned}
K(s, \mathbf{x} ; r, \mathbf{y})= & \lim \overbrace{\int_{\mathbf{R}^{3}}^{n-1}}^{\int_{\mathbf{R}^{3}}^{1}} K_{0}\left(t_{n}-t_{n-1}, \mathbf{x}_{(n)}-\mathbf{x}_{(n-1)}\right) \cdots K_{0}\left(t_{1}-t_{0}, \mathbf{x}_{(1)}-\mathbf{x}_{(0)}\right) \\
& \times \exp \left\{i \sum_{j=1}^{n}\left[e \mathbf{A}\left(t_{j-1}, \mathbf{x}_{(j-1)}\right)\left(\mathbf{x}_{(j)}-\mathbf{x}_{(j-1)}\right)-e \Phi\left(t_{j-1}, \mathbf{x}_{(j-1)}\right)\left(t_{j}-t_{j-1}\right)\right]\right\} d \mathbf{x}_{(1)} d \mathbf{x}_{(2)} \cdots d \mathbf{x}_{(n-1)} .
\end{aligned}
$$

If a path space measure $v_{s, x ; r, y}$ should be constructed from the product of $K_{0}$ 's and the Lebesgue measures $d \mathbf{x}_{(n)}$, we should get

$$
\begin{equation*}
K(s, \mathbf{x} ; r, \mathbf{y})=\int_{\mathscr{X}_{s, x ; r, y}} d v_{s, \mathbf{x} ; r, \mathbf{y}}(\mathbf{X}) \exp \left[-i \int_{r}^{s} e \Phi(t, \mathbf{X}(t)) d t+i \int_{r}^{s} e \mathbf{A}(t, \mathbf{X}(t)) d \mathbf{X}(t)\right] \tag{5.6}
\end{equation*}
$$

where $\mathscr{P}_{s, \mathbf{x} ;,, \boldsymbol{y}}$ is the space of the configuration paths $\mathbf{X}(t)$ satisfying $\mathbf{X}(r)=\mathbf{y}$ and $\mathbf{X}(s)=\mathbf{x}$. Thus the formula (5.6), in the covariant notation as mentioned before (2.1), is what we have obtained for the Dirac equation (2.1) in two space-time dimensions, that is, $(2.6)$ or $(2.6)^{\prime}$.
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#### Abstract

A time-dependent canonical transformation is performed in the path integral expression of the propagator for a damped harmonic oscillator to reduce it to a harmonic oscillator with modified frequency. The transformation is carried out in a properly time-symmetrized expression of the lattice space path integral by making expansions about the midpoint of each time interval.


PACS numbers: 03.65.Fd

## I. INTRODUCTION

Recently there have been a number of papers dealing with the quantization of nonconservative systems. ${ }^{1-3}$ In particular, Gzyl ${ }^{4}$ has recently considered the quantization of a damped harmonic oscillator by means of a canonical transformation which reduces the problem to standard harmonic oscillator with a modified frequency. In the quantum case this amounts to a unitary change of representation where the solution for the representation functions results in the quantization of the system. ${ }^{5}$

In this paper we wish to consider a path integral quantization for this system where we shall also employ a canonical transformation to reduce the problem to a harmonic oscillator. We note that the equation of motion of the damped oscillator (for unit mass) is given by

$$
\begin{equation*}
\ddot{x}+\lambda \dot{x}+\omega^{2} x=0 \tag{1.1}
\end{equation*}
$$

which can be obtained from the Lagrangian

$$
\begin{equation*}
L=\frac{1}{2} e^{\lambda t}\left(\dot{x}^{2}-\omega^{2} x^{2}\right) \tag{1.2}
\end{equation*}
$$

by the Euler-Lagrange equations or from the Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2} e^{-\lambda t} p^{2}+\left(\omega^{2} x^{2} / 2\right) e^{\lambda t} \tag{1.3}
\end{equation*}
$$

via the Hamilton equations $\dot{x}=\partial H / \partial p, \dot{p}=-\partial H / \partial x$. If we now make the contact transformation $x=\exp (-\lambda t / 2) y$, in Eq. (1.2) we have

$$
\begin{equation*}
L=\frac{1}{2}\left(\dot{y}^{2}-\lambda \dot{y} y-\omega_{\lambda}^{2} y^{2}\right) \tag{1.4}
\end{equation*}
$$

where $\omega_{\lambda}^{2}=\omega^{2}-\lambda^{2} / 4$. The term $-\lambda y \dot{y} / 2$ does not contribute to the equations of motion (it is a total derivative in time) so it is easily seen that Eq. (1.4) is essentially the Lagrangian for a harmonic oscillator of modified frequency in the $y$ coordinate.

Now previously, Khandekar and Lawande ${ }^{6}$ have considered a path integral expression for the propagator, based on the Lagrangian of Eq. (1.2). They write

$$
\begin{equation*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime} t^{\prime}\right)=\int \exp \left(\frac{i}{\hbar} \int_{t^{\prime}}^{t^{\prime \prime}} L d t\right) \mathscr{D} x(t) \tag{1.5}
\end{equation*}
$$

which in the lattice space reads

$$
\begin{align*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)= & \lim _{N \rightarrow \infty} A_{N} \int \cdots \int \exp \left\{\frac{i}{\hbar}\right. \\
& \left.\times \sum_{k} S_{k}\left(x_{k}, x_{k-1}, \epsilon\right)\right\} \prod_{k=1}^{N-1} d x_{k} \tag{1.6}
\end{align*}
$$

where

$$
\begin{align*}
S_{k} & =\int_{t_{k-1}}^{t_{k}} L d t \simeq \epsilon L\left(x_{k}, x_{k-1}, \epsilon\right) \\
& =e^{\lambda_{k}}\left[(1 / 2 \epsilon)\left(x_{k}-x_{k-1}\right)^{2}-(\epsilon / 2) \omega^{2} x_{k}^{2}\right] \tag{1.7}
\end{align*}
$$

and where

$$
\begin{equation*}
A_{N}=\prod_{k=1}^{N}\left(\frac{e^{\lambda t_{k}}}{2 \pi i \hbar \epsilon}\right)^{1 / 2} \tag{1.8}
\end{equation*}
$$

The path integration of Eq. (1.6) can then be carried out straightforwardly owing to the quadratic form of the Lagrangian.

However, if one could make the transformation $x=\exp (-\lambda t / 2) y$ in the path integral, one would presumably need only the propagator for the harmonic oscillator of frequency $\omega_{\lambda}$ (in the $y$ representation) to obtain the propagator of the damped oscillator. However, a moment's reflection will show that in making a transformation such as $x_{k}$ $=\exp \left(-\lambda t_{k} / 2\right) y_{k}$ in Eq. (1.6) or Eq. (1.7), one encounters many ambiguities in regard to the kinetic energy term $\exp \left(\lambda t_{k}\right)\left(x_{k}-x_{k-1}\right)^{2}$. For instance, the term $x_{k-1}^{2} \exp \left(\lambda t_{k}\right)$ gives rise to $y_{k-1}^{2} \exp \left[\lambda\left(t_{k}-t_{k-1}\right)\right]$ and terms of order $\epsilon=t_{k}-t_{k-1}$ must be retained. It is also not obvious as to how the modified frequency $\omega_{\lambda}$ will appear from this transformation.

In the next section of this paper we illustrate how such a transformation may in fact be carried out after we first find an alternate expression for the Lagrangian path integral in which we symmetrize the time variable. It should be pointed out that the transformation we are using, in contrast to Gzyl's, ${ }^{4}$ is only a time-dependent contact transformation whereas his also involves the momentum. Such transformations that mix coordinates and momenta have no place in path integration in the Schrödinger representation.

## II. PATH INTEGRAL AND CONTACT TRANSFORMATIONS

Since the Hamiltonian of Eq. (1.3) is time dependent, we write the equation of the evolution of the state $|\psi(t)\rangle$ as

$$
\begin{equation*}
\left|\psi\left(t^{\prime \prime}\right)\right\rangle=U\left(t^{\prime \prime}, t^{\prime}\right)\left|\psi\left(t^{\prime}\right)\right\rangle \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
U\left(t^{\prime \prime}, t^{\prime}\right)=T \exp \int_{t^{\prime}}^{t^{\prime \prime}}\left(-\frac{i}{\hbar} H(t)\right) d t \tag{2.2}
\end{equation*}
$$

is the time-ordered product. We write this as

$$
\begin{align*}
U\left(t^{\prime \prime}, t^{\prime}\right)= & \lim _{N \rightarrow \infty} \exp \left(-\frac{i}{\hbar} \epsilon H\left(\bar{t}_{N}\right)\right) \\
& \times \exp \left(-\frac{i}{\hbar} \epsilon H\left(\bar{t}_{N-1}\right)\right) \\
& \times \cdots \times \exp \left(-\frac{i}{\hbar} \epsilon H\left(\bar{t}_{2}\right)\right) \\
& \times \exp \left(-\frac{i}{\hbar} \epsilon H\left(\bar{t}_{1}\right)\right), \tag{2.3}
\end{align*}
$$

where $\epsilon=\left(t^{\prime \prime}-t^{\prime}\right) / N, t_{k}=t^{\prime}+k \epsilon$, and $\bar{t}_{k}=\left(t_{k}+t_{k-1}\right) / 2$, for $k=0,1, \ldots, N$. Here we have made the ansatz of employing a symmetrized time $\bar{t}_{k}$ in Eq. (2.3) rather than the customary $t_{k}$. The reason for this will become clear shortly. We now follow the standard procedure ${ }^{7}$ and introduce the propagator as

$$
\begin{equation*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)=\left\langle x^{\prime \prime}\right| U\left(t^{\prime \prime}, t^{\prime}\right)\left|x^{\prime}\right\rangle \tag{2.4}
\end{equation*}
$$

and with the completeness relations

$$
\begin{align*}
& \int_{-\infty}^{\infty} d x|x\rangle\langle x|=1  \tag{2.5a}\\
& \int_{-\infty}^{\infty} d p|p\rangle\langle p|=1 \tag{2.5b}
\end{align*}
$$

inserted between the appropriate partitions of Eq. (2.3) we obtain the phase-space path integral

$$
\begin{align*}
& K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime} t^{\prime}\right) \\
&= \int \mathscr{D} p(t) \mathscr{D} x(t) \exp \left\{\frac{i}{\hbar} \int_{t^{\prime}}^{t^{\prime \prime}}[p \dot{x}-H] d t\right\}  \tag{2.6}\\
&= \lim _{N \rightarrow \infty} \int_{-\infty}^{\infty} \prod_{k=1}^{N} \frac{d p_{k}}{2 \pi \hbar} \prod_{k=1}^{N-1} d x_{k} \\
& \times \prod_{k=1}^{N} \exp \left\{\frac { i } { \hbar } \left[p_{k}\left(x_{k}-x_{k-1}\right)\right.\right. \\
&\left.\left.-\epsilon\left(\frac{e^{-\lambda \bar{t}_{k} / 2}}{2} p_{k}^{2}+\frac{\omega^{2} x_{k}^{2}}{2} e^{\lambda t_{k}}\right)\right]\right\} \tag{2.7}
\end{align*}
$$

where $x^{\prime \prime}=x_{N}$ and $x^{\prime}=x_{0}$. Note that the time-dependent factor of $p_{k}^{2}$ contains $\bar{t}_{k}$. This is appropriate because the paths in $p$-space are distributional, ${ }^{8}$ i.e., taken as constant over the interval ( $k, k-1$ ) but discontinuous on the endpoints. (A better notation might be $p_{k-1 / 2}$, see Ref. 8.) We thus have used the average time over the interval. Whether one uses $\bar{t}_{k}$ or $t_{k}$ in the factor of $x_{k}^{2}$ is immaterial as the difference is of order $\epsilon^{2}$, which can be ignored in the limit $N \rightarrow \infty$.

We now proceed by evaluating the $p$-integrals of Eq. (2.7). As these are Gaussian one easily obtains $K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime} t^{\prime}\right)$

$$
\begin{align*}
= & \lim _{N \rightarrow \infty} A_{N}^{\prime} \int \ldots \int \prod_{k=1}^{N}\left[e^{\lambda \bar{t}_{k}}\right]^{1 / 2} \\
& \times \prod_{k=1}^{N-1} d x_{k} \prod_{k=1}^{N} \exp \left\{\frac { i } { \hbar } \left[\frac{e^{\lambda \bar{t}_{k}}}{2 \epsilon}\left(x_{k}-x_{k-1}\right)^{2}\right.\right. \\
& \left.\left.-\frac{\epsilon}{2} \omega^{2} x_{k}^{2} e^{\lambda t_{k}}\right]\right\} \tag{2.8}
\end{align*}
$$

where $A_{N}^{\prime}=(2 \pi i \hbar \epsilon)^{-N / 2}$. Note that the continuum limit of Eqs. (1.6) and (2.8) is the same although they differ in their lattice space formulations.

We now perform a time-dependent contact transformation such that the explicit time dependence of Eq. (2.8) is
removed. As we indicated, one is tempted to make a straightforward substitution of $x_{k}=\exp \left(-\lambda t_{k} / 2\right) y_{k}$ into Eq. (2.8) or (1.6). As has been demonstrated elsewhere, ${ }^{9,10}$ extreme caution must be used in implementing canonical transformations in path integrals. It is particularly important to retain up to order $\epsilon$.

To this end we consider a general case of the form $x=f(t) y$, where $f(t)=\exp (-\lambda t / 2)$ for our case of interest. In analogy to the midpoint method of contact canonical transformation discussed in Refs. 9 and 10, we here make expansions about the midpoint in the time interval, i.e., $\bar{t}_{k}$. That is, to order $\epsilon$, we write

$$
\begin{align*}
& x_{k}=y_{k}\left[f\left(\bar{t}_{k}\right)+\frac{1}{2} \dot{f}\left(\bar{t}_{k}\right) \epsilon\right]  \tag{2.9a}\\
& x_{k-1}=y_{k-1}\left[f\left(\bar{t}_{k}\right)-\frac{1}{2} \dot{f}\left(\bar{t}_{k}\right) \epsilon\right] \tag{2.9b}
\end{align*}
$$

where the dot denotes time differentiation. We then have

$$
\begin{align*}
\Delta x_{k} & =x_{k}-x_{k-1} \\
& =f\left(\overline{t_{k}}\right) \Delta y_{k}+\dot{f}\left(\bar{t}_{k}\right) \bar{y}_{k} \epsilon, \tag{2.10}
\end{align*}
$$

where $\Delta y_{k}=y_{k}-y_{k-1}$ and $\bar{y}_{k}=\left(y_{k}+y_{k-1}\right) / 2$. Also we have

$$
\begin{align*}
\left(\Delta x_{k}\right)^{2}= & {\left[f\left(\bar{t}_{k}\right)\right]^{2}\left(\Delta y_{k}\right)^{2}+2 \epsilon f\left(\overline { t } _ { k } \dot { f } \left(\bar{t}_{k} \mid \bar{y}_{k} \Delta y_{k}\right.\right.} \\
& +\left[\dot{f}\left(\bar{t}_{k}\right)\right]^{2} \epsilon^{2} \bar{y}_{k}^{2} . \tag{2.11}
\end{align*}
$$

With $f(t)=\exp (-\lambda t / 2)$ we obtain

$$
\begin{align*}
\left(\Delta x_{k}\right)^{2}= & e^{\lambda \bar{t}_{k}}\left(\Delta y_{k}\right)^{2}-\epsilon \lambda e^{-\lambda \bar{t}_{k}} \bar{y}_{k} \Delta y_{k} \\
& +\left(\lambda^{2} / 4\right) \epsilon^{2} \bar{y}_{k}^{2} e^{\lambda \bar{t}_{k}} \tag{2.12}
\end{align*}
$$

thus the short time action of Eq. (2.8)

$$
\begin{equation*}
S_{k}=(1 / 2 \epsilon) e^{\lambda t_{k}}\left(\Delta x_{k}\right)^{2}-\epsilon\left(\omega^{2} x^{2} / 2\right) e^{\lambda t_{k}} \tag{2.13}
\end{equation*}
$$

becomes upon substitution of Eqs. (2.9) and (2.12)

$$
\begin{equation*}
S_{k}=(1 / 2 \epsilon)\left(\Delta y_{k}\right)^{2}-\frac{1}{2} \lambda \bar{y}_{k} \Delta y_{k}-(\epsilon / 2) \omega_{\lambda}^{2} y_{k}^{2} \tag{2.14}
\end{equation*}
$$

where $\omega_{\lambda}^{2}=\omega^{2}-\lambda^{2} / 4$. In the continuous limit one easily extracts the Lagrangian of Eq. (1.4).

We must also transform the "measure" part of the path integral. Using the symmetrizing procedure discussed in Refs. 9 and 10, we have for the general case, to order $\epsilon$

$$
\begin{align*}
\prod_{k=1}^{N-1} d x_{k}= & {\left[f\left(t^{\prime \prime} \mid f\left(t^{\prime}\right)\right]^{-1 / 2}\right.} \\
& \times \prod_{k=1}^{N} f\left(\bar{t}_{k}\right) \prod_{k=1}^{N-1} d y_{k} \tag{2.15}
\end{align*}
$$

In our case this becomes

$$
\begin{align*}
\prod_{k=1}^{N-1} d x_{k}= & e^{\lambda\left(t^{n}+t^{\prime}\right) / 4} \\
& \times \prod_{k=1}^{N}\left[e^{-\lambda_{k}}\right]^{1 / 2} \prod_{k=1}^{N-1} d y_{k} \tag{2.16}
\end{align*}
$$

Now from Eqs. (2.14) and (2.16) we obtain the transformed path integral as

$$
\begin{equation*}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime}, t^{\prime}\right)=e^{\lambda\left(t^{\prime \prime}+t^{\prime} / / 4\right.} \widetilde{K}\left(y^{\prime \prime}, t^{\prime \prime} ; y^{\prime}, t^{\prime}\right) \tag{2.17}
\end{equation*}
$$

where

$$
\begin{align*}
\widetilde{K}\left(y^{\prime \prime}, t^{\prime \prime}, y^{\prime}, t^{\prime}\right)= & \lim _{N \rightarrow \infty} A_{N}^{\prime} \int \cdots \int \prod_{k=1}^{N-1} d y_{k} \\
& \times \prod_{k=1}^{N} \exp \left\{\frac { i } { 2 \hbar } \left[\frac{\left(\Delta y_{k}\right)^{2}}{\epsilon}\right.\right. \\
& \left.\left.-\lambda \bar{y}_{k} \Delta y_{k}-\epsilon \omega_{\lambda}^{2} y_{k}^{2}\right]\right\} \tag{2.18}
\end{align*}
$$

We can remove all the explicit time dependence of the $y$ representation by using the integral equation

$$
\begin{equation*}
\psi\left(x^{\prime \prime}, t^{\prime \prime}\right)=\int K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime} t^{\prime}\right) \psi\left(x^{\prime}, t^{\prime}\right) d x^{\prime} \tag{2.19}
\end{equation*}
$$

Eq. (2.18), and the change of variable $x=\exp (-\lambda t / 2 \mid y$ on the endpoints such that we may redefine the wave functions as $\tilde{\psi}(y, t)=e^{-\lambda t / 4} \psi\left(e^{-\lambda t / 2} y, t\right)$ to obtain

$$
\begin{equation*}
\tilde{\psi}\left(y^{\prime \prime}, t^{\prime \prime}\right)=\int \tilde{K}\left(y^{\prime \prime}, t^{\prime \prime} ; y^{\prime}, t^{\prime}\right) \tilde{\psi}\left(y^{\prime}, t^{\prime}\right) d y^{\prime} \tag{2.20}
\end{equation*}
$$

We now have only to evaluate the path integral in Eq. (2.18). This may be written symbolically as

$$
\widetilde{K}\left(y^{\prime \prime}, t^{\prime \prime} ; y^{\prime}, t^{\prime}\right)=\int \mathscr{D} y(t) \exp \left\{\frac{i}{\hbar} \int_{t^{\prime}}^{t^{\prime \prime}} L(y, \dot{y}) d t\right\},(2.21)
$$

where $L(y, \dot{y})$ is given by Eq. (1.4). As noted earlier, the action calculated with this Lagrangian contains a path independent term, i.e.,

$$
\begin{align*}
S & =\int_{t^{\prime}}^{t^{*}} \frac{1}{2}\left(\dot{y}^{2}-\lambda y \dot{y}-\omega_{\lambda}^{2} y^{2}\right) d t \\
& =-\frac{\lambda}{4}\left(y^{\prime \prime}-y^{\prime \prime 2}\right)+\int_{t^{\prime}}^{t^{\prime \prime}} \frac{1}{2}\left(\dot{y}^{2}-\omega_{\lambda}^{2} y^{2}\right) d t \tag{2.22}
\end{align*}
$$

Thus we are left with a path integral for a harmonic oscillator of frequency $\omega_{\lambda}$. The result is of course very well known ${ }^{11}$ yielding
$\widetilde{K}\left(y^{\prime \prime}, t^{\prime \prime} ; y^{\prime}, t^{\prime}\right)$

$$
\begin{align*}
= & \left(\frac{\omega_{\lambda}}{2 \pi i \hbar \sin \omega_{\lambda}\left(t^{\prime \prime}-t^{\prime}\right)}\right)^{1 / 2} \\
& \times \exp \left\{\frac{i \omega_{\lambda}}{2 \hbar \sin \omega_{\lambda}\left(t^{\prime \prime}-t^{\prime}\right)}\right. \\
& \times\left[\left(y^{\prime \prime 2}+y^{\prime 2}\right) \cos \omega_{\lambda}\left(t^{\prime \prime}-t^{\prime}\right)\right. \\
& \left.\left.-2 y^{\prime} y^{\prime \prime}\right]-(i \lambda / 4 \hbar)\left(y^{\prime \prime 2}-y^{\prime 2}\right)\right\} . \tag{2.23}
\end{align*}
$$

Thus we obtain from Eqs. (2.18) and (2.23) the final result

$$
\begin{aligned}
K\left(x^{\prime \prime}, t^{\prime \prime} ; x^{\prime} t^{\prime}\right)= & \frac{e^{\lambda\left(t^{\prime \prime}+t^{\prime} / / 4\right.}}{\left[\left(2 \pi i \hbar / \omega_{\lambda}\right) \sin \omega_{\lambda}\left(t^{\prime \prime}-t^{\prime}\right)\right]^{1 / 2}} \\
& \times \exp \left\{\frac{i \omega_{\lambda}}{2 \hbar \sin \omega_{\lambda}\left(t^{\prime \prime}-t^{\prime}\right)}\right. \\
& \times\left[\left(e^{\lambda t^{\prime \prime}} x^{\prime \prime 2}+e^{\left.\lambda t^{\prime} x^{\prime 2}\right) \cos \omega_{\lambda}\left(t^{\prime \prime}-t^{\prime}\right)}\right.\right. \\
& \left.-2 x^{\prime \prime} x^{\prime} e^{\lambda\left(t^{\prime \prime}+t^{\prime}\right) / 2}\right] \\
& -(i \lambda / 4)\left(e^{\lambda t^{\prime \prime}} x^{\prime \prime 2}-e^{\left.\lambda t^{\prime} x^{\prime 2}\right)}\right\} .
\end{aligned}
$$

## III. CONCLUSIONS

This result may be compared with the calculations of Jannussis et al. ${ }^{12}$ who use the solutions of the Schrödinger equation ${ }^{13}$ to obtain the propagator by the definition

$$
K\left(x^{\prime \prime} t^{\prime \prime} ; x^{\prime} t^{\prime}\right)=\sum_{n} \psi_{n}^{*}\left(x^{\prime} t^{\prime}\right) \psi_{n}\left(x^{\prime \prime}, t^{\prime \prime}\right)
$$

Their result differs from ours in the sign of the last term. We believe ours to be correct as the sign can be directly traced to the term $-\lambda y \dot{y} / 2$ in Eq. (1.4).

Now in arriving at the above result we have started out with a phase-space path integral in which the time has been averaged over each interval of the time lattice. The Lagrangian path integral, Eq. (2.8) thus obtained differs from the usual form of Eqs. (1.6)-(1.8). Our expression has allowed us to follow a procedure analogous to the midpoint method of contact canonical transformations of Refs. 9 and 10 to transform the problem into the simpler problem of the harmonic oscillator. Apparently there is great ambiguity in the correct definition of the propagator when time explicitly appears. It is not clear how such a transformation could be carried out using Eqs. (1.7) and (1.8). Finally it must also be stated that there must be ambiguity in the definition of the phase-space path integral as it is not clear what form this should have for Eqs. (1.6)-(1.8), where the time parameter appears unsymmetrized over the time intervals. We thus conclude that our form $\mathrm{Eq} .(2.7)$ is the more appropriate.
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#### Abstract

Hestenes' geometric algebra and Dirac spinors are reviewed and united into a common mathematical formalism, a unification that establishes the Dirac equation as being manifestly covariant under the Lorentz group, and one that needs no matrix representation of the Dirac algebra. New and simple methods of amplitude or "trace" calculations are then described. A number of problems are then considered within the context of the new approach, such as relativistic spin projections, new and covariant $C$ and $T$-transformations and spinors for massless and Majorana fields.
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## 1. INTRODUCTION

The Dirac equation, for over half a century the main theoretical tool among the few at the disposal of the physicist wanting to understand the enigmatic electron and other presumably fundamental spin- $\frac{1}{2}$ particles, stands virtually alone among the great equations of physics in that it is not generally regarded as being independent of the reference frame in which it is to be employed, that is to say, as being manifestly covariant under transformations of the Lorentz group. The reason for this is the apparent advantage to be gained by regarding the Dirac matrices $\left(\gamma_{\mu}\right)$ in the Dirac equation (units: $\hbar=c=1$ )

$$
\begin{equation*}
\left(i \gamma^{\mu} \partial_{\mu}-m-e \gamma^{\mu} A_{\mu}(x)\right) \psi(x)=0 \tag{1.1}
\end{equation*}
$$

(with all of the symbols having their usual meaning) as fixed matrices, ${ }^{1}$ with a few especially simple representations ${ }^{2}$ of them being universally adopted and employed. These matrices then operate on the four-component column matrix $\psi(x)$, frequently referred to as a "Dirac spinor," scrambling its components which, in turn, represent spin- $\frac{1}{2}$ particles and antiparticles and their spin states. A considerable literature exists concerning these matrices, ${ }^{2-4}$ their representations and transformations, their efforts on spinors, ${ }^{5-7}$ and how they are used to calculate results of physical interest, ${ }^{8,9}$ but only rarely ( I have found but two examples ${ }^{10,11}$ and none at all in the most recent texts) is it even mentioned that if the $\left(\gamma_{\mu}\right)$ transform as the basis 4 -vectors of a reference frame (the viewpoint of this paper), abandoning fixed matrix representations, then does the Dirac equation have the appearance and structure of a manifestly covariant equation as far as the Lorentz group is concerned.

Not unrelated to the Dirac equation, but for other reasons as well, there is considerable current interest in the structure of the algebras and groups ${ }^{12}$ which have proven to be so successful in their applications to modern particle physics. In particular, the unitary, orthogonal, and other groups as well as the Clifford algebras (among which are to be included the Pauli and Dirac algebras), which are not unrelated to them, have been for some time, and remain, active research topics. Can certain of these algebras be directed to the covariance and interpretation of the Dirac equation, and, indeed, eliminate all reference to matrices and their representations and provide a suitable geometric setting for the important Dirac spinors? I believe so.

The purpose of this paper is to show that the Dirac algebra described by Hestenes ${ }^{13-17}$ and others, ${ }^{18-21}$ a Clifford algebra based on the usual four-dimensional Minkowskian space-time, is the natural formalism in which to embed Dirac's four-component spinors. Hestenes' version of this algebra is particularly singled out because of its informality, its ease of application and manipulation, and its power. Transformations within the four-dimensional vector space of spinors are accomplished by multiplication by elements of the Dirac algebra $\mathscr{D}$, an algebra isomorphic to the wellknown algebra of the Dirac matrices. The whole formalism will be seen to be covariant under transformations of the Lorentz group, and no need whatever will exist for any matrix representation of the algebra or the vector space of spinors; most of what follows will even be expressed in a compo-nent-free way. Section 2 will be needed to review the Dirac algebra and its subalgebra, the Pauli algebra, and their application to rotations and Lorentz transformations; Sec. 3 will informally define the vector space of Dirac spinors and its dual space of "adjoint" spinors, which will then be united, in Sec. 4 , through an important and fundamental new "theorem" that unites the two, and which describes a new, simple and useful way of calculating the ubiquitous amplitudes and "traces" of relativistic quantum mechanics. Section 5, finally, will apply these techniques to a number of simple problems in relativistic quantum theory, namely: (a) calculating spin projection probabilities; (b) the description by the covariant Dirac equation of an electron in a magnetic field; (c) a new spinor basis needed for massless spin- $\frac{1}{2}$ particles; (d) expressing the charge conjugation transformation $(C)$ and time-reversal transformation $(T)$ in a new and covariant way that avoids the specific representations of the Dirac matrices hitherto employed [the parity $(P)$ transformation is trivially reinterpreted but remains unchanged from what is conventional]; and (e) a look at how Majorana fields have to be expressed in the new notation, since, among other reasons, the charge conjugation transformation described in Sec. 5D forbids the existence of self-conjugate fields.

The literature recognizes two distinct (and, unfortunately, confusing) concepts for the appellation "spinor": (a) it is currently fashionable, ${ }^{6,7,16,22}$ for example, to call the Lorentz transformation $L$ in a change of reference frame such as

$$
\begin{equation*}
\gamma_{\mu}^{\prime}=L \gamma_{\mu} L^{-1} \tag{1.2}
\end{equation*}
$$

a spinor, or a rotation $R$ in a change of three-dimensional basis

$$
\begin{equation*}
\sigma_{i}^{\prime}=R \sigma_{i} R^{-1} \tag{1.3}
\end{equation*}
$$

such objects, in their respective algebras, being represented, if necessary, by $4 \times 4$ or $2 \times 2$ matrices, or even by quaternionlike objects; (b) the two-component "Pauli spinor" or the four-component "Dirac spinor," such objects being represented by column matrices, and traditionally called "spinors." It is in this latter sense only that the word "spinor" will be used in this paper, with the unfortunately vaguer terms "operator" or "multivector" being used for the first sense.

The mathematics that follows is quite informal and makes no claim to mathematical rigor; my aim is rather to develop and display a practical and simple, but powerful, spinor algebra, one with which facility can be readily acquired. The formal and technical aspects of the algebras used here have been widely developed and discussed in the literature; it is there that the interested reader will be referred in the likely event he finds the presentation here too informal or incomplete, although many references given here only sample this vast literature.

## 2. REVIEW OF THE DIRAC AND PAULI ALGEBRAS, ROTATIONS, AND LORENTZ TRANSFORMATIONS

The notation and formalism used in this paper would perhaps be best illustrated by a brief review of Hestenes' geometric algebra as it applies to Minkowskian space-time and transformations within it. The reader is referred elsewhere ${ }^{13-17}$ for a complete review and explanation of the algebra and its wealth of identities and relationships.

If $A$ and $B$ are 4 -vectors in Minkowskian space-time then a general "geometric product" is denoted by simple juxtaposition:

$$
\begin{align*}
A B & =\frac{1}{2}(A B+B A)+\frac{1}{2}(A B-B A) \\
& \equiv A \cdot B+A \wedge B \\
& =B \cdot A-B \wedge A, \tag{2.1}
\end{align*}
$$

where $A \cdot B$ is the usual scalar product and the bivector $A \wedge B$ can be regarded as the antisymmetric tensor product. This "exterior" or "outer" product, denoted by " $\wedge$," essentially the same one used with differential forms, ${ }^{23}$ is defined to be associative, a property which, with its antisymmetric nature, implies that

$$
\begin{equation*}
A \wedge B \wedge C \wedge D \wedge E=0 \tag{2.2}
\end{equation*}
$$

for any five or more 4 -vectors. The 16 -dimensional vector space (or 32 -dimensional, if multiplication by complex numbers is admitted) $\mathscr{C}_{4} \equiv \mathscr{D}$, the Clifford algebra based on a four-dimensional vector space, has as an arbitrary element the multivector

$$
\begin{align*}
& \quad M=\operatorname{scalar}(S)+\operatorname{vector}(V)+\operatorname{bivector}(B)+\operatorname{trivec}- \\
& \operatorname{tor}(T) \text { or } \tag{2.3}
\end{align*}
$$

pseudovector + pseudoscalar $(P)$.
If $\left(\gamma_{\mu}\right)(\mu=0,1,2,3)$ is an orthonormal set of basis 4-vectors (which constitutes a reference frame, with $\gamma_{0}$ the reference frame's 4-velocity), or tetrad,

$$
\begin{equation*}
\gamma_{\mu} \cdot \gamma_{\nu}=\frac{1}{2}\left(\gamma_{\mu} \gamma_{\nu}+\gamma_{\nu} \gamma_{\mu}\right) \equiv \eta_{\mu \nu} \tag{2.4}
\end{equation*}
$$

(where $\eta_{00} \equiv 1, \eta_{i j} \equiv-\delta_{i j}$ ), then $M$ has the form

$$
\begin{align*}
M= & \alpha+\alpha^{\mu} \gamma_{\mu}+\frac{1}{2} \alpha^{\mu v} \gamma_{\mu} \wedge \gamma_{v} \\
& +(1 / 3!) \beta^{\lambda \nu} \gamma_{\lambda} \wedge \gamma_{\mu} \wedge \gamma_{v} \\
& \left(\text { or } \beta^{\mu} \gamma_{s} \gamma_{\mu}\right)+\beta \gamma_{5} \tag{2.5}
\end{align*}
$$

where $\alpha, \alpha^{\mu}, \alpha^{\mu \nu}\left(=-\alpha^{\nu \mu}\right), \beta^{\lambda \mu \nu}\left(=-\beta^{\mu \lambda \nu}\right.$, etc.) $\left(\right.$ or $\left.\beta^{\mu}\right), \beta$ is a set of 16 (possibly complex) scalars, and where ${ }^{24}$

$$
\begin{equation*}
\gamma_{5} \equiv \gamma_{0} \wedge \gamma_{1} \wedge \gamma_{2} \wedge \gamma_{3}=\gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3} \tag{2.6}
\end{equation*}
$$

is the unit pseudoscalar, which satisfies $\left(\gamma_{5}\right)^{2}=-1$.
The subalgebra consisting of even multivectors of the Dirac algebra $\mathscr{D}$ is the algebra $\mathscr{C}_{3} \equiv \equiv \mathscr{P},{ }^{13,19}$ the Pauli algebra, because a basis $\operatorname{triad}\left(\sigma_{i}\right)(i=1,2,3)$ defined by

$$
\begin{equation*}
\sigma_{i} \equiv \gamma_{i} \wedge \gamma_{0}=\gamma_{i} \gamma_{0} \tag{2.7}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\sigma_{i} \cdot \sigma_{j}=\frac{1}{2}\left(\sigma_{i} \sigma_{j}+\sigma_{j} \sigma_{i}\right)=\delta_{i j}, \tag{2.8}
\end{equation*}
$$

the requirement of a basis in ordinary three-dimensional space. Elements of $\mathscr{P}$ have the form ${ }^{25}$

$$
\begin{gather*}
m=\alpha+a_{i} \sigma_{i}+\frac{1}{2} B_{i j} \sigma_{i} \wedge \sigma_{j}+i \beta  \tag{2.9a}\\
=\alpha+\mathbf{a}+B \text { (or } i \mathbf{b})+i \beta \\
=(\alpha+i \beta)+(\mathbf{a}+i \mathbf{b}) \tag{2.9b}
\end{gather*}
$$

where $\alpha$ and $\beta$ are real scalars and $\mathbf{a}$ and $b$ are (real) 3 -vectors, and where the unit pseudoscalar $i\left(i^{2}=-1\right)$ is defined by

$$
\begin{align*}
& i \equiv \sigma_{1} \wedge \sigma_{2} \wedge \sigma_{3}=\sigma_{1} \sigma_{2} \sigma_{3} \\
&=\gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3}=\gamma_{5} \tag{2.10}
\end{align*}
$$

a most important, and perhaps surprising, result, one with geometric significance, as Hestenes ${ }^{16}$ has emphasized. I use the notation " $i$ " in the Pauli algebra because $i \sigma_{i}=\sigma_{i} i$, so that in practice, in $\mathscr{P}$, it behaves no differently than the unit imaginary; thus $\mathscr{P}$ appears to consist of complex scalars and complex 3 -vectors, as (2.9b) illustrates. But, since $\gamma_{5} \gamma_{\mu}$
$=-\gamma_{\mu} \gamma_{5}$, its behavior in $\mathscr{D}$ is quite different. To minimize the conflict with traditional notation, the symbol " $i$ ' may be considered to be $\sqrt{-1}$ wherever it appears; however, " $\gamma_{s}$ " must be kept $\mathscr{T}$ and will be replaced by " $i$ " whenever 4 vector equations are reduced to 3 -vector equations, which will be so indicated whenever it is being done.

The algebras $\mathscr{P}$ and $\mathscr{D}$ provide for quite an elegant solution to the rotation problem. ${ }^{13,16}$ If the triad $\left(\sigma_{i}\right)$ is rotated in the right-hand sense by an angle $\theta$ about the direction $\hat{n}$ (where the caret denotes a unit 3-vector other than the basis vectors) to become the new triad $\left(\sigma_{i}^{\prime}\right)$, then

$$
\begin{equation*}
\sigma_{i}^{\prime}=R \sigma_{i} R^{-1} \tag{2.11}
\end{equation*}
$$

where

$$
\begin{align*}
R & =\exp \left(-\frac{1}{2} i \hat{n} \theta\right) \\
& =\cos \left(\frac{1}{2} \theta\right)-i \hat{n} \sin \left(\frac{1}{2} \theta\right) . \tag{2.12}
\end{align*}
$$

There is also a Lorentz covariant way of expressing this spatial rotation, a way that, to my knowledge, has not appeared before, although it is a trivial generalization of (2.11) and (2.12). If the spatial 4 -vectors of the tetrad $\left(\gamma_{\mu}\right)$ are rotated as above into the spatial 4-vectors of the tetrad $\left(\gamma_{\mu}^{\prime}\right)$, then $\gamma_{0}^{\prime}$

$$
\begin{align*}
& =\gamma_{0} \text { and } \\
& \quad \gamma_{i}^{\prime}=R \gamma_{i} R^{-1}, \tag{2.13}
\end{align*}
$$

where

$$
\begin{align*}
R & =\exp \left(-\frac{1}{2} \gamma_{5} N \gamma_{0} \theta\right) \\
& =\cos \left(\frac{1}{2} \theta\right)-\gamma_{5} N \gamma_{0} \sin \left(\frac{1}{2} \theta\right), \tag{2.14}
\end{align*}
$$

where $N$ is the unit spacelike 4 -vector $\left(N^{2}=-1\right)$ that satisfies $N \cdot \gamma_{0}=0$ and

$$
\begin{equation*}
\hat{n}=N \wedge \gamma_{0}=N \gamma_{0} . \tag{2.15}
\end{equation*}
$$

Since $\gamma_{0}$ anticommutes with each of $\gamma_{5}$ and $N$, we have $R \gamma_{0}=\gamma_{0} R$ and so (2.13) could be written

$$
\begin{equation*}
\gamma_{\mu}^{\prime}=R \gamma_{\mu} R^{-1} \tag{2.16}
\end{equation*}
$$

Note that (2.11) and (2.12) follow from (2.14)-(2.16) by the replacement $\gamma_{5} \rightarrow i$ after the equation has been written in terms of 3 -vectors. This illustrates the remarks made in the previous paragraph.

Following Hestenes, ${ }^{13}$ we can define "conjugate" multivectors of $\mathscr{D}$ such as

$$
\begin{align*}
\widetilde{M} & \equiv M, \quad \text { with all 4-vector products reversed, }  \tag{2.17}\\
& =S+V-B-T+P
\end{align*}
$$

using the notation (2.3), and a kind of Hermitian conjugate ${ }^{13,26}$

$$
\begin{equation*}
M^{\dagger} \equiv V \widetilde{M} V \tag{2.18}
\end{equation*}
$$

where $V$ is a unit timelike 4-vector $\left(V^{2}=1\right)\left[V=\gamma_{0}\right.$, for some reference frame $\left.\left(\gamma_{\mu}\right)\right]$. Note that this Hermitian conjugate is not a Lorentz-covariant object, a fact that considerably reduces its utility, except that $\gamma_{s}^{\dagger}=-\gamma_{5}$ (so $\left.i^{\dagger}=-i\right)$ in all frames of reference. The 3-vectors $\left(\sigma_{i}\right)$ defined by (2.7) satisfy $\sigma_{i}^{\dagger}=\sigma_{i}$ in the reference frame $\left(\gamma_{\mu}\right)$ where $V \equiv \gamma_{0}$, and (2.9b) becomes

$$
\begin{align*}
m^{\dagger} & =(\alpha-i \beta)+(\mathbf{a}-i \mathbf{b})  \tag{2.19}\\
& =m, \quad \text { with all } 3 \text {-vector products reversed }
\end{align*}
$$

so this operation of Hermitian conjugation is compatible with that generally employed, but is here endowed with geometric significance. Note, now, that the rotation multivector $R$, in either the form (2.12) or (2.14), satisfies $R^{\dagger}=R^{-1}: R$ is unitary [but only, I emphasize, in the reference frame $\left(\gamma_{\mu}\right)$ where $\gamma_{0}$ has been used for $V$ in (2.18)]. If a complex scalar $(\alpha)$ multiplies a multivector $M$ of $\mathscr{D}$, I will define

$$
\begin{equation*}
(\alpha \boldsymbol{M})^{\dagger} \equiv \alpha^{*} \boldsymbol{M}^{\dagger} \tag{2.20}
\end{equation*}
$$

where the asterisk denotes the complex conjugate and where I will always take the basis vectors to be real: $\gamma_{\mu}^{*} \equiv \gamma_{\mu}$ (whether or not a real matrix representation might existmatrices are irrelevant here).

A proper Lorentz transformation from the tetrad $\left(\gamma_{\mu}\right)$ to the tetrad $\left(\gamma_{\mu}^{\prime}\right)$ is expressed by

$$
\begin{equation*}
\gamma_{\mu}^{\prime}=L \gamma_{\mu} L^{-1} \tag{2.21}
\end{equation*}
$$

with ${ }^{13,26} L^{-1}=\widetilde{L}$ [note that, from (2.14), $\widetilde{R}=R^{-1}$, because $\gamma_{5} N \gamma_{0}$ is a bivector]. A (proper) infinitesimal Lorentz transformation

$$
\begin{equation*}
\gamma_{\mu}^{\prime}=\gamma_{\mu}+\epsilon_{\mu}{ }^{v} \gamma_{\nu} \tag{2.22a}
\end{equation*}
$$

is solved by

$$
\begin{equation*}
L=1-\frac{1}{4} \epsilon^{\mu v} \gamma_{\mu} \wedge \gamma_{v} \tag{2.22b}
\end{equation*}
$$

which satisfies $L^{-1}=\widetilde{L}$. Since $\gamma_{5}$ commutes with this $L$, it is
an invariant under proper Lorentz transformations. A pure boost (that is, a Lorentz transformation with no rotation of the spatial axes) from $\left(\gamma_{\mu}\right)$ to $\left(\gamma_{\mu}^{\prime}\right)$ is expressed by ${ }^{26,27}$

$$
\begin{equation*}
L \equiv H=\left(1+\gamma_{0}^{\prime} \gamma_{0}\right)\left[2\left(1+\gamma_{0}^{\prime} \cdot \gamma_{0}\right)\right]^{-1 / 2} \tag{2.23a}
\end{equation*}
$$

with

$$
\begin{equation*}
H^{-1}=\widetilde{H}=\left(1+\gamma_{0} \gamma_{0}^{\prime}\right)\left[2\left(1+\gamma_{0}^{\prime} \cdot \gamma_{0}\right)\right]^{-1 / 2} \tag{2.23b}
\end{equation*}
$$

Since $H^{\dagger}=V \widetilde{H} V=H$ for $V=\gamma_{0}$ or $\gamma_{0}^{\prime}$ we say that such Lorentz transformations are Hermitian, but, again, this is not a generally covariant concept. The Lorentz transformation (2.23a) can be expressed in 3-vector or exponential notation, ${ }^{13,28}$ but not covariantly, for which reason it will be avoided.

If $\left(\gamma_{\mu}\right)$ is an inertial reference frame, with proper time $\tau$, then

$$
\begin{equation*}
\dot{\gamma}_{\mu} \equiv \frac{d \gamma_{\mu}}{d \tau}=0 \tag{2.24}
\end{equation*}
$$

and the triad $\left(\sigma_{i}\right)=\left(\gamma_{i} \gamma_{0}\right)$ is not rotating,

$$
\begin{equation*}
\dot{\sigma}_{i}=0 \tag{2.25}
\end{equation*}
$$

but if the triad $\left(\sigma_{i}^{\prime}\right)=\left(\gamma_{i}^{\prime} \gamma_{0}^{\prime}\right)=\left(\gamma_{i}^{\prime} \gamma_{0}\right)$ is rotating, then from (2.11) follows ${ }^{24}$

$$
\begin{align*}
\dot{\sigma}_{i}^{\prime} & =\dot{R} R^{-1} \sigma_{i}^{\prime}-\sigma_{i}^{\prime} \dot{R} R^{-1} \\
& =\omega \times \sigma_{i}^{\prime} \tag{2.26}
\end{align*}
$$

where the angular velocity $\omega$ is obtained from the definition

$$
\begin{equation*}
\dot{R} R^{-1} \equiv-\frac{1}{2} i \omega \tag{2.27}
\end{equation*}
$$

since $\dot{R} R^{-1}$ is a bivector (in both $\mathscr{P}$ and $\mathscr{D}$ ). In covariant 4vector notation we have

$$
\begin{align*}
\dot{\gamma}_{i}^{\prime} & =\dot{R} R^{-1} \gamma_{i}^{\prime}-\gamma_{i}^{\prime} \dot{R} R^{-1} \\
& =\gamma_{5} \gamma_{0}\left(\Omega \wedge \gamma_{i}^{\prime}\right) \tag{2.28}
\end{align*}
$$

where

$$
\begin{equation*}
\dot{R} R^{-1} \equiv-\frac{1}{2} \gamma_{5} \Omega \gamma_{0} \tag{2.29}
\end{equation*}
$$

and $\Omega$ is the spacelike ( $\Omega \cdot \gamma_{0}=0$ ) angular velocity 4 -vector:

$$
\begin{equation*}
\omega=\Omega \wedge \gamma_{0}=\Omega \gamma_{0} \tag{2.30}
\end{equation*}
$$

with $\Omega^{2}=-|\omega|^{2}$. The reader should again note that the transition from covariant 4-vector notation (2.29) to 3-vector notation within a reference frame requires $\gamma_{5} \rightarrow i$, which can then be regarded as the unit imaginary.

## 3. DIRAC SPINORS

Dirac spinors are elements of a vector space $\mathscr{S}$, and transform among themselves, we assume, when multiplied on the left by multivectors of the Dirac algebra $\mathscr{D}$. That is, if, $\psi \in \mathscr{S}$, then $M \psi \in \mathscr{S}$, for all $M \in \mathscr{D}$. The dual spinor space is denoted $\overline{\mathscr{F}}:$ if $\bar{\psi} \in \overline{\mathscr{S}}$, then multiplication is on the right and $\bar{\psi} M \in \overline{\mathscr{S}}$. In the conventional terminology $\bar{\psi}$ is called the adjoint to the spinor $\psi$. Products of the form $\bar{\psi} \phi$ will be defined to be (complex) scalars, and we will see that products of the form $\phi \bar{\psi}$ are elements of $\mathscr{D}$. All products displayed here are defined to be associative, provided the result is meaningful. For example, $\bar{\psi} \phi \chi$ becomes $(\bar{\psi} \phi) \chi$, which is meaningful, but $\bar{\psi}(\phi \mathcal{X})$ is not.

The spinor equation $\phi=M \psi$ will be defined to have as its analog in $\overline{\mathcal{S}}, \bar{\phi}=\bar{\psi} \widetilde{M}$, where $\widetilde{M}$ is defined in (2.17) and is
assumed here to have real components. However, if $\alpha$ is a complex scalar

$$
\begin{equation*}
\phi=\alpha M \psi \leftrightarrow \bar{\phi}=\alpha^{*} \bar{\psi} \widetilde{M} . \tag{3.1}
\end{equation*}
$$

(For this reason dual spinors should have been denoted $\tilde{\psi}^{29}$; however, the notation $\bar{\psi}$ is virtually universal.)

The Dirac algebra $\mathscr{D}$ permits only two different sets of commuting projection operators. If $V$ is a timelike 4 -vector ( $V^{2}=1$ ), then an obvious first choice is the set

$$
\begin{equation*}
\Lambda_{ \pm} \equiv \frac{1}{2}(1 \pm V), \tag{3.2}
\end{equation*}
$$

since $\Lambda_{ \pm} \Lambda_{ \pm}=\Lambda_{ \pm}, \Lambda_{ \pm} \Lambda_{\mp}=0, \Lambda_{+}+\Lambda_{-}=1$ are satisfied. If, temporarily, we use $\gamma_{0}$ as a specific $V$, a second choice could be the set $\frac{1}{2}\left(1 \pm i \gamma_{1} \gamma_{2}\right)$, since $\left(i \gamma_{1} \gamma_{2}\right)^{2}=1$ and ( $i \gamma_{1} \gamma_{2}$ ) commutes with $\gamma_{0}$. No other independent projection operators exist that commute with these two sets. Now, since $i \gamma_{1} \gamma_{2}=-i \gamma_{5} \gamma_{3} \gamma_{0}$, the second set of projection operators will be taken to be

$$
\begin{equation*}
\Sigma_{ \pm}=\frac{1}{2}\left[1 \pm(-i) \gamma_{5} \gamma_{3} \gamma_{0}\right] \tag{3.3}
\end{equation*}
$$

where the signs will be justified later by the physical interpretation. ${ }^{8}$ To generalize, the two sets of projection operators (3.2) and

$$
\begin{equation*}
\Sigma_{ \pm} \equiv \frac{1}{2}\left[1 \pm(-i) \gamma_{5} S V\right], \tag{3.4}
\end{equation*}
$$

where $S^{2}=-1, S \cdot V=0$, imply that the vector space of spinors is four-dimensional. Thus, in general, Dirac spinors are four-component objects.

The projection operators $\Sigma_{ \pm}$are the spin projection operators because in the transition to the Pauli algebra $\gamma_{5} \rightarrow i$ and since $S V=S \wedge V=\hat{s}$ [in the frame of reference $\left(\gamma_{\mu}\right)$ with 4-velocity $V=\gamma_{0}$ ], we have

$$
\begin{equation*}
\Sigma_{ \pm}=\frac{1}{2}(1 \pm \hat{s}), \tag{3.5}
\end{equation*}
$$

the usual and only projection operators in the Pauli algebra. ${ }^{30}$ Note that although the $V$ in (3.4) is not conventional ${ }^{31}$ (it appears here, I believe, for the first time) it is required for the proper physical interpretation as (3.4) cannot become (3.5) without it-note its necessary appearance in (2.14).

What follows now is standard fare in the textbooks ${ }^{1,2,8,24}$ : If $\phi_{ \pm}$and $\chi_{ \pm}$constitute a basis of $\mathscr{S}$, then

$$
\begin{align*}
& \Lambda_{+} \phi_{ \pm} \equiv \phi_{ \pm},  \tag{3.6a}\\
& \Lambda_{-} \chi_{ \pm} \equiv \equiv \chi_{ \pm},  \tag{3.6b}\\
& \Sigma_{ \pm} \phi_{ \pm} \equiv \phi_{ \pm},  \tag{3.6c}\\
& \Sigma_{ \pm} \chi_{\mp} \equiv \chi_{\mp}, \tag{3.6~d}
\end{align*}
$$

where, again, the choice of signs will be justified by the physical interpretation. The dual, or adjoint, basis spinors are obtained from (2.17) and (3.1):

$$
\begin{align*}
& \bar{\phi}_{ \pm} \Lambda_{+}=\bar{\phi}_{ \pm},  \tag{3.7a}\\
& \bar{\chi}_{ \pm} \Lambda_{-}=\bar{\chi}_{ \pm},  \tag{3.7~b}\\
& \bar{\phi}_{ \pm} \Sigma_{ \pm}=\bar{\phi}_{ \pm},  \tag{3.7c}\\
& \bar{\chi}_{\mp} \Sigma_{ \pm}=\bar{\chi}_{\mp}, \tag{3.7d}
\end{align*}
$$

because, for example,

$$
\begin{equation*}
\left(\widetilde{\Sigma}_{+}\right)^{*}=\frac{1}{2}\left[1+(-i)^{*}\left(-\gamma_{5} S V\right)\right]=\Sigma_{+} . \tag{3.8}
\end{equation*}
$$

If we now define $\bar{\phi}_{+} \phi_{+} \equiv 1$, we obtain

$$
\begin{align*}
& \bar{\phi}_{r} \phi_{s}=\delta_{r s},  \tag{3.9a}\\
& \bar{\chi}_{r} \chi_{s}=-\delta_{r s}, \tag{3.9b}
\end{align*}
$$

$$
\begin{equation*}
\bar{\phi}_{r} \chi_{s}=0=\bar{\chi}_{r} \phi_{s}, \tag{3.9c}
\end{equation*}
$$

where $r, s= \pm$. It now follows that ${ }^{8}$

$$
\begin{align*}
& \phi_{ \pm} \bar{\phi}_{ \pm}=\Lambda_{+} \Sigma_{ \pm},  \tag{3.10a}\\
& \chi_{ \pm} \bar{\chi}_{ \pm}=-\Lambda_{-} \Sigma_{\mp}, \tag{3.10b}
\end{align*}
$$

so that (summing over repeated subscripts)

$$
\begin{align*}
& \phi_{r} \bar{\phi}_{r}-\chi_{r} \bar{\chi}_{r}=1,  \tag{3.11a}\\
& \phi_{r} \bar{\phi}_{r}+\chi_{r} \bar{\chi}_{r}=V, \tag{3.11b}
\end{align*}
$$

in the sense that operations on an arbitrarily selected spinor $\psi=\alpha_{r} \phi_{r}+\beta_{r} \chi_{r}\left(\alpha_{r}, \beta_{r}\right.$ complex numbers) are independent of which side of ( 3.10 ) or (3.11) is used. These of course, are the "completeness" or "closure" relations. The reader would have no trouble constructing a number of other identities from (3.10), such as

$$
\begin{equation*}
\phi_{+} \bar{\phi}_{+}-\chi-\bar{\chi}_{-}=\Sigma_{+}, \tag{3.12}
\end{equation*}
$$

or

$$
\begin{equation*}
\phi_{+} \bar{\phi}_{+}-\phi_{-} \bar{\phi}_{-}+\chi_{+} \bar{\chi}_{+}-\chi-\bar{\chi}_{-}=-i \gamma_{s} S V \tag{3.13}
\end{equation*}
$$

Indeed, the whole of the Dirac algebra can be constructed from elements of the form $\phi \bar{\chi}$; in the next section I will show how this can be accomplished in general.

Rotations and Lorentz transformations among spinors are accomplished using the multivectors $R, L$, and $H$ of Sec. 2. If the reference frame $\left(\gamma_{\mu}\right)$ is rotated or boosted or, in general, a combination of the two, into the reference frame $\left(\gamma_{\mu}^{\prime}\right)$, then $\gamma_{\mu}^{\prime}=L \gamma_{\mu} L^{-1}$ with $\widetilde{L}=L^{-1}$, to repeat (2.21). It follows that the basis spinors $\theta_{r}\left(=\phi_{r}\right.$ or $\left.\chi_{r}\right)$ associated with $\left(\gamma_{\mu}\right)$ transform into

$$
\begin{align*}
& \theta_{r}^{\prime} \equiv L \theta_{r}  \tag{3.14a}\\
& \bar{\theta}_{r}^{\prime}=\bar{\theta}_{r} \widetilde{L}=\bar{\theta}_{r} L^{-1} \tag{3.14b}
\end{align*}
$$

which therefore satisfy the same equations with respect to the reference frame $\left(\gamma_{\mu}^{\prime}\right)$ as the basis $\theta_{r}$ does with respect to $\left(\gamma_{\mu}\right)$. Thus a general spinor

$$
\begin{align*}
\psi & =\alpha_{r} \phi_{r}+\beta_{r} \chi_{r} \\
& =\alpha_{r}^{\prime} \phi_{r}^{\prime}+\beta_{r}^{\prime} \chi_{r}^{\prime} \tag{3.15}
\end{align*}
$$

is manifestly a Lorentz covariant object provided its components transform as, for example,

$$
\begin{align*}
\alpha_{r}^{\prime} & =\bar{\phi}_{r}^{\prime}\left(\alpha_{s} \phi_{s}+\beta_{s} \chi_{s}\right) \\
& =\alpha_{s} \bar{\phi}_{r} L^{-1} \phi_{s}+\beta_{s} \bar{\phi}_{r} L^{-1} \chi_{s} \tag{3.16}
\end{align*}
$$

The next section will consider how such expressions are to be explicitly evaluated.

A spatial rotation of $\phi_{+}$, for example, gives, using (2.14),

$$
\begin{equation*}
\phi_{+}^{\prime} \equiv R \phi_{+}=\alpha \phi_{+}+\beta \phi_{-}, \tag{3.17}
\end{equation*}
$$

because if $V \equiv \gamma_{0}, \gamma_{5} N$ commutes with $\gamma_{0}$. Thus the basis sets $\phi_{r}, \chi_{r}$ each remain in their own $\Lambda_{ \pm}$subspaces under spatial rotations, and can, with this restriction, be considered to be two-component Pauli spinors. ${ }^{30}$

The Lorentz boost (2.23a), however, completely scrambles the components:

$$
\begin{equation*}
\phi_{+}^{\prime} \equiv H \phi_{+}=\alpha_{r} \phi_{r}+\beta_{r} \chi_{r}, \tag{3.18}
\end{equation*}
$$

with none of $\alpha_{r}, \beta_{r}$ vanishing in general. I postpone further
discussion of these transformations to Sec. 5A, where their physical interpretation will be considered.

It is now easy to see that if $\psi^{\prime}=L \psi, \overline{\psi^{\prime}}=\bar{\psi} L^{-1}$, then

$$
\begin{equation*}
\overline{\psi^{\prime}} \psi^{\prime}=\bar{\psi} \psi, \tag{3.19}
\end{equation*}
$$

a Lorentz scalar, and

$$
\begin{equation*}
\psi^{\prime} \bar{\psi}^{\prime}=L \psi \bar{\psi} L^{-1} \tag{3.20}
\end{equation*}
$$

as elements of $\mathscr{D}$, such as vectors, must transform under a Lorentz transformation. Further, if $L:\left(\phi_{r}, \chi_{r}\right) \rightarrow\left(\phi_{r}^{\prime}, \chi_{r}^{\prime}\right)$, we may write

$$
\begin{equation*}
L=\phi_{r}^{\prime} \bar{\phi}_{r}-\chi_{r}^{\prime} \bar{\chi}_{r} \tag{3.21a}
\end{equation*}
$$

with

$$
\begin{equation*}
L^{-1}=\widetilde{L}=\phi_{r} \bar{\phi}_{r}^{\prime}-\chi_{r} \bar{\chi}_{r}^{\prime} . \tag{3.21b}
\end{equation*}
$$

## 4. THE "FUNDAMENTAL THEOREM" OF SPINOR ALGEBRA

I would now like to introduce a fundamental relation that considerably simplifies practical calculations using the spinor algebra, one that eliminates whatever apparent need may remain to refer to specific matrix representations of the Dirac algebra. It is easy to state: Let $\psi$ be any Dirac spinor, $\bar{\phi}$ any adjoint spinor, and $M$ any multivector of the Dirac algebra; then ${ }^{32}$

$$
\begin{equation*}
\bar{\phi} M \psi=4 S[M \psi \bar{\phi}], \tag{4.1}
\end{equation*}
$$

where $S[\cdots]$ refers to the scalar part, in the sense of $(2.3)$, of the multivector enclosed in the square brackets. In (4.1), $4 S[\cdots]$ replaces ${ }^{32,33} \operatorname{Tr}[\cdots]$ in what I consider to be obsolete matrix representations of the Dirac algebra, the factor 4 being required because the trace of the $4 \times 4$ unit matrix is 4 .

From (4.1) easily follows what some call the "Fierz decomposition" ${ }^{34,35}$ :

$$
\begin{align*}
\psi \bar{\phi}= & \frac{1}{4}(\bar{\phi} \psi)+\frac{1}{4}\left(\bar{\phi} \gamma^{\mu} \psi\right) \gamma_{\mu}-\frac{1}{8}\left(\bar{\phi} \gamma^{\mu} \wedge \gamma^{v} \psi\right) \gamma_{\mu} \wedge \gamma_{v} \\
& +\frac{1}{4}\left(\bar{\phi} \gamma_{5} \gamma^{\mu} \psi\right) \gamma_{5} \gamma_{\mu}-\frac{1}{4}\left(\bar{\phi} \gamma_{5} \psi\right) \gamma_{5} \tag{4.2}
\end{align*}
$$

for any spinors $\psi$ and $\phi$. For example, the second term in (4.2) is obtained from (4.1) and

$$
\begin{align*}
\bar{\phi} \gamma_{\mu} \psi & =4 S\left[\gamma_{\mu} \psi \bar{\phi}\right] \\
& =\frac{1}{4}\left(\bar{\phi} \gamma^{\nu} \psi\right) 4 S\left[\gamma_{\mu} \gamma_{\nu}\right] \\
& =\left(\bar{\phi} \gamma^{\nu} \psi\right) \eta_{\mu \nu}, \tag{4.3}
\end{align*}
$$

from (2.1) and (2.4). The important result (4.2) makes particularly clear the interesting connection between the fourcomponent Dirac spinors on the one hand and the elements (2.3) and (2.5) of the Dirac algebra on the other, and clearly shows the tensor properties of the components of the multivectors in the brackets in (4.2).

I claim, without, I think, any exaggeration, that any "trace" calculation in relativistic quantum mechanics can be more easily and quickly accomplished by the use of (4.1) than by following the rules of trace evaluations and manipulations. Even the permutation rule is valid: If $A, B, C, \cdots$ are multivectors, then

$$
\begin{align*}
S[A B \cdots C D] & =S[D A B \cdots C] \\
& =S[B \cdots C D A] \tag{4.4}
\end{align*}
$$

For example, to evaluate $\bar{\phi}_{+} \gamma_{\frac{1}{2}}^{\mu_{1}}\left(1-i \gamma_{5}\right) \phi_{+}$one would use (3.10a) and (4.1) to obtain

$$
\begin{align*}
& \bar{\phi}_{+} \gamma^{\mu} \frac{1}{2}\left(1-i \gamma_{s}\right) \phi_{+} \\
& =4 S\left[\gamma_{\frac{1}{2}}^{\mu_{2}}\left(1-i \gamma_{5}\right) \frac{1}{2}(1+V)_{\frac{2}{2}}\left(1-i \gamma_{5} S V\right)\right] \\
& =\frac{1}{2} S\left[\left(\gamma^{\mu}-i \gamma^{\mu} \gamma_{5}\right)\left(1+V-i \gamma_{5} S V-i \gamma_{5} S\right)\right] \\
& \text { (a) } \quad(b) \quad(c) \quad(d) \quad(e) \quad(f) \\
& =\frac{1}{2}(V+S) \cdot \gamma^{\mu}, \tag{4.5}
\end{align*}
$$

because one can see at a glance that only the products $a \cdot d$ and $b . f$ have a scalar part; the rest do not. However, to evaluate an expression such as $\bar{\phi}_{+} \gamma^{\mu} \frac{l_{2}}{2}\left(1-i \gamma_{5}\right) \chi_{-}$, which is
$\bar{\phi}_{+} \gamma^{\mu} \frac{1}{2}\left(1-i \gamma_{s}\right) \chi_{-}=4 S\left[\frac{1}{2} \gamma^{\mu}\left(1-i \gamma_{s}\right) \chi_{-} \bar{\phi}_{+}\right]$,
one would need the vector and pseudovector parts of (4.2), and $\bar{\phi}_{+} \gamma^{\mu} \chi_{-}, \bar{\phi}_{+} \gamma_{5} \gamma^{\mu} \chi_{-}$. Before these can be evaluated, one would have to tabulate the effects of the vectors $\left(\gamma_{\mu}\right)$ on the basis spinors. If $V \equiv \gamma_{0}, S \equiv \gamma_{3}$ in (3.6), one sees that, for example, $\gamma_{1} \phi_{+} \propto \chi_{+}$, so with a few choices of phase this can readily be done. Thus all expressions of the form $\bar{\phi} M \psi$, such as those in the Lorentz transformation of (3.16), can be explicitly calculated.

## 5. APPLICATIONS TO THE PHYSICAL INTERPRETATION

The definitions and results of the previous sections, because of their simplicity and clarity, facilitate the physical interpretation of the Dirac equation and its solutions, particularly in regard to the components of the Dirac spinor $\psi(x)$ and transformations among solutions to the Dirac equation. In this section I will consider a number of simple examples.

## A. Spin projection probabilities

If one takes the basis spinors for an electron (or positron) of mass $m$ and 4-momentum $p=p^{\mu} \gamma_{\mu}=m V$ to be $u_{r}$ $(p), v_{r}(p)(r= \pm)$, defined, as usual, by (3.6), as

$$
\begin{align*}
& \frac{1}{2}(1+V) \frac{1}{2}\left[1 \pm(-i) \gamma_{5} S V\right] u_{ \pm} \equiv u_{ \pm},  \tag{5.1a}\\
& \frac{1}{2}(1-V) \frac{1}{2}\left[1 \pm(-i) \gamma_{5} S V\right] v_{\mp} \equiv v_{\mp}, \tag{5.1b}
\end{align*}
$$

where $S V=S \wedge V=\hat{s}$ is the spin 3-vector in the electron's rest frame, then the usual expansion in plane waves that satisfies the free-particle Dirac equation

$$
\begin{equation*}
(i \partial-m) \psi(x)=0 \tag{5.2}
\end{equation*}
$$

where $\partial \equiv \gamma^{\mu} \partial_{\mu}$, is ${ }^{36}$

$$
\begin{align*}
\psi(x)= & (2 \pi)^{-3 / 2} \int d^{3} p\left(\frac{m}{\epsilon}\right)^{1 / 2} \\
& \times\left(e^{-i p \cdot x} a_{r} u_{r}+e^{i p \cdot x} b_{r}^{*} v_{r}\right) \tag{5.3}
\end{align*}
$$

where $a_{r}^{*}, b_{r}^{*}, a_{r}, b_{r}$ are the usual Fock-space creation and annihilation operators and $\epsilon \equiv\left(m^{2}+|\mathbf{p}|^{2}\right)^{1 / 2}$. The field 4momentum $P$ and angular momentum $J$ have the components

$$
\begin{align*}
P^{\lambda}= & \int d^{3} x T^{0 \lambda}=\int d^{3} x i \bar{\psi} \gamma^{0} \partial^{\lambda} \psi  \tag{5.4a}\\
J^{\lambda \mu}= & \int d^{3} x\left[\left(x^{\lambda} T^{0 \mu}-x^{\mu} T^{0 \lambda}\right)\right. \\
& \left.+\frac{1}{2} i \bar{\psi} \gamma^{0}\left(\gamma^{\lambda} \wedge \gamma^{\mu}\right) \psi\right] \tag{5.4b}
\end{align*}
$$

where $T$ is the canonical energy-momentum tensor and where the bivector ( $\gamma^{\lambda} \wedge \gamma^{\mu}$ ) appears in the "spin" part of the
angular momentum because of the form for the infinitesimal Lorentz transformation (2.22b). The expansion (5.3) leads to the following 4 -momentum and angular momentum in the direction of the electrons' motion $(\mathbf{J} \cdot \hat{P})$ :
$P=\int d^{3} p p\left(a_{r}^{*} a_{r}+b_{r}^{*} b_{r}\right)$,
$\mathbf{J} \cdot \hat{P}=\frac{1}{2} \int d^{3} p\left(a_{+}^{*} a_{+}-a_{--}^{*} a_{-}+b_{+}^{*} b_{+}-b_{-}^{*} b_{-}\right)$,
where normal ordering has been assumed, results that justify the choices of sign made in (5.1) and (3.6). Here I have used

$$
\begin{equation*}
S=[|\mathbf{p}| / m,(\epsilon / m) \hat{p}] \tag{5.6}
\end{equation*}
$$

with the 4 -momentum $p=(\epsilon,|\mathbf{p}| \hat{p})$; that is, the spin was resolved into components in the direction of the electron's motion. These results are quite familiar, ${ }^{8}$ but the spin assignments of the signs on the spinors $v_{ \pm}$apply only to the field-quantized theory.

In relativistic quantum mechanics (as opposed to the field-quantized version) the solution to the Dirac equation for a free, spin-up electron (or positron-they cannot, of course, be distinguished in the absence of an electromagnetic field) at rest in the reference frame ( $\gamma_{\mu}^{\prime}$ ) is

$$
\begin{equation*}
\psi(x)=\psi\left(t^{\prime}\right)=e^{-i m t^{\prime}} \phi_{+}^{\prime}, \tag{5.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{1}{2}\left(1+\gamma_{0}^{\prime}\right)_{2}\left[1+(-i) \gamma_{5} S \gamma_{0}^{\prime}\right] \phi_{+}^{\prime} \equiv \phi_{+}^{\prime}, \tag{5.8}
\end{equation*}
$$

with $\hat{s}^{\prime}=S \wedge \gamma_{0}^{\prime}$ representing the spin direction in the electron's rest frame. (An equally valid solution, ${ }^{37}$ to which I will return later, is

$$
\begin{equation*}
\psi\left(t^{\prime}\right)=e^{+i m r^{\prime}} \chi_{-}^{\prime} \tag{5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{1}{2}\left(1-\gamma_{0}^{\prime}\right)_{2}^{1}\left[1+(-i) \gamma_{5} S \gamma_{0}^{\prime}\right] \chi_{-}^{\prime} \equiv \chi_{-}^{\prime} \tag{5.10}
\end{equation*}
$$

A linear combination of (5.7) and (5.9), each parity eigenstates in the rest frame, is not a parity eigenstate (Sec. 5 D ) and is therefore not acceptable. Here $\chi_{-}$is associated with spin-up, the opposite of ( 5.1 b ), because the anticommutation relations, not present here, cause these roles to become reversed, a manifestation of the notorious "negative energy" problem. ${ }^{37}$ ) Now, as seen from the reference frame ( $\gamma_{\mu}$ ) related, we assume, to the electron's rest frame $\left(\gamma_{\mu}^{\prime}\right)$ by a pure boost, so that

$$
\begin{equation*}
V \equiv p / m=\gamma_{0}^{\prime}=V^{\mu} \gamma_{\mu}=H \gamma_{0} H^{-1} \tag{5.11}
\end{equation*}
$$

the solution (5.7) is

$$
\begin{equation*}
\psi(x)=e^{-i p \cdot x} \phi_{+}^{\prime} \equiv e^{-i p \cdot x} \psi(p) \tag{5.12}
\end{equation*}
$$

where

$$
\begin{equation*}
H=\left(1+V \gamma_{0}\right)\left[2\left(1+V \cdot \gamma_{0}\right)\right]^{-1 / 2} \tag{5.13}
\end{equation*}
$$

arises from (2.23a) and where the spinor $\psi(p)$ satisfies

$$
\begin{equation*}
\psi(p)=\frac{1}{2}(1+V)_{2}^{1}\left[1+(-i) \gamma_{5} S V\right] \psi(p) . \tag{5.14}
\end{equation*}
$$

Equations (5.12) and (5.14), of course, merely express (5.7) and (5.8) in manifestly covariant form.

The problem now is that $\psi(p)$ has four components in the reference frame $\left(\gamma_{\mu}\right)$ with the spinor basis $\left(\phi_{r}, \chi_{r}\right)$, although it remains in the two-dimensional subspace of the projection operator $\frac{1}{2}(1+V)$. What do these components
now represent? If we write

$$
\begin{equation*}
\psi(p) \equiv \alpha_{r}(p) \phi_{r}+\beta_{r}(p) \chi_{r} \tag{5.15}
\end{equation*}
$$

then

$$
\begin{equation*}
\bar{\psi} \psi=\bar{\phi}_{+}^{\prime} \phi_{+}^{\prime}=1=\left|\alpha_{r}\right|^{2}-\left|\beta_{r}\right|^{2} \tag{5.16}
\end{equation*}
$$

so that $\left|\alpha_{r}\right|^{2}$ and $\left|\beta_{r}\right|^{2}$ cannot be interpreted as probabilities. However, since $\gamma_{0} \chi_{r}=-\chi_{r}$, we have

$$
\begin{align*}
\bar{\psi} \gamma_{0} \psi & =V \cdot \gamma_{0}=\epsilon / m \equiv \gamma=\left(1-v^{2}\right)^{-1 / 2} \\
& =\left|\alpha_{r}\right|^{2}+\left|\beta_{r}\right|^{2} \tag{5.17}
\end{align*}
$$

where $v$ is the electron's speed, which leads me to propose the following interpretation: $\left(\left|\alpha_{+}\right|^{2}+\left|\beta_{-}\right|^{2}\right) / \gamma$ and
$\left(\left|\alpha_{-}\right|^{2}+\left|\beta_{+}\right|^{2}\right) / \gamma$ are the probabilities, respectively, of the electron having spin up or down in the reference frame $\left(\gamma_{\mu}\right)$, where

$$
\begin{align*}
& \alpha_{r}=\bar{\phi}_{r} \psi  \tag{5.18a}\\
& \beta_{r}=-\bar{\chi}_{r} \psi \tag{5.18b}
\end{align*}
$$

and where the up direction is defined by the spacelike vector in the "spin" projection operator for ( $\phi_{r}, \chi_{r}$ ); for example, if (3.3) is used, the up direction is the 3-direction as $\gamma_{3} \gamma_{0}=\sigma_{3}$. It is important to note that, in general, there is no spin-up amplitude, for example, as there is in nonrelativistic quantum mechanics.

The spinor components $\alpha_{r}, \beta_{r}$ can be readily calculated using (4.1) and (3.10), with (3.3) used as the spin projection operators:

$$
\begin{align*}
&\left|\alpha_{+}\right|^{2}=\left|\bar{\phi}_{+} \psi\right|^{2}=\bar{\phi}_{+} \psi \bar{\psi} \phi_{+}=4 S\left[\psi \bar{\psi} \phi_{+} \bar{\phi}_{+}\right] \\
&= 4 S\left[\frac{1}{2}(1+V) \frac{1}{2}\left(1-i \gamma_{5} S V\right)_{\left.\frac{1}{2}\left(1+\gamma_{0}\right) \frac{1}{2}\left(1-i \gamma_{5} \gamma_{3} \gamma_{0}\right)\right]}^{=}\right. \\
& \frac{1}{4}\left(1+V \cdot \gamma_{0}-S \cdot \gamma_{3}-S \cdot \gamma_{3} V \cdot \gamma_{0}+S \cdot \gamma_{0} V \cdot \gamma_{3}\right) \\
&\left|\alpha_{-}\right|^{2}=\mid 5.19 \mathrm{~d}) \\
&+\left.S\right|^{2}=\frac{1}{4}\left(1+V \cdot \gamma_{0}+S \cdot \gamma_{3}\right.  \tag{5.19b}\\
&\left|\beta_{+}\right|^{2}=\left|\bar{\chi}_{+} \psi\right|^{2}=\frac{1}{4}\left(-1+V \cdot \gamma_{0}-S \cdot \gamma_{0} V \cdot \gamma_{3} \mid\right. \\
&\left.-S \cdot \gamma_{3} V \cdot \gamma_{0}+S \cdot \gamma_{0} V \cdot \gamma_{3}\right)  \tag{5.19c}\\
&\left|\beta_{-}\right|^{2}=\left|\bar{\chi}_{-} \psi\right|^{2}=\frac{1}{4}\left(-1+V \cdot \gamma_{0}-S \cdot \gamma_{3}\right. \\
&\left.\quad+S \cdot \gamma_{3} V \cdot \gamma_{0}-S \cdot \gamma_{0} V \cdot \gamma_{3}\right), \tag{5.19~d}
\end{align*}
$$

with (5.16) and (5.17) clearly satisfied. The electron's spin vector in its rest frame $\left(\gamma_{\mu}^{\prime}\right)$ is $S \equiv S_{0}^{i} \gamma_{i}^{\prime}\left(\operatorname{as} S \cdot \gamma_{0}^{\prime}=0\right)$ and the Lorentz transformation in the form ${ }^{38}$

$$
\begin{align*}
\gamma_{\mu}^{\prime}= & H \gamma_{\mu} H^{-1} \\
= & \gamma_{\mu}+\left(1+\gamma_{0}^{\prime} \cdot \gamma_{0}\right)^{-1}\left[-\gamma_{0}^{\prime} \cdot \gamma_{\mu}\left(\gamma_{0}+\gamma_{0}^{\prime}\right)\right. \\
& \left.+\eta_{\mu 0}\left(\gamma_{0}^{\prime}-\gamma_{0}+2 \gamma_{0}^{\prime} \gamma_{0}^{\prime} \cdot \gamma_{0}\right)\right] \tag{5.20}
\end{align*}
$$

results in the following spin-up $\left(P_{u}\right)$ and spin-down $\left(P_{d}\right)$ probabilities:

$$
\begin{align*}
P_{u} & =\gamma^{-1}\left(\left|\alpha_{+}\right|^{2}+\left|\beta_{-}\right|^{2}\right) \\
& =\frac{1}{2}\left(1+S_{0}^{3} / \gamma\right)+\frac{1}{2}[(\gamma-1) / \gamma] S_{0}^{i} \hat{p} \cdot \sigma_{i} \hat{p} \cdot \sigma_{3}  \tag{5.21a}\\
P_{d} & =\gamma^{-1}\left(\left|\alpha_{-}\right|^{2}+\left|\beta_{+}\right|^{2}\right) \\
& \left.=\frac{1}{2}\left(1-S_{0}^{3}\right) / \gamma\right)-\frac{1}{2}[(\gamma-1) / \gamma] S_{0}^{i} \hat{p} \cdot \sigma_{i} \hat{p} \cdot \sigma_{3} \tag{5.21b}
\end{align*}
$$

where $\hat{p}$ is a unit 3 -vector in the direction of the electron's momentum. In the nonrelativistic limit ( $\gamma \rightarrow 1, \beta_{r} \rightarrow 0$ ) (5.21) clearly reduces to the usual expressions, ${ }^{30}$ the first terms of (5.21). As a check on signs it follows from (5.21) that
a spin-up electron, boosted in the up direction, remains spinup.

The solution for the spin $\hat{s}$ electron in its rest frame could equally well be represented by (5.9) or, in covariant form,

$$
\begin{equation*}
\psi(x)=e^{+i p \cdot x} \psi(p) \tag{5.22}
\end{equation*}
$$

where rather than (5.14) we have

$$
\begin{equation*}
\psi(p)=\frac{1}{2}(1-V)_{2}^{1}\left[1+(-i) \gamma_{5} S V\right] \psi(p) \tag{5.23}
\end{equation*}
$$

This solution differs from the one given above only in the replacements $\phi_{+} \leftrightarrow \chi_{-}, \phi_{-} \leftrightarrow \chi_{+}$in (5.19a)-(5.19d); there is no change in the physical interpretation. Indeed, the two solutions given here are spin-reversed, charge conjugates of each other as will be shown in Sec. 5D.

## B. Electron in a magnetic field

The manifestly covariant formalism of Secs. 2 and 3 provides for an especially simple solution for the electron spin components in a magnetic field. The Dirac equation in the presence of an electromagnetic field is

$$
\begin{equation*}
(i \partial-m-e A(x)) \psi(x)=0 \tag{5.24}
\end{equation*}
$$

where the vector potential $A$ is related to the electromagnetic field $F=\frac{1}{2} F^{\mu \nu} \gamma_{\mu} \wedge \gamma_{v}$ by ${ }^{39}$

$$
\begin{equation*}
F=\partial \wedge A=\mathbf{E}+\gamma_{5} \mathbf{B} \tag{5.25}
\end{equation*}
$$

where the electric and magnetic fields depend on a specific reference frame $\left(\gamma_{\mu}\right)$ having been singled out. If the electron is assumed to be spin-up, at rest, at time $t=0$ in a uniform magnetic field, then a general solution to (5.24) is

$$
\begin{equation*}
\psi(x)=\psi(t)=e^{-i m t} R(t) \phi_{+} \tag{5.26}
\end{equation*}
$$

where $R(t)$ is a rotation operator or multivector, as in (2.14), with $R(0) \equiv 1$. This assumed solution gives
$i \frac{d \psi}{d t} \equiv i \dot{\psi}=\left(m+i \dot{R} R^{-1}\right) \psi=\left(m-\frac{1}{2} i \gamma_{5} \Omega \gamma_{0}\right) \psi$,
where (2.29) has been employed, with $\Omega$ being a spacelike angular velocity 4 -vector.

From (5.24) follows

$$
\begin{equation*}
\left(\partial^{2}+m^{2}-e^{2} A^{2}+2 i e A \cdot \partial+i e F\right) \psi=0 \tag{5.28}
\end{equation*}
$$

and when (5.26) is inserted here, one obtains
$2 m \dot{R} R^{-1} \psi+e \gamma_{5} \gamma_{0} \Omega \cdot A \psi+i \frac{d\left(\dot{R} R^{-1}\right)}{d t} \psi=e F \psi$,
where a pure magnetic field has been assumed ( $A \cdot \gamma_{0}=0$ ).
The second and third terms are small relativistic corrections (in the weak field limit); if ignored, (5.27) and (5.29) lead to

$$
\begin{align*}
\dot{R} R^{-1} & =-\frac{1}{2} \gamma_{5} \Omega \gamma_{0}=-\frac{1}{2} \gamma_{5} \omega \\
& \approx \frac{1}{2}(e / m) F=\frac{1}{2}(e / m) \gamma_{5} \mathbf{B} \tag{5.30}
\end{align*}
$$

where $\omega=\Omega \wedge \gamma_{0}$. Thus, if a Hamiltonian $\widehat{H}$ is defined as

$$
\begin{equation*}
\dot{i \psi}=\hat{H} \psi \tag{5.31}
\end{equation*}
$$

we find

$$
\begin{equation*}
(\hat{H}-m) \psi=-\frac{1}{2} i \gamma_{5} \Omega \gamma_{0} \psi \approx \frac{1}{2} i(e / m) \gamma_{5} \mathbf{B} \psi \tag{5.32}
\end{equation*}
$$

which in the transition to the Pauli algebra $\left(\gamma_{5} \rightarrow i\right)$ becomes

$$
\begin{equation*}
(\hat{H}-m) \psi=-\frac{1}{2}(e / m) \mathbf{B} \psi \tag{5.33}
\end{equation*}
$$

which is the Pauli equation. ${ }^{30}$ If the magnetic field is constant as well as uniform the solutions given above are exact (the second and third terms of (5.29) vanish) and the solution from (2.14) is

$$
\begin{equation*}
R(t)=\exp \left(-\frac{1}{2} \gamma_{5} \Omega \gamma_{0} t\right)=\exp \left(-\frac{1}{2} i \omega t\right) \tag{5.34}
\end{equation*}
$$

Since $R \gamma_{0}=\gamma_{0} R$, the magnetic field only induces transitions between states $\phi_{+}$and $\phi_{-}$(not $\chi_{+}$or $\chi_{-}$if these states are initially absent); thus the two-component Pauli spinors are sufficient to express the solution. The spin-up amplitude at time $t$ would be $e^{-i m t} \bar{\phi}_{+} R(t) \phi_{+}$and the spin-down amplitude is $e^{-i m t} \bar{\phi}_{-} R(t) \phi_{+}$.

## C. Basis spinors for massiess spin $-\frac{1}{2}$ particles

The projection operators (3.2) and (3.4) cannot be used for massless Dirac particles because no 4 -vector of the form $V=p / m, V^{2}=1$, exists for such particles. It makes no difference if the normalization $\bar{\phi}_{+} \phi_{+}=1$, for example, is changed to the commonly used $\bar{\phi}_{+} \phi_{+} \equiv 2 m$ because ( $m \pm p$ ) are not ("unnormalized") projection operators if $m=0$. The vector space of spinors is still four-dimensional so that new projection operators are needed.

The Dirac equation to be satisfied by free, massless particles is now simply

$$
\begin{equation*}
\partial \psi(x)=0 \tag{5.35}
\end{equation*}
$$

which requires as basis spinors those $\left(\omega_{r}, r= \pm\right)$ that satisfy

$$
\begin{align*}
p \omega_{r}(p) & =0  \tag{5.36a}\\
& =\epsilon \gamma_{0}(1-\hat{p}) \omega_{r}(p) \tag{5.36b}
\end{align*}
$$

where the particle's 4 -momentum $p\left(p^{2}=0\right)$ is written, as before, as $p=\epsilon(1, \hat{p})$. The spin 4-vector of Sec. 3 will be such that

$$
\begin{equation*}
S \wedge V=S V=\hat{s} \equiv \hat{p} \tag{5.37}
\end{equation*}
$$

so that ( 5.36 b ) suggests that the spin projection operators become ${ }^{40}$

$$
\begin{equation*}
\Sigma_{ \pm}=\frac{1}{2}\left[1 \pm(-i) \gamma_{s}\right] \tag{5.38}
\end{equation*}
$$

since $\hat{p} \omega_{r}(p)=\omega_{r}(p)$ from (5.36b). Thus the spinors $\omega_{r}(p)$, $\lambda_{r}(p)$ defined by

$$
\begin{align*}
& \frac{1}{2}\left(1+\hat{p} \mid \Sigma_{ \pm} \omega_{ \pm}(p) \equiv \omega_{ \pm}(p)\right.  \tag{5.39a}\\
& \frac{1}{2}(1-\hat{p}) \Sigma_{ \pm} \lambda_{\mp}(p) \equiv \equiv \lambda_{\mp}(p) \tag{5.39b}
\end{align*}
$$

span spinor space and make a suitable basis. They satisfy

$$
\begin{equation*}
\bar{\omega}_{r} \omega_{s}=0=\bar{\lambda}_{r} \lambda_{s} \tag{5.40}
\end{equation*}
$$

because (5.39a), for example, has as an adjoint equation

$$
\begin{equation*}
\bar{\omega}_{ \pm}(p) \frac{1}{2}(1-\hat{p}) \Sigma_{\mp}=\bar{\omega}_{ \pm}(p) \tag{5.41a}
\end{equation*}
$$

as well as (5.36a) and

$$
\begin{equation*}
p^{\prime} \lambda_{r}(p)=0=p \lambda_{r}\left(p^{\prime}\right) \tag{5.41b}
\end{equation*}
$$

where $p^{\prime} \equiv \epsilon(1,-\hat{p})$ if $p=\epsilon(1, \hat{p})$.
An expansion of the massless spinor field in plane waves in the form

$$
\begin{equation*}
\psi(x)=(2 \pi)^{-3 / 2} \int d^{3} p\left(e^{-i p \cdot x} a_{r} \omega_{r}(p)+e^{i p \cdot x} b_{r}^{*} \lambda_{r}\left(p^{\prime}\right)\right) \tag{5.42}
\end{equation*}
$$

satisfies the Dirac equation (5.35). The choices of sign in (5.39) are again made because of the physical interpretation. Note, however, that $\omega_{r}(p)$ and $\lambda_{-r}\left(p^{\prime}\right)$ satisfy the same defining equations, thus rendering the basis $\lambda_{r}(p)$ superfluous. The plane wave expansion expressed by

$$
\begin{equation*}
\psi(x)=(2 \pi)^{-3 / 2} \int d^{3} p\left(e^{-i p \cdot x} a_{r}+e^{i p \cdot x} b_{-}^{*}\right) \omega_{r}(p)(5 . \tag{5.43}
\end{equation*}
$$

leads to the correct field 4-momentum

$$
\begin{equation*}
P=\int d^{3} p p\left(a_{r}^{*} a_{r}+b_{r}^{*} b_{r}\right) \tag{5.44}
\end{equation*}
$$

and spin in the direction of motion

$$
\begin{equation*}
\mathbf{J} \cdot \hat{P}=\frac{1}{2} \int d^{3} p\left(a_{+}^{*} a_{+}-a_{-}^{*} a_{-}+b_{+}^{*} b_{+}-b_{-}^{*} b_{-}\right) . \tag{5.45}
\end{equation*}
$$

Therefore, one needs only the spinors $\omega_{ \pm}(p), \bar{\omega}_{ \pm}(p)$ in Feynman diagrams and in any other calculations concerning massless spin $-\frac{1}{2}$ particles. Practical calculations are aided by the definition

$$
\begin{equation*}
\bar{\omega}_{+} \gamma_{0} \omega_{+} \equiv 1, \tag{5.46a}
\end{equation*}
$$

which, along with (5.40), leads to

$$
\begin{align*}
& \bar{\omega}_{r} \gamma_{0} \omega_{s}=\delta_{r s},  \tag{5.46~b}\\
& \omega_{ \pm} \bar{\omega}_{ \pm}=(p / 2 \epsilon) \Sigma_{\mp} . \tag{5.46c}
\end{align*}
$$

Because of $(5.46 \mathrm{c})$ no factors such as $1 / 2 \epsilon$ are put in the invariant amplitude when Feynman diagrams are being evaluated. Such factors, for unit reasons, are also absent from (5.43); they emerge naturally from (5.46c).

## D. Manifestly covariant formalism for CPT

It seems to be a universal practice to exploit specific matrix representations of the Dirac algebra in order to construct $C, P$, and $T$ transformations with the desired properties. This, clearly, is not acceptable if, in the spirit of the covariant space-time approach, only manifestly covariant equations are to be considered. It is therefore important to show that manifestly covariant $C, P$, and $T$ transformations can be constructed. These transformations seem more important in the field-quantized version of the Dirac theory, so it will be within that context that they will be addressed here.

I will first propose that the charge conjugation $(C)$ transformation be changed from the usual ${ }^{41}$ matrix or representation dependent one to

$$
\begin{equation*}
\psi^{c}(x)=\mathscr{C} \psi(x) \mathscr{C}^{-1} \equiv \gamma_{5} \psi^{*}(x) \tag{5.47}
\end{equation*}
$$

where $\mathscr{C}$ is the usual unitary Fock-space operator and where $\psi^{*}$ represents the complex conjugate of complex numbers and the Hermitian conjugate of the Fock-space creation and annihilation operators, but which does not affect elements of the Dirac algebra ( $\gamma_{\mu}^{*} \equiv \gamma_{\mu}$; vectors are real ), although it does imply transformations among the basis spinors because of the unit imaginary factor in the spin projection operators. Apart from a negative sign, the phase in (5.47) is unique. One sees from (5.1) that

$$
\begin{equation*}
u_{r}^{*} \propto u_{-r}, \quad v_{r}^{*} \propto v_{-r} \tag{5.48a}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{s} u_{r}^{*} \propto v_{r}, \quad \gamma_{s} v_{r}^{*} \propto u_{r} \tag{5.48b}
\end{equation*}
$$

One could set the phases, for example, as $\gamma_{5} u_{+}^{*} \equiv v_{+}$, but there is no advantage to be gained here by doing so as the $C$ transformation defined here does not differ all that much from the usual except that no matrix transpose is used here.

The solution to the free-particle Dirac equation for an electron of momentum $p=m V$ and $\operatorname{spin} S(S \wedge V=\hat{s}=$ spin
direction in rest frame), considered earlier in Sec. 5A, Eqs. (5.12) and (5.14),

$$
\begin{align*}
& \psi(x)=e^{-i p \cdot x} \psi(p),  \tag{5.49}\\
& \psi(p)=\frac{1}{2}(1+V) \frac{1}{2}\left[1+(-i) \gamma_{5} S V\right] \psi(p),
\end{align*}
$$

has as a charge conjugate

$$
\begin{equation*}
\psi^{c}(x)=e^{i p \cdot x}\left(\gamma_{5} \psi^{*}(p)\right), \tag{5.50a}
\end{equation*}
$$

with

$$
\gamma_{5} \psi^{*}(p)=\frac{1}{2}(1-V) \frac{1}{2}\left[1-(-i) \gamma_{5} S V\right] \gamma_{5} \psi^{*}(p),(5.50 \mathrm{~b})
$$

which is spin-opposite to the alternate solution (5.22) and (5.23). When applied to (5.3) or (5.44), for example, (5.47) interchanges particles and anti-particles (but not spin).

Since the Dirac equation and any conceivable interaction (that does not involve $\gamma_{s}$ : the weak interaction is an important exception that is discussed at the end of this subsection) are to be written in manifestly covariant form, such expressions are automatically invariant under Lorentz transformations, including the improper transformations of space inversion $(P)$ and time reversal $(T)$, which therefore must be differently formulated if a nontrivial meaning is to be attached to such transformations.

The space-time transformation to be adopted is the "active" transformation

$$
\begin{align*}
x=x^{\mu} \gamma_{\mu} \rightarrow x^{\prime} & =x^{\prime \mu} \gamma_{\mu} \\
& \equiv L x L^{-1} \\
& \equiv x^{\mu} \gamma_{\mu}^{\prime}, \tag{5.51}
\end{align*}
$$

where $x^{\mu}$ and $x^{\mu}$ are the coordinates of the old and new events, respectively, in the basis ( $\gamma_{\mu}$ ), and where $\left(\gamma_{\mu}^{\prime}\right)$ can be thought of as a new basis. The coordinates of the new event in the old basis are defined to be the same as those of the old event in the new basis. It is easy to show that for infinitesimal (proper) Lorentz transformations and, at least, the improper Lorentz transformation of space inversion in the reference frame $\left(\gamma_{\mu}\right)\left(L_{p}=\gamma_{0}\right)$,

$$
\begin{equation*}
\gamma_{\mu}^{\prime}=L_{p} \gamma_{\mu} L_{p}^{-1}=\left(\gamma_{0},-\gamma_{i}\right), \tag{5.52}
\end{equation*}
$$

and time reversal ( $L_{t}=\gamma_{5} \gamma_{0}$ )

$$
\begin{equation*}
\gamma_{\mu}^{\prime}=L_{t} \gamma_{\mu} L_{t}^{-1}=\left(-\gamma_{0}, \gamma_{i}\right), \tag{5.53}
\end{equation*}
$$

that

$$
\begin{equation*}
\partial^{\prime} \equiv \gamma^{\mu} \partial_{\mu}^{\prime}=L \gamma^{\mu} L^{-1} \partial_{\mu}=L \partial L^{-1} \tag{5.54}
\end{equation*}
$$

so that the Dirac equation, for example,

$$
\begin{equation*}
(i \partial-e A(x)-m) \psi(x)=0 \tag{5.55a}
\end{equation*}
$$

becomes

$$
\begin{equation*}
\left(i \partial^{\prime}-e A^{\prime}\left(x^{\prime}\right)-m\right) \psi^{\prime}\left(x^{\prime}\right)=0, \tag{5.55b}
\end{equation*}
$$

where $A^{\prime}\left(x^{\prime}\right) \equiv L A(x) L^{-1}$ and $\psi^{\prime}\left(x^{\prime}\right) \equiv L \psi(x)$ are new fields at the new event. Thus the space inversion $(P)$ or parity transformation is, from (5.52),

$$
\begin{align*}
\psi^{P}(t, \mathbf{r}) & =\mathscr{P} \psi(t, \mathbf{r}) \mathscr{P}^{-1} \\
& \equiv \gamma_{0} \psi(t,-\mathbf{r}) \tag{5.56}
\end{align*}
$$

which is identical in every way to the usual ${ }^{42}$ transformation.
What one might now be tempted to define as the timereversal ( $T$ ) transformation is, however, complicated by the
physical interpretation. The mapping (5.51) with the timereversal Lorentz transformation (5.53) maps a timelike world line, say, one going into the future along the positive $x^{1}$ axis, into one going into the past also along the positive $x^{1}$ axis, but which must be physically interpreted as one going into the future along the negative $x^{1}$ axis, an interpretation that requires $\gamma_{\mu} \rightarrow-\gamma_{\mu}$ to make physical sense. Thus, although (5.53) and (5.55b) appear to map vectors, such as the momentum 4-vector $p$, as $p=\left(p^{0}, p^{i}\right) \rightarrow\left(-p^{0}, p^{i}\right)$, we require $\gamma_{\mu} \rightarrow-\gamma_{\mu}$ and $p \rightarrow-\left(-p^{0}, p^{\prime}\right)$ to make physical sense. This requires that the $\gamma_{s}$ factor in $L_{t}$ be dropped and requires that the Fock-space operator $\mathscr{T}$ be antilinear:

$$
\begin{align*}
\psi^{t}(t, \mathbf{r}) & =\mathscr{T} \psi(t, \mathbf{r}) \mathscr{T}^{-1} \\
& \equiv \gamma_{0} \psi(-t, \mathbf{r}) \tag{5.57}
\end{align*}
$$

which is to be contrasted with the usual ${ }^{43}$ representationdependent transformation. One should note that a linear $\mathscr{T}$ would have to accompany $L_{t}=\gamma_{5} \gamma_{0}$ if the physical interpretation is acceptable, which it is not.

The current components

$$
\begin{equation*}
j^{\mu}(x)=\bar{\psi}(x) \gamma^{\mu} \psi(x) \tag{5.58}
\end{equation*}
$$

transform into

$$
\begin{align*}
j^{t \mu}(t) & =\bar{\psi}^{t}(t) \gamma^{\mu} \psi^{t}(t) \\
& =\bar{\psi}(-t) \gamma_{0} \gamma^{\mu} \gamma_{0} \psi(-t) \\
& =\left(j^{0}(-t),-j^{i}(-t)\right) \tag{5.59}
\end{align*}
$$

and as the electromagnetic field potential $A$ transforms as

$$
\begin{equation*}
A^{\mu}(t) \rightarrow\left(A^{0}(-t),-A^{i}(-t)\right) \tag{5.60}
\end{equation*}
$$

the electromagnetic interaction is seen to be $T$-invariant.
The space-time inversion is expressed by

$$
\begin{align*}
\psi^{t p}(x) & =(\mathscr{T} \mathscr{P}) \psi(x)(\mathscr{T} \mathscr{P})^{-1} \\
& =\psi(-x), \tag{5.61}
\end{align*}
$$

a manifestly covariant result as it must be, and the (antilinear) CPT-transformation for spinor fields is thus (to within a sign)

$$
\begin{align*}
\psi^{c p t}(x) & =(\mathscr{C} \mathscr{P} \mathscr{T}) \psi(x)(\mathscr{C} \mathscr{P} \mathscr{T})^{-1} \\
& =\gamma_{5} \psi^{*}(-x)=\psi^{c}(-x) \tag{5.62}
\end{align*}
$$

If the weak interaction can be illustrated by the Fermi four-point interaction Lagrangian

$$
\begin{equation*}
\mathscr{L}_{I} \propto \bar{v} \gamma^{\mu} \frac{1}{2}\left(1+i \gamma_{5}\right) e \bar{e} \gamma_{\mu} \frac{1}{2}\left(1+i \gamma_{s}\right) v, \tag{5.63}
\end{equation*}
$$

where $v$ and $e$, respectively, are the neutrino and electron spinor fields, then, although $\gamma_{5}$, the unit pseudoscalar, reverses sign under the improper Lorentz transformations (5.52) and (5.53), it is (as usual) not invariant under $P$ but is invariant under $T$ because of the special nature of (5.57) (as $\gamma_{5}$ was dropped from $L_{t}$ and $\mathscr{T}$ made antilinear in compensation). Nor, as is usual, is $\mathscr{L}_{I}$ invariant under $C$, but is under $C P$ and CPT.

## E. Majorana fields

The subject of Majorana fields ${ }^{44-47}$ is of intense current interest because of the possibility that neutrinos may not be massless after all. Can there exist, one wonders, a two-component massive field within the context of quantized Dirac
fields? In a word, no. Massive fields necessarily have four components. But it is possible to construct a field in which two components (right-handed particles and left-handed antiparticles, say) are suppressed and vanish in the high energy limit.

The charge conjugation transformation defined in the previous subsection, Eq. (5.47), does not permit self-conjugate fields because

$$
\begin{equation*}
\left(\psi^{c}\right)^{c}=\gamma_{5}\left(\gamma_{5} \psi^{*}\right)^{*}=-\psi \tag{5.64}
\end{equation*}
$$

Nevertheless, the "chirality" projection operators

$$
\begin{equation*}
\Omega_{ \pm} \equiv \frac{1}{2}\left[1 \pm\left(-i \gamma_{5}\right)\right] \tag{5.65}
\end{equation*}
$$

identical to the spin projection operators (5.38) for massless fields, can be used to project any Dirac field $\psi$ onto two subspaces:

$$
\begin{equation*}
\psi=\psi_{+}+\psi_{-}, \quad \psi_{ \pm} \equiv \Omega_{ \pm} \psi \tag{5.66}
\end{equation*}
$$

(The reader should note that the notation $R, L$, rather than ,+- , is frequently used; this is unfortunate because helicity is not the same thing as chirality except in the zero-mass limit.)

Let us begin with the massive field:

$$
\begin{align*}
\psi(x)= & (2 \pi)^{-3 / 2} \int d^{3} p\left(\frac{m}{\epsilon}\right)^{1 / 2} \\
& \times\left(e^{-i p \cdot x} a_{r} u_{r}+e^{i p \cdot x} b_{r}^{*} v_{r}\right) \tag{5.3}
\end{align*}
$$

where, to use a more correct notation, $r=R, L$, not $\pm$, provided the spin vector $S$ satisfies (5.37). If in (5.48) the phases are defined to be

$$
\begin{align*}
& u_{R}^{*} \equiv u_{L}  \tag{5.67a}\\
& \gamma_{S} u_{R} \equiv v_{L} \tag{5.67b}
\end{align*}
$$

we find

$$
\begin{align*}
& \left(u_{R, L}\right)^{c} \equiv \gamma_{5}\left(u_{R, L}\right)^{*}=v_{R, L}  \tag{5.68a}\\
& \left(v_{R, L}\right)^{c} \equiv \gamma_{5}\left(v_{R, L}\right)^{*}=-u_{R, L} . \tag{5.68b}
\end{align*}
$$

These equations yield a number of results such as

$$
\begin{equation*}
\Omega_{-} v_{r}=\Omega_{-} u_{-r} \tag{5.69}
\end{equation*}
$$

so that

$$
\begin{gather*}
\psi_{-} \equiv \Omega_{-} \psi=(2 \pi)^{-3 / 2} \int d^{3} p\left(\frac{m}{\epsilon}\right)^{1 / 2} \\
\times\left(e^{-i p \cdot x} a_{r}+e^{i p \cdot x} b_{-r}^{*}\right) \Omega_{-} u_{r} \tag{5.70}
\end{gather*}
$$

and

$$
\begin{align*}
\left(\psi_{-}\right)^{c} \equiv & \Omega_{+} \psi^{c}=(2 \pi)^{-3 / 2} \int d^{3} p\left(\frac{m}{\epsilon}\right)^{1 / 2} \\
& \times\left(e^{+i p \cdot x} a_{r}^{*}+e^{-i p \cdot x} b_{-r}\right)\left(-\Omega_{+}\right) u_{-r} \tag{5.71}
\end{align*}
$$

fields that curiously resemble the massless field (5.44), so that a field $\chi$ defined by

$$
\begin{equation*}
\chi \equiv\left(\frac{1}{2}\right)^{1 / 2}\left[\psi_{-}+\left(\psi_{-}\right)^{c}\right], \tag{5.72}
\end{equation*}
$$

with an assumed Lagrangian

$$
\begin{equation*}
\mathscr{L}=-\bar{\chi}(i \partial-m) \chi, \tag{5.73}
\end{equation*}
$$

leads to a field 4-momentum in the high energy limit

$$
\begin{equation*}
P=\int d^{3} p p\left(a_{-}^{*} a_{-}+b_{+}^{*} b_{+}\right) \tag{5.74}
\end{equation*}
$$

where $R, L \rightarrow+,-$. Thus $\chi$ represents a massive field, a Majorana field, but one with right-handed particles and lefthanded antiparticles suppressed, and one that is identical, in the high energy limit, to the massless field $\psi$ in (5.44).

## 6. DISCUSSION

The Dirac equation can now be regarded as one that is constructed of objects of geometric significance that can be considered to be independent of specific frames of reference, a requirement that must be met before it can be said to be a manifestly covariant equation. The main conceptual change required for this is in regarding the $\left(\gamma_{\mu}\right)$ as the basis 4 -vectors of a reference frame, with $\gamma_{0}$ the reference frame's 4 -velocity, not as a set of four fixed matrices devoid of physical meaning.

A further requirement was the construction of the vector spaces $(\mathscr{S}$ and $\overline{\mathscr{S}})$ of spinors on which act the $\left(\gamma_{\mu}\right)$ and other multivectors of the Dirac algebra $\mathscr{D}$. In symbolic form the structure is

$$
\begin{align*}
& \mathscr{T} \times \mathscr{S}=\mathscr{S}  \tag{6.1a}\\
& \overline{\mathscr{S}} \times \mathscr{D}=\overline{\mathscr{S}} \tag{6.1b}
\end{align*}
$$

with the spinors and multivectors connected via

$$
\begin{equation*}
\overline{\mathscr{S}} \times \mathscr{S}=\mathscr{C} \tag{6.2a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{S} \times \overline{\mathscr{S}}=\mathscr{D} \tag{6.2b}
\end{equation*}
$$

where $\mathscr{C}$ here reresents the complex field, relations that are explicitly expressed in the important relations (4.1) and (4.2), respectively, which show that the spinor component transformations (3.16) exist and can be calculated. This is the necessary prerequisite to making the claim that Dirac spinors have the required Lorentz transformation properties and that no matrix representation of the Dirac algebra is needed.

I hope to have shown that this formalism is an aid to the physical interpretation of the solutions of the Dirac equation, particularly in the case of spin projections and probabilities such as those considered in Sec. 5A, where an old problem in nonrelativistic quantum mechanics acquires new subtleties in its relativistic formulation, subtleties that are best considered using manifestly covariant concepts.

There are two results of this paper that could be of use to those doing calculations in weak interaction physics and its incorporation in unified theories. The charge conjugation transformation defined in (5.47), as well as being representation and matrix independent, is easier to use than the usual $C$-transformation, especially in conjunction with the chirality operators $\Sigma_{ \pm} \equiv \frac{1}{2}\left[1 \pm(-i) \gamma_{5}\right]$ (which are the same as the helicity projection operators for massless fields). This is a consequence of taking the basis vectors $\left(\gamma_{\mu}\right)$ to be real, something that cannot be done with matrices. Secondly, the basis spinors of Sec. 5C for massless particles are particularly simple to work with, whether for massless particles or massive particles in the extreme relativistic limit, because there is only one two-component basis spinor that needs to be considered, and it obeys the simple rules (5.46a)-(5.46c).

Perhaps the most useful application of the present results is to the practical calculation of amplitudes, or "traces," where the results of Sec. 4 can be used to considerably simplify the frequent and lengthy calculations required
in the evaluation of cross sections in which Dirac particles are participating. This alone may be considered justification for acquiring a facility in the techniques of the geometric algebra.
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#### Abstract

Classical integrability and quantum integrability are compared for two degrees of freedom Hamiltonian systems. We use $c$-number representatives for quantum operators and the Moyal bracket for the commutator. Three different cases are found: (i) the $c$-number representative of the quantum mechanical second invariant is identical to the classical second invariant, (ii) $O\left(\hbar^{2}\right)$ corrections are needed in the classical second invariant to obtain the quantum invariant, and (iii) also the potential must be deformed by an $O\left(\hbar^{2}\right)$ term. Several examples from the Henon-Heiles and Holt families of integrable potentials are included.


PACS numbers: 03.65.Fd, 03.20. $+\mathrm{i}, 02.30 .+\mathrm{g}$

## I. INTRODUCTION

In this paper we compare classical integrability (CI) and quantum integrability (QI). Such a comparison is perhaps most meaningful at the algebraic level, where classical mechanics and quantum mechanics are closest to each other.

A classical Hamiltonian system of $n$ degrees of freedom is defined to be classically integrable if there are $n-1$ independent, well-defined, global functions, whose Poisson brackets with each other and with the Hamiltonian vanish. We carry this definition to quantum mechanics: A quantum mechanical Hamiltonian of $n$ degrees of freedom is defined to be quantum integrable if there are $n-1$ independent, well-defined, global operators, which commute with each other and the Hamiltonian.

The comparison of classical and quantum integrability is made easier in many respects if we also represent the quantum operators by $c$-number functions. Such a correspondence can be well defined, it is discussed in Sec. II. It is clear that since classical and quantum mechanics are not algebraically isomorphic, differences must be present somewhere if we use $c$-number functions in both. Indeed, the commutator will become the Moyal bracket, which agrees with the Poisson bracket only when $\hbar \rightarrow 0$.

Using these tools we will compare CI and QI for systems of 2 degrees of freedom. In Sec. III, we discuss situations where the same Hamiltonian is both CI and QI. However, the classical second invariant may not qualify as the $c$-number representative of the quantum operator. If the classical invariant is at most second order in $p$ it will also work for QI. For invariants of order $p^{3}$ and $p^{4}$ we derive the extra quantum conditions and compute the quantum corrections to the second invariant for several examples. We also discuss the possibility that the quantum corrections can be eliminated by adding $\alpha H^{2}$ to $I_{4}$ or by going to another ordering rule.

In Sec. IV, a more complex situation is discussed. We find that in some cases it is necessary to deform the classical potential with an $O\left(\hbar^{2}\right)$ term to be able to construct a quantum invariant. For the family of Holt potentials $C x^{4 / 3}+y^{2} x^{-2 / 3}$ the deformation is $-\frac{5}{72} \hbar^{2} x^{-2}$ and for the Fokas-Lagerstrom potential $(x y)^{-2 / 3}$ it is $-\frac{5}{2} \hbar^{2}\left(x^{-2}+y^{-2}\right)$. It is interesting to note that the numerical factors are always the same and associated with the fractional power $-\frac{2}{3}$, also they cannot be scaled away.

## II. C-NUMBER REPRESENTATION OF QUANTUM OPERATORS

In this paper we compare classical and quantum mechanical integrability and for that purpose it will be useful to also represent quantum mechanical operators by $c$-number functions. Of course, since classical mechanics is not quantum mechanics even at the algebraic level, there will be important differences, but $c$-number representation will be nevertheless useful in practical computations, especially when computer algebra is used.

The relationship between operators and $c$-number functions has been studied since the early days of quantum mechanics. Attempts were then made to construct quantum mechanics out of classical mechanics: different correspondence rules would give different operators from the same function of classical mechanics. We take another approach, for us the operator is fixed and only for convenience do we want a $c$-number representation for $i t$. Different correspondence rules will then give different $c$-number representations.

Let us assume that we have $n$ canonical coordinates and moments. In classical mechanics we have

$$
\begin{equation*}
\left\{x_{i}, p_{j}\right\}_{P B}=\delta_{i j}, \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\{A, B\}_{P B}=\sum_{i=1}^{n}\left(\frac{\partial A}{\partial x_{i}} \frac{\partial B}{\partial p_{i}}-\frac{\partial A}{\partial p_{i}} \frac{\partial B}{\partial x_{i}}\right) \tag{2.2}
\end{equation*}
$$

and in quantum mechanics

$$
\begin{align*}
& {\left[\hat{x}_{i}, \hat{p}_{j}\right]=i \hbar \delta_{i j},}  \tag{2.3}\\
& {[A, B]=A B-B A,}  \tag{2.4}\\
& \hat{x}_{i} \psi=x_{i} \psi \\
& \hat{p}_{j} \psi=-i \hbar \frac{\partial \psi}{\partial x_{j}} \tag{2.5}
\end{align*}
$$

Many correspondence rules have been discussed in the literature. ${ }^{1-3}$ (For an overview see Ref. 2.) The correspondence rules are usually characterized by a function of $2 n$ variables $\mathscr{F}(x, y)$ and given by the (formal) integral ${ }^{2,3}$
$\hat{\mathscr{A}}(\hat{p}, \hat{q})=\int d^{n} p d^{n} q d^{n} x d^{n} y(2 \pi \hbar)^{-2 n} \mathscr{F}(x, y) A_{\mathscr{F}}(p, q)$

$$
\begin{equation*}
\times \exp \left[\frac{i}{\hbar}(x \cdot(\hat{p}-p)+y \cdot(\hat{q}-q))\right] . \tag{2.6}
\end{equation*}
$$

The subscript $\mathscr{F}$ is a reminder that for us the operator is fixed and in different ordering rules it will possibly have different $c$-number representations. For all practical purposes it is enough to assume

$$
\begin{equation*}
\mathscr{F}(x, y)=F\left(\frac{i}{\hbar} x \cdot y\right), \tag{2.7}
\end{equation*}
$$

where

$$
F(0)=1
$$

In the following we will mostly use only two ordering rules:

1) the Weyl rule, which is given by

$$
\begin{equation*}
\mathscr{F}_{W}(x, y)=1 \tag{2.8}
\end{equation*}
$$

and 2) the standard rule

$$
\begin{equation*}
\mathscr{F}_{s}(x, y)=\exp \left(-\frac{i}{2 \hbar} x \cdot y\right) \tag{2.9}
\end{equation*}
$$

The Weyl rule will be convenient in computing the commutator, while the standard rule is easiest when we want to construct the $c$-number representation for a given operator. This construction goes as follows: For any given operator $\hat{A}$ let us commute in each monomial the $\partial / \partial x_{i}$ operators to the right and $x_{i}^{\prime}$ s to the left ( $=$ the standard ordering). The representative $A_{S}(p, x)$ can now be obtained from this ordered form of the operator by the substitution

$$
\begin{align*}
& \hat{x}_{i} \rightarrow x_{i} \\
& \frac{\partial}{\partial x_{i}} \rightarrow \frac{i}{\hbar} p_{i} \tag{2.10}
\end{align*}
$$

The Weyl representative can finally be obtained from the standard one by

$$
\begin{equation*}
A_{W}(p, x)=\exp \left(\frac{i \hbar}{2} \sum_{i} \frac{\partial^{2}}{\partial x_{i} \partial p_{i}}\right) A_{S}(p, x) . \tag{2.11}
\end{equation*}
$$

In general the transformation from one ordering rule to another goes by

$$
\begin{align*}
& A_{\mathscr{F}_{1}}(p, q)=\int d^{n} x d^{n} y d^{n} k d^{n} l(2 \pi \hbar)^{-2 n}\left[\mathscr{F}{ }_{1}(x, y)\right]^{-1} \\
& \quad \times \mathscr{F}_{2}(x, y) A_{\mathscr{F}_{2}}(k, d) \exp \frac{i}{\hbar}[x \cdot(p-k)+y \cdot(q-l)] \tag{2.12}
\end{align*}
$$

As an example consider the operator

$$
\begin{equation*}
\hat{\mathscr{A}}=x \partial_{x}^{2} \partial_{y}+y \partial_{x} \partial_{y}^{2}+B \partial_{x} \partial_{y} \tag{2.13}
\end{equation*}
$$

This is in the standard ordering, therefore,

$$
\begin{equation*}
A_{S}=(i / \hbar)^{3}\left[x p_{x}^{2} p_{y}+y p_{x} p_{y}^{2}+B(\hbar / i) p_{x} p_{y}\right] \tag{2.14}
\end{equation*}
$$

and from (2.11)

$$
\begin{equation*}
A_{W}=(i / \hbar)^{3}\left[x p_{x}^{2} p_{y}+y p_{x} p_{y}^{2}+(\hbar / i)(B-2) p_{x} p_{y}\right] \tag{2.15}
\end{equation*}
$$

Once the correspondence (2.6) is given (from now on we assume the Weyl rule $F \equiv 1$ ) the relevant algebraic question is the following: If the operators $\widehat{\mathscr{A}}, \widehat{\mathscr{B}}$, and $\widehat{\mathscr{C}}$ are related according to $[\widehat{\mathscr{A}}, \widehat{\mathscr{B}}]=i \hbar \widehat{\mathscr{C}}$, how are the corresponding $c$ number representations $A, B$, and $C$ related? The answer was given in 1947 by Moyal ${ }^{4}$ :

$$
\begin{align*}
& {\left[\frac{2}{\hbar} \sin \left\{\frac{\hbar}{2}\left(\frac{\partial}{\partial q_{A}} \cdot \frac{\partial}{\partial p_{B}}-\frac{\partial}{\partial p_{A}} \cdot \frac{\partial}{\partial q_{B}}\right)\right\}\right.} \\
& \left.\quad \times A\left(p_{A}, q_{A}\right) B\left(p_{B}, q_{B}\right)\right]_{\substack{p_{A}=p_{B}=p \\
q_{A}=q_{B}=q}}=C(p, q) . \tag{2.16}
\end{align*}
$$

[For a straightforward derivation of (2.16) see also Sec. V.A of Ref. 5.] It is important to keep in mind that the derivatives in (2.16) must be computed before the indicated substitutions (cf. Ref. 6 footnote 1).

First thing to note of $(2.16)$ is that as $\hbar \rightarrow 0$ we recover the Poisson bracket. Since in the present paper we will only be concerned about integrability, we will have $C=0$ and $A=H, B=I$ (say). If the second invariant is at most second order in $p$, like $H$ is, then the Moyal bracket (2.16) reduces to the Poisson bracket. This means that the classical and quantum invariants are identical in this representation, and the results can be applied to both cases. For example the extensive quantum mechanical results of Makarov et al. ${ }^{7}$ can immediately be converted to classical mechanics.

In quantum mechanics we will of course often get additional, purely quantal effects. One important property of the Moyal bracket (2.16) is that it is odd under $p \rightarrow-p$ like the Poisson bracket. (In many other ordering rules the bracket would not have this property.) Since our Hamiltonian always is even in $p$ we see that also the Weyl representation of the quantum mechanical second invariant must have a definitive parity under $p \rightarrow-p$. This will be very useful in the search for invariants, and motivates our use of the Weyl rule in obtaining the $c$-number representatives.

To end this introduction to $c$-number representations of operators we will discuss a peculiarity all such rules have. The Poisson bracket has the property $\{f(H), g(H)\}_{P B}=0$ and for operators we similarly have $[f(\hat{H}), g(\hat{H})]=0$ (at least if $f$ and $g$ are polynomials with scalar coefficients). However, there is no ordering of type (2.6) that would give required correspondence $f(H) \leftrightarrow f(\hat{H}) .{ }^{2}$ For classical invariants we have freely added powers of $H$ to make the invariant simpler, but for quantum invariants one must be more careful. As can be inferred from (2.16), any such extra terms must be accompanied with $O\left(\hbar^{2}\right)$-contributions to preserve commutativity with respect to the Moyal bracket. This is the price we have to pay for using $c$-number representation of operators.

## III. CORRECTIONS TO THE SECOND INVARIANT

In this section we will discuss classically integrable models which are also quantum integrable. We assume the Hamiltonian to be of the form

$$
\begin{equation*}
H=\frac{1}{2} p_{x}^{2}+\frac{1}{2} p_{y}^{2}+V(x, y) \tag{3.1}
\end{equation*}
$$

so there are no ordering ambiquities in $H$. If the second invariant is also second order in $p$, then the corresponding quantum operator can be obtained from it using Weyl rule on the classical invariant. We will now take a closer look on the possible modifications necessary if the second invariant is of order $p^{3}$ or $p^{4}$.

## A. / is of order $p^{3}$

Let us assume
$I_{3}=f_{0} p_{x}^{3}+f_{1} p_{x}^{2} p_{y}+f_{2} p_{x} p_{y}^{2}+f_{3} p_{y}^{3}+g_{0} p_{x}+g_{1} p_{y}$,
where $f_{i}$ and $g_{i}$ are functions of $x$ and $y$. Since the Poisson bracket of $H$ and $I_{3}$ vanishes, the following set of equations is satisfied, ${ }^{8,9}$ at order $p^{4}$

$$
\begin{array}{ll} 
& \partial_{x} f_{0}=0 \\
\partial_{y} f_{0}+ & \partial_{x} f_{1}=0 \\
\partial_{y} f_{1}+ & \partial_{x} f_{2}=0  \tag{3.3}\\
\partial_{y} f_{2}+ & \partial_{x} f_{3}=0 \\
& \partial_{y} f_{3}=0,
\end{array}
$$

at order $p^{2}$

$$
\begin{align*}
\partial_{x} g_{0} & =3 f_{0} \partial_{x} V+f_{1} \partial_{y} V \\
\partial_{y} g_{0}+\partial_{x} g_{1} & =2 f_{1} \partial_{x} V+2 f_{2} \partial_{y} V  \tag{3.4}\\
\partial_{y} g_{1} & =f_{2} \partial_{x} V+3 f_{3} \partial_{y} V,
\end{align*}
$$

and finally at order $p^{0}$

$$
\begin{equation*}
g_{0} \partial_{x} V+g_{1} \partial_{y} V=0 \tag{3.5}
\end{equation*}
$$

For quantum integrability we must require that the Moyal bracket of $H$ and $I_{3}$ vanishes. Now since $p \rightarrow-p$ parity is conserved by the Moyal bracket we know that the $c$ number representative of $I$ in Weyl correspondence rule will also have the general form (3.2) without order $p^{2}$ or $p^{0}$ terms. When $I$ is of order $p^{3}$ (or $p^{4}$ ), only the second term in the expansion of $(2.16)$ might contribute. Due to the form of the Hamiltonian (3.1) $\partial_{p}^{3}, \partial_{p}^{2} \partial_{x}$, and $\partial_{p} \partial_{x}^{2}$ all annihilate it and therefore only the contribution

$$
\begin{equation*}
-\left.\frac{2}{\hbar} \frac{1}{3!}\left(\frac{\hbar}{2}\right)^{3}\left(\sum_{i} \frac{\partial}{\partial q_{i}^{H}} \frac{\partial}{\partial p_{i}^{I}}\right)^{3} V\left(q_{i}^{H}\right) I\left(p^{I}, q^{I}\right)\right|_{\substack{p^{I}=p \\ q^{H}=q^{H}=q}} \tag{3.6}
\end{equation*}
$$

might be nonzero. It is of order $p^{0}$, thus for the quantum case we find that the Moyal bracket vanishes provided that equations (3.3) and (3.4) hold, and if instead of (3.5) also the equation

$$
\begin{align*}
& g_{0} \partial_{x} V+g_{1} \partial_{y} V-\frac{\hbar^{2}}{4}\left[f_{0} \partial_{x}^{3} V\right. \\
& \left.\quad+f_{1} \partial_{x}^{2} \partial_{y} V+f_{2} \partial_{x} \partial_{y}^{2} V+f_{3} \partial_{y}^{3} V\right]=0 \tag{3.5Q}
\end{align*}
$$

is satisfied.
The result can also be stated as follows: Assume that the Hamiltonian (3.1) is classically integrable and has the second invariant of type (3.2). If

$$
\begin{equation*}
f_{0} \partial_{x}^{3} V+f_{1} \partial_{x}^{2} \partial_{y} V+f_{2} \partial_{x} \partial_{y}^{2} V+f_{3} \partial_{y}^{3} V=0, \tag{3.7}
\end{equation*}
$$

then the corresponding quantum Hamiltonian is also integrable and has a second invariant operator $\hat{I}_{3}$, whose $c$-number representative in the Weyl rule is identical to the classical invariant.
[The question of quantum integrability at order $p^{3}$ has also been studied in Ref. 10. However, the corresponding theorem 2.2 in Ref. 10 appears to be wrong: In (2.20) of Ref. 10 there should be $B_{12}=d_{112 x}+d_{221 y}+b_{12}$, and furthermore $\hat{a}_{i}$ and $\hat{b}_{i j}$ should all be zero. With these corrections (2.21) of Ref. 10 is the standard ordering version of our (3.7).]

Example 3.1: The Toda-type potential ${ }^{8}$

$$
\begin{equation*}
V=e^{\sqrt{3} x+y}+e^{-\sqrt{3} x+y}+e^{-2 y} \tag{3.8}
\end{equation*}
$$

has the following second invariant:

$$
\begin{align*}
I_{3}= & p_{x}^{3}-3 p_{x} p_{y}^{2}+3\left(e^{\sqrt{3 x}+y}+e^{-\sqrt{3} x+y}-2 e^{-2 y}\right) p_{x} \\
& -3 \sqrt{3}\left(e^{\sqrt{3 x} x+y}-e^{-\sqrt{3} x+y}\right) p_{y} \tag{3.9}
\end{align*}
$$

It is easy to see that (3.7) holds and quantum integrability through Weyl rule is obtained. However, we get an even stronger result. Writing the invariant in the form

$$
\begin{align*}
I_{3}= & p_{x}^{3}-3 p_{x} p_{y}^{2}+3 e^{\sqrt{3 x}+y}\left(p_{x}-\sqrt{3} p_{y}\right) \\
& +3 e^{-\sqrt{3 x}+y}\left(p_{x}+\sqrt{ } 3 p_{y}\right)-6 e^{-2 y} p_{x}
\end{align*}
$$

we see that in each monomial the factors commute as operators. Thus there is no ordering ambiquity and in every ordering rule the same representative is obtained.

Example 3.2: Take $V=\frac{1}{2} x^{2}+\frac{1}{18} y^{2}$, then the following is a classical (third) invariant ${ }^{10}$

$$
\begin{equation*}
A_{3}=\left(x p_{y}-y p_{x}\right) p_{y}^{2}+\frac{y^{3}}{27} p_{x}-\frac{x y^{2}}{3} p_{y} . \tag{3.10}
\end{equation*}
$$

Now (3.7) vanishes trivially since the potential is only second order in $x$ and $y$, thus ( 3.10 ) is also the Weyl representative of the quantum operator. In other ordering rules the $c$-number representative would be different. Let us finally construct the actual quantum operator. Using the inverse of (2.11) we get the standard ordering version of $A_{3}$, and then we substitute (2.5) to obtain ( $\hbar=1$ )

$$
\begin{align*}
\left(-i \hat{A_{3}}=\right. & x \partial_{y}^{3}-y \partial_{x} \partial_{y}^{2}-\partial_{x} \partial_{y} \\
& -\frac{1}{27} y^{3} \partial_{x}+\frac{1}{2} x y^{2} \partial_{y}+\frac{1}{3} x y . \tag{3.10Q}
\end{align*}
$$

Note the extra terms - $\partial_{x} \partial_{y}$ and $\frac{1}{3} x y$. [The term $-\partial_{x} \partial_{y}$ was omitted in Ref. 10.]

The equation (3.7) is sufficient, but not always necessary. For although (3.4) determines the classical part of $g_{i}$ there can also be a quantum part ( $a, b$ and $c$ are constants)

$$
\begin{aligned}
& \Delta_{Q} g_{0}=\hbar^{2}(a y+b), \\
& \Delta_{Q} g_{1}=\hbar^{2}(-a x+c),
\end{aligned}
$$

then [due to $(3.5 \mathrm{Q})](3.7)$ will be replaced by the necessary condition

$$
\begin{aligned}
& (a y+b) \partial_{x} V+(-a x+c) \partial_{y} V \\
& \quad-\frac{1}{4}\left[f_{0} \partial_{x}^{3} V+f_{1} \partial_{x}^{2} \partial_{y} V+f_{2} \partial_{x} \partial_{y}^{2} V+f_{3} \partial_{y}^{3} V\right]=0 .\left(3.7^{\prime}\right)
\end{aligned}
$$

Note however, that if $f_{i}$ 's are constant and $V$ polynomial in $x$ and $y$, then the generalization from (3.7) to (3.7') is useful only if the degrees of the various terms can be made to match. In particular, for homogeneous potentials (3.7 ) offers no help so that (3.7) is also necessary.

## Example 3.3: The Holt Hamiltonian ${ }^{8}$

$$
H=\frac{1}{3} p_{x}^{2}+\frac{1}{3} p_{y}^{2}+\frac{3}{4} x^{4 / 3}+y^{2} x^{-2 / 3}
$$

is classically integrable,

$$
I_{3}=p_{y}^{3}+\frac{3}{3} p_{x}^{2} p_{y}+\cdots
$$

but now Eq. (3.7) does not hold. Thus it is not quantum integrable ${ }^{6}$ at least at this order in $p$. We will return to this model in Sec. IV.

The above examples illustrate three different types of relationships between classical and quantum integrability and the corresponding second invariants ( $c$-number representatives in the quantum case): 1) $\mathrm{CI} \Rightarrow \mathrm{QI}$ in any ordering rule, 2) $\mathrm{CI} \Rightarrow \mathrm{QI}$ in a specific rule, and 3$) \mathrm{CI} \nRightarrow \mathrm{QI}$ at the same order. It is easy to imagine other types as well but we are not
aware of actual examples (at order $p^{3}$ ) not falling in the categories 1)-3) above.

## B. $/$ is of order $p^{4}$

Let us next assume that the invariant is of the general form

$$
\begin{align*}
I_{4}= & f_{0} p_{x}^{4}+f_{1} p_{x}^{3} p_{y}+f_{2} p_{x}^{2} p_{y}^{2}+f_{3} p_{x} p_{y}^{3}+f_{4} p_{y}^{4} \\
& +g_{o} p_{x}^{2}+g_{1} p_{x} p_{y}+g_{2} p_{y}^{2}+h \tag{3.11}
\end{align*}
$$

For CI the equations are now the following9: At order $p^{5}$

$$
\begin{align*}
\partial_{x} f_{0} & =0, \\
\partial_{x} f_{1}+\partial_{y} f_{0} & =0, \\
\partial_{x} f_{2}+\partial_{y} f_{1} & =0,  \tag{3.12}\\
\partial_{x} f_{3}+\partial_{\mu} f_{2} & =0, \\
\partial_{x} f_{4}+\partial_{\mu} f_{3} & =0, \\
\partial_{\mu} f_{4} & =0,
\end{align*}
$$

at order $p^{3}$

$$
\begin{array}{r}
\partial_{x} g_{0}=4 f_{0} \partial_{x} V+f_{1} \partial_{y} V, \\
\partial_{x} g_{1}+\partial_{y} g_{0}=3 f_{1} \partial_{x} V+2 f_{2} \partial_{y} V, \\
\partial_{x} g_{2}+\partial_{y} g_{1}=2 f_{2} \partial_{x} V+3 f_{3} \partial_{y} V,  \tag{3.13}\\
\partial_{y} g_{2}=f_{3} \partial_{x} V+4 f_{4} \partial_{y} V,
\end{array}
$$

and finally at order $p$

$$
\begin{align*}
& \partial_{x} h=2 g_{0} \partial_{x} V+g_{1} \partial_{y} V, \\
& \partial_{y} h=g_{1} \partial_{x} V+2 g_{2} \partial_{y} V . \tag{3.14}
\end{align*}
$$

For quantum integrability the Moyal bracket still contributes only through the term (3.6). This extra term will now contribute at order $p$, therefore, in the quantum case (3.12) and (3.13) will be unchanged but (3.14) is replaced by

$$
\begin{align*}
\partial_{x} h= & 2 g_{0} \partial_{x} V+g_{1} \partial_{y} V \\
& -\frac{\hbar^{2}}{4}\left[4 f_{0} \partial_{x}^{3} V+3 f_{1} \partial_{x}^{2} \partial_{y} V+2 f_{2} \partial_{x} \partial_{y}^{2} V+f_{3} \partial_{y}^{3} V\right] \tag{3.14Q}
\end{align*}
$$

$$
\begin{aligned}
\partial_{y} h= & g_{1} \partial_{x} V+2 g_{2} \partial_{y} V \\
& -\frac{\hbar^{2}}{4}\left[f_{1} \partial_{x}^{3} V+2 f_{2} \partial_{x}^{2} \partial_{y} V+3 f_{3} \partial_{x} \partial_{y}^{2} V+4 f_{4} \partial_{y}^{3} V\right]
\end{aligned}
$$

The first result that can be obtained from $(3.14 Q)$ is the following: Assume that the Hamiltonian (3.1) is classically integrable and has the second invariant of type (3.11). If

$$
\begin{align*}
& 4 f_{0} \partial_{x}^{3} V+3 f_{1} \partial_{x}^{2} \partial_{y} V+2 f_{2} \partial_{x} \partial_{y}^{2} V+f_{3} \partial_{y}^{3} V=0 \\
& f_{1} \partial_{x}^{3} V+2 f_{2} \partial_{x}^{2} \partial_{y} V+3 f_{3} \partial_{x} \partial_{y}^{2} V+4 f_{4} \partial_{y}^{3} V=0 \tag{3.15}
\end{align*}
$$

then the corresponding quantum Hamiltonian is also integrable and has a second invariant operator $\hat{I}_{4}$, whose $c$-number representative in the Weyl rule is identical to the classical invariant.

## Example 3.4: The Henon-Heiles type potential

$$
\begin{equation*}
V=\frac{16}{3} y^{3}+x^{2} y \tag{3.16}
\end{equation*}
$$

is classically integrable,

$$
\begin{equation*}
I_{4}=p_{x}^{4}+4 y x^{2} p_{x}^{2}-\frac{4}{3} x^{3} p_{x} p_{y}-\frac{4}{3} y^{2} x^{4}-\left(\frac{2}{3}\right) x^{6} . \tag{3.17}
\end{equation*}
$$

Since only $f_{0} \neq 0(3.15)$ is clearly satisfied and (3.17) is the second invariant in the Weyl rule.

Contrary to the previous $p^{3}$ case in Sec. III.A we can now also have quantum integrability with $\hbar^{2}$-corrections to the second invariant even in homogeneous cases. For even if Eqs. (3.15) do not hold it might be possible to solve for $h$ from (3.14Q), if the $\hbar^{2}$-terms satisfy the integrability condition

$$
\begin{align*}
& \partial_{y}\left[4 f_{0} \partial_{x}^{3} V+3 f_{1} \partial_{x}^{2} \partial_{y} V+2 f_{2} \partial_{x} \partial_{y}^{2} V+f_{3} \partial_{y}^{3} V\right] \\
& \quad=\partial_{x}\left[f_{1} \partial_{x}^{3} V+2 f_{2} \partial_{x}^{2} \partial_{y} V+3 f_{3} \partial_{x} \partial_{y}^{2} V+4 f_{4} \partial_{y}^{3} V\right] \tag{3.18}
\end{align*}
$$

Let us write

$$
\begin{equation*}
h_{\text {Quantum }}=h_{\text {Classical }}+\hbar^{2} \Delta_{\mathrm{Q}} h, \tag{3.19}
\end{equation*}
$$

so that the quantum correction to $I$ would be $\Delta_{Q} I=\hbar^{2} \Delta_{Q} h$. If (3.18) holds $\Delta_{Q} h$ can be solved from
$\partial_{x} \Delta_{Q} h=-\frac{1}{4}\left[4 f_{0} \partial_{x}^{3} V+3 f_{1} \partial_{x}^{2} \partial_{y} V+2 f_{2} \partial_{x} \partial_{y}^{2} V+f_{3} \partial_{y}^{3} V\right]$,
$\partial_{y} \Delta_{Q} h=-\frac{1}{4}\left[f_{1} \partial_{x}^{3} V+2 f_{2} \partial_{x}^{2} \partial_{y} V+3 f_{3} \partial_{x} \partial_{y}^{2} V+4 f_{4} \partial_{y}^{3} V\right]$.
Example 3.5: A generalization of (3.16) is ${ }^{12}$ [the most general of type $\frac{16}{3} y^{3}+y x^{2}+f(x)+g(y)$, where $g(y)$ has no third-degree terms, and where translation in $y$ is fixed by the absence of the term linear in $y$ ]

$$
\begin{align*}
V= & \frac{16}{3} y^{3}+x y^{2}+(a / 2)\left(x^{2}+16 y^{2}\right)+\mu x^{-2}+v x^{-6},  \tag{3.21}\\
I_{4}= & p_{x}^{4}+\left(2 a x^{2}+4 x^{2} y+4 \mu x^{-2}+4 v x^{-6}\right) p_{x}^{2}-{ }_{3}^{4} x^{3} p_{x} p_{y} \\
& -\frac{4}{3} a x^{4} y-\frac{4}{3} x^{4} y^{2}+\frac{8}{3} \mu y+8 v y x^{-4}-\frac{2}{8} x^{6}+a^{2} x^{4} \\
& +4\left(a v+\mu^{2}\right) x^{-4}+8 \mu v x^{-8}+4 v^{2} x^{-12} \tag{3.22}
\end{align*}
$$

Now (3.15) does not hold anymore, but (3.18) does and the additional term can be computed from (3.20). We find

$$
\begin{equation*}
\Delta_{Q} I_{4}=-\hbar^{2}\left(2 \cdot 3 \mu x^{-4}+6 \cdot 7 v x^{-8}\right) \tag{3.23}
\end{equation*}
$$

In particular if $\mu=\nu=0$, we find that the $c$-number representative is identical to the classical invariant in the Weyl rule.

If one finds extra $\hbar^{2}$ terms esthetically unpleasing there are two ways one can try to eliminate them from the $c$-number representative of the quantum operator: (i) add $\alpha \mathrm{H}^{2}$ to $I_{4}$ (this trick often works only if the $f_{i}$ 's are constant), (ii) go to another ordering rule.

In classical mechanics we know that if $I_{4}$ is an invariant, so is $I_{4}+\alpha H^{2}$. As discussed in Sec. II this does not hold for the $c$-number representatives of the quantum case due to the higher-order derivatives in the Moyal bracket. Instead, this change will necessitate the introduction of corrective $O\left(\hbar^{2}\right)$ terms. The addition $\alpha H^{2}$ corresponds to the following change in the parameters $f_{i}$ and $g_{i}$ of $I_{4}$ :

$$
\begin{align*}
& f_{0} \rightarrow f_{0}+\frac{1}{4} \alpha, \\
& f_{1} \rightarrow f_{1}, \\
& f_{2} \rightarrow f_{2}+\frac{1}{2} \alpha,  \tag{3.24a}\\
& f_{3} \rightarrow f_{3}, \\
& f_{4} \rightarrow f_{4}+\frac{1}{4} \alpha,
\end{align*}
$$

and

$$
\begin{align*}
& g_{0} \rightarrow g_{0}+\alpha V \\
& g_{1} \rightarrow g_{1} \tag{3.24b}
\end{align*}
$$

$$
g_{2} \rightarrow g_{2}+\alpha V
$$

In the classical case (3.14) clearly gives

$$
\begin{equation*}
h_{c} \rightarrow h_{c}+\alpha V^{2}, \tag{3.25}
\end{equation*}
$$

while in the quantum case we also get a change in the correction term $\Delta_{Q} h$ of (3.19)

$$
\begin{equation*}
\Delta_{Q} h \rightarrow \Delta_{Q} h-(\alpha / 4)\left[\partial_{x}^{2} V+\partial_{y}^{2} V\right] . \tag{3.26}
\end{equation*}
$$

Let us next find the effects of changing the ordering rule. It should be remarked again that this does not change the actual operator $\widehat{I}_{4}$, only its $c$-number representative might change. As discussed before in Sec. II, the ordering rule is defined by a function $F((i / \hbar) x \cdot y)$. We must always have $F(0)=1$, and now to preserve the $p \rightarrow-p$ parity we must also require that all odd derivatives of $F$ vanish at 0 . Let us denote $F^{\prime \prime}(0)=\Phi$ and discuss the effects of $\Phi \neq 0$. Using (2.12) we get

$$
\begin{align*}
A_{\Phi}(p, q)= & \int d^{n} x d^{n} y d^{n} k d^{n} l(2 \pi \hbar)^{-2 n} \\
& \times\left(1-\frac{1}{2}\left(\frac{i}{\hbar} x \cdot y\right)^{2} \Phi+\cdots\right) \\
& \times A_{W}(k, l) \exp \frac{i}{\hbar}[x \cdot(p-k)+y \cdot(q-l)] \\
& =A_{W}(p, q)+\frac{1}{2} \hbar^{2} \Phi\left(\sum_{i} \partial_{q_{i}} \partial_{p_{i}}\right)^{2} A_{W}(p, q)+\cdots \tag{3.27}
\end{align*}
$$

For invariants of $O\left(p^{4}\right)$ the higher order terms in (3.27) do not contribute. Applying (3.27) to $I_{4}$ we see that the extra operator gives a nonzero contribution only when it operates on the $p^{2}$ part of $I_{4}$. This means that only $\Delta_{Q} h$ changes; we find

$$
\begin{equation*}
\Delta_{Q} h \rightarrow \Delta_{Q} h+\Phi\left(\partial_{x}^{2} g_{0}+\partial_{x} \partial_{y} g_{1}+\partial_{y}^{2} g_{2}\right) . \tag{3.28}
\end{equation*}
$$

Thus if we want to make $\Delta_{Q} h$ vanish, we have at our disposal two parameters $\alpha$ and $\Phi$ and the corresponding changes (3.26) and (3.28).

Example 3.5 continued: Let us apply the full $\alpha, \Phi$ freedom to (3.22). The general form of the invariant has 70 terms and its quantum part is

$$
\begin{align*}
\Delta_{Q} I= & \hbar^{2}\left\{\left(6 v x^{-4}+42 \mu x^{-8}\right)\left(-1-\frac{1}{4} \alpha+4 \Phi\right)\right. \\
& \left.+(a+2 y)\left(-\frac{17}{4} \alpha+4 \Phi\right)\right\} \tag{3.29}
\end{align*}
$$

The quantum correction vanishes if $\alpha=\frac{1}{4}$ and $\Phi=\frac{17}{64}$, but then the new invariant has 38 terms compared to the 16 in (3.22). So although it is possible to eliminate the $\hbar^{2}$-dependence from the $c$-number representation, it is hardly worth the effort.

Let us next take a look at the operator $\hat{I}_{4}$ corresponding to (3.22). We find

$$
\begin{align*}
\widehat{I}= & \hbar^{4} \partial_{x}^{4}+\hbar^{2}\left(-2 a x-4 x^{2} y-4 \mu x^{-2}-4 v x^{-6}\right) \partial_{x}^{2} \\
& +\hbar^{2} 4_{3}^{3} x_{x} \partial_{y} \\
& +\hbar^{2}\left(-4 a x-8 x y+8 \mu x^{-3}+24 v x^{-6}\right) \partial_{x} \\
& +\hbar^{2} 2 x^{2} \partial_{y} \\
& +\hbar^{2}\left(84 v x^{-8}-a-12 \mu x^{-4}-2 y\right) \\
& -\frac{4}{3} a x^{4} g-\frac{4}{3} x^{4} y^{2}+\frac{8}{3} \mu y+8 v x^{-4} y \\
& -\frac{2}{9} x^{6}+a^{2} x^{4}+4\left(a v+\mu^{2}\right) x^{-4}+8 \mu v x^{-8}+4 v^{2} x^{-12} . \tag{3.30}
\end{align*}
$$

This is in the standard ordering, and the terms linear in $\partial_{x}$
and $\partial_{y}$ are quantum effects as are the nonderivative $\hbar^{2}$ terms. For general $\alpha$ the corresponding expression has 74 terms. Using this remaining freedom one could try to eliminate, e.g., the linear terms by a proper choice of $\alpha$. For $\partial_{x}$ we need $\alpha=-4$ but for $\partial_{y}$ no $\alpha$ will do (even if $\mu=v=a=0$ ). For $\alpha=-4, \hat{I}$ would have 6 more terms compared to (3.30). So there is not much help for ordering rules, and in choosing the amount of $\alpha$ it is best to try to get as short a formula as possible.

Example 3.6: The potential $V=8 y^{4}+6 x^{2} y^{2}+x^{4}$ is integrable, ${ }^{11}$ and its second invariant is of type $I_{4}=p_{x}^{4}+\cdots$. We have searched for all potentials of type

$$
V=6 x^{2} y^{2}+F_{1}(x)+F_{2}(y)
$$

whose second invariant is of the same type. We found the following two integrable generalizations:

$$
\begin{align*}
V_{1}= & x^{4}+6 x^{2} y^{2}+8 y^{4}+\kappa\left(x^{2}+4 y^{2}\right) \\
& +\mu x^{-2}+v x^{-6}+\lambda y^{-2}, \tag{3.31}
\end{align*}
$$

which was found (except for the $\lambda$ term) by Grammaticos et al. ${ }^{12}$ Its second invariant is

$$
\begin{align*}
I_{4}^{1}= & p_{x}^{4}+4 p_{x}^{2}\left(x^{4}+6 x^{2} y^{2}+\kappa x^{2}+\mu x^{-2}+v x^{-6}\right) \\
& -16 x^{3} y p_{x} p_{y}+4 x^{4} p_{y}^{2}+8 \lambda x^{4} y^{-2}+4 \mu^{2} x^{-4} \\
& +8 \mu v x^{-8}+8 \mu x^{2}+16 \mu y^{2}+4 v^{2} x^{-12} \\
& +8 v \kappa x^{-4}+8 v x^{-2}+48 v x^{-4} y^{2}+4 \kappa^{2} x^{4}+8 \kappa x^{6} \\
& +16 \kappa x^{4} y^{2}+4 x^{8}+16 x^{6} y^{2}+16 x^{4} y^{4} \\
& -\hbar^{2}\left(6 \mu x^{-4}+42 v x^{-8}+12 x^{2}\right) . \tag{3.32}
\end{align*}
$$

The other case is

$$
\begin{equation*}
V_{2}=x^{4}+6 x^{2} y^{2}+8 y^{4}+\kappa\left(x^{2}+4 y^{2}\right)+\mu x^{-2}+\epsilon y \tag{3.33}
\end{equation*}
$$

where the $\mu$-term generalizes the result of Ref. 13. Now the second invariant is

$$
\begin{align*}
I_{4}^{2}= & p_{x}^{4}+4 p_{x}^{2}\left(x^{4}+6 x^{2} y^{2}+\kappa x^{2}+\mu x^{-2}+\epsilon y\right) \\
& -\left(16 x^{3} y+\epsilon 4 x\right) p_{x} p_{y}+4 x^{4} p_{y}^{2} \\
& +4 \mu^{2} x^{-4}+8 \mu \epsilon x^{-2} y+8 \mu x^{2}+16 \mu y^{2}+4 \kappa^{2} x^{2} \\
& -8 \kappa \epsilon x^{2} y+8 \kappa x^{6}+16 \kappa x^{4} y^{2}-2 \epsilon^{2} x^{2}-8 x^{4} y \epsilon \\
& -16 \epsilon x^{2} y^{3}+4 x^{8}+16 x^{6} y^{2}+16 x^{4} y^{2} \\
& -\hbar^{2}\left(6 \mu x^{-4}+12 x^{2}\right) . \tag{3.34}
\end{align*}
$$

As in Sec. III.A we can have $\hbar^{2}$ contributions from the $g_{i}$ 's as well. From (3.13) we get

$$
\begin{aligned}
& \Delta_{Q} g_{0}=\hbar^{2}\left(a y^{2}+b y+c\right), \\
& \Delta_{Q} q_{1}=\hbar^{2}(-2 a x y-b x+d y+e), \\
& \Delta_{Q} g 2=\hbar^{2}\left(a x^{2}-d x\right),
\end{aligned}
$$

and then (3.18) will be replaced by

$$
\begin{align*}
\partial_{y}\left\{2 \left(a y^{2}\right.\right. & +b y+c) \partial_{x} V+(-2 a x-b y+d y+e) \partial_{y} V \\
& \left.-\frac{1}{4}\left[4 f_{0} \partial_{x}^{3} V+3 f_{1} \partial_{x}^{2} \partial_{y} V+2 f_{2} \partial_{x} \partial_{y}^{2} V+f_{3} \partial_{y}^{3} V\right]\right\} \\
= & \partial_{x}\left\{(-2 a x-b y+d y+e) \partial_{x} V\right. \\
& +2\left(a x^{2}-d x\right) \partial_{y} V-\frac{1}{4}\left[f_{1} \partial_{x}^{3} V+2 f_{2} \partial_{x}^{2} \partial_{y} V\right. \\
& \left.\left.+3 f_{3} \partial_{x} \partial_{y}^{2} V+4 f_{4} \partial_{y}^{3} V\right]\right\} .
\end{align*}
$$

This is the necessary condition. Again the degrees do not match if $V$ is homogeneous and the $f_{i}$ 's are constant.

Example 3.7: The Holt-type potential

$$
V=\frac{9}{2} x^{4 / 3}+y^{2} x^{-2 / 3}
$$

is also classically integrable ${ }^{12.14}$

$$
I_{4}=p_{y}^{4}+2 p_{y}^{2} p_{x}^{2}+\cdots
$$

but as in Example 3.3 this potential is not quantum integrable.

For those classically integrable potentials that have an invariant four-order in $p$ we have in the examples shown three different types of behavior: 1) $\mathrm{CI} \Rightarrow \mathrm{QI}$ in the Weyl rule (Example 3.5), 2) $\mathrm{CI} \Rightarrow \mathrm{QI}$ with additional $O\left(\hbar^{2}\right)$ terms in the invariant (Example 3.6, these corrections may vanish when one adds a suitable amount of $H^{2}$ and goes to a specific ordering rule), and 3) $\mathrm{CI} \Rightarrow \mathrm{QI}$ (Example 3.7). We also found that those extra terms in the potential that are allowed by classical integrability are also possible for the quantum case.

So far we have only considered particular examples of integrable potentials. One can also consider the problem of finding all integrable potentials having a second invariant of given order in $p$. For classical systems, Holt has derived from (3.3)-(3.5) a pair of PDE's for the potential [Ref. 8, Eqs. (170) and (171)]. For quantum integrability at the same order $p^{3}$ one should just add (3.7') to the system of equations that are to be solved. If the potential is homogeneous, then (3.7) is solvable and then also the Holt equations might be solved. Similar results apply to higher-order invariants.

## IV. DEFORMATIONS OF THE POTENTIAL

Examples of classically integrable potentials which do not satisfy the extra quantum integrability conditions were provided by the Holt Hamiltonian in Examples 3.3 and 3.7. In this section we will discuss the possibility that a classically integrable potential can be made quantum integrable when the potential is deformed by a term of $O\left(\hbar^{2}\right)$.

Let us write

$$
\begin{equation*}
H=\frac{1}{2} p_{x}^{2}+\frac{1}{2} p_{y}^{2}+V(x, y)+\hbar^{2} \Delta(x, y) . \tag{4.1}
\end{equation*}
$$

We will now try to construct the second invariant order-byorder in $\hbar^{2}$. If the classical invariant is of order $p^{3}$, it turns out to be sufficient to write

$$
\begin{equation*}
I_{3}^{Q}=I_{3}^{C}+\hbar^{2}\left(p_{x} A(x, y)+p_{y} B(x, y)\right) . \tag{4.2}
\end{equation*}
$$

Now at order $p^{4}$ we get the old equation (3.3), at order $p^{2} \hbar^{0}$ (3.4) and at $p^{2} \hbar^{2}$ we get (3.4) for the extra terms, i.e.,

$$
\begin{align*}
& \partial_{x} A=3 f_{0} \partial_{x} \Delta+f_{1} \partial_{y} \Delta, \\
& \partial_{y} A+\partial_{x} B=2 f_{1} \partial_{x} \Delta+2 f_{2} \partial_{y} \Delta,  \tag{4.3}\\
& \partial_{y} B=f_{2} \partial_{x} \Delta+3 f_{3} \partial_{y} \Delta .
\end{align*}
$$

Here $f_{i}$ 's are determined from classical integrability, and are not free. Finally at order $p^{0}$, we have (3.5) and the following new equations: at $O\left(\hbar^{2}\right)$

$$
\begin{align*}
& A \partial_{x} V+B \partial_{y} V+g_{0} \partial_{x} \Delta+g_{1} \partial_{y} \Delta \\
& \quad-\frac{1}{4}\left[f_{0} \partial_{x}^{3} V+f_{1} \partial_{x}^{2} \partial_{y} V+f_{2} \partial_{x} \partial_{y}^{2} V+f_{3} \partial_{y}^{3} V\right]=0 \tag{4.4}
\end{align*}
$$

and at $O\left(\hbar^{4}\right)$

$$
\begin{gather*}
A \partial_{x} \Delta+B \partial_{y} \Delta-\frac{1}{4}\left[f_{0} \partial_{x}^{3} \Delta+f_{1} \partial_{x}^{2} \partial_{y} \Delta\right. \\
\left.+f_{2} \partial_{x} \partial_{y}^{2} \Delta+f_{3} \partial_{y}^{3} \Delta\right]=0 \tag{4.5}
\end{gather*}
$$

Equations (4.3) and (4.5) together just mean that the additional potential $\Delta$ should itself be quantum integrable
for the given $f_{i}$ 's. Finally (4.4) is the critical equation that connects $\Delta$ and $V$.

Let us assume that the potential is homogeneous, i.e., $V(\lambda x, \lambda y)=\lambda^{\alpha} V(x, y)$, and denote this scaling dimension by $[V]=\alpha$. Then we know ${ }^{13}$ that $f_{i}$ 's and $g_{i}$ 's have fixed dimension; if $\left[f_{i}\right]=n_{c}$, then $\left[g_{i}\right]=n_{c}+\alpha$. Assume further that also the extra term $\Delta$ is homogeneous, $[\Delta]=\beta$, then
$[A]=[B]=n_{c}+\beta$ from (4.3). Now (3.5) introduces no constraints to the dimension but (4.4) and (4.5) do, we find that both are satisfied if $\beta=-2$. Thus at least for homogeneous potentials it is reasonable to write

$$
\begin{equation*}
\Delta(x, y)=x^{-2} W(x / y) . \tag{4.6}
\end{equation*}
$$

Example 4.1: The Holt Hamiltonian ${ }^{8}$

$$
\begin{equation*}
H=\frac{1}{2} p_{x}^{2}+\frac{1}{2} p_{y}^{2}+\frac{3}{4} x^{4 / 3}+y^{2} x^{-2 / 3}+\delta x^{-2 / 3} \tag{4.7}
\end{equation*}
$$

is classically integrable,

$$
\begin{align*}
I_{3}= & p_{y}^{3}+\frac{3}{3} p_{y} p_{x}^{2}+\left(-\frac{9}{2} x^{4 / 3}+3 x^{-2 / 3} y^{2}\right. \\
& \left.+3 \delta x^{-2 / 3}\right) p_{y}+9 x^{1 / 3} y p_{x} \tag{4.8}
\end{align*}
$$

but not quantum integrable. ${ }^{6}$ The square bracket in (4.4) gives rise to a term of type $y x^{-8 / 3}$, and a moments reflection on (4.3) and (4.4) then suggests that it is reasonable to try $\Delta=$ const $\cdot x^{-2}$. Then for $A=0, B \propto \Delta(4.5)$ is trivially satisfied, and (4.3), (4.4) determine the constants. We find ${ }^{14}$

$$
\begin{align*}
& \Delta_{Q} H \equiv \hbar^{2} \Delta(x, y)=-\frac{5}{72} \hbar^{2} x^{-2}  \tag{4.9}\\
& \Delta_{Q} I=-\frac{5}{24} \hbar^{2} x^{-2} p_{y} \tag{4.10}
\end{align*}
$$

The above potential (4.7) is also the most general of type $y^{2} x^{-2 / 3}+F_{1}(x)+F_{2}(y)$ having the leading part in $I_{3}$ as given in (4.8). The classically allowed extra terms have no effect on quantum integrability.

In Example (4.1) above we have witnessed a new kind of relationship between classical and quantum integrability: It was necessary to deform the potential with an $O\left(\hbar^{2}\right)$ term. This feature seems to be generic to the Holt-type Hamiltonians, and possibly others with rational powers in the potential.

Above we carried out the analysis when the second invariant was of order $p^{3}$. The computations can be generalized straightforwardly to situations where the Hamiltonian has a second invariant of order $p^{4}$. It suffices to say that again the deformation (4.6) is suggested.

Example 4.2: The Holt-type potential of Example 3.7 is not quantum integrable without deformations, but it turns out that precisely the same deformation (4.9) works. ${ }^{14}$ The potential can be further generalized to

$$
\begin{align*}
V= & \frac{9}{2} x^{4 / 3}+y^{2} x^{-2 / 3}+\delta x^{-2 / 3}+\mu x^{2 / 3}+\lambda y^{-2} \\
& +a\left(9 x^{2}+4 y^{2}\right)-\frac{5}{72} \hbar^{2} x^{-2} \tag{4.11}
\end{align*}
$$

(classically this was obtained in Ref. 12 except for the $a$ term). The second invariant is

$$
\begin{aligned}
I_{4}= & p_{y}^{4}+2 p_{x}^{2} p_{y}^{2}+p_{x}^{2}\left(16 a y^{2}+4 \lambda y^{-2}\right)+24 x^{1 / 3} y p_{x} p_{y} \\
& +4 p_{y}^{2}\left(x^{-2 / 3} y^{2}-\frac{5}{72} \hbar^{2} x^{-2}+\delta x^{-2 / 3}\right. \\
& \left.+\mu x^{2 / 3}+a\left(9 x^{2}+4 y^{2}\right)+\lambda y^{-2}\right) \\
& +16 \mu y^{2}+32 \delta a x^{-2 / 3} y^{2}+8 x^{-2 / 3} y^{-2} v \lambda \\
& +8 \lambda x^{-2 / 3}+32 \mu a x^{2 / 3} y^{2}+8 \mu \lambda x^{2 / 3} y^{-2}+72 x^{2 / 3} y^{2} \\
& +72 a \lambda x^{2} y^{-2}+4 \lambda^{2} y^{-4}+32 a x^{-2 / 3} y^{2}\left(9 x^{2}+y^{2}\right)
\end{aligned}
$$

$$
\begin{align*}
& +32 a^{2} y^{2}\left(9 x^{2}+2 y^{2}\right)-\hbar^{2}\left(2 x^{-2 / 3}+\frac{20}{9} a x^{-2} y^{2}\right. \\
& \left.+\frac{5}{9} \lambda x^{-2} y^{-2}-6 \lambda y^{-4}\right) . \tag{4.12}
\end{align*}
$$

So far in this paper we have not discussed systems where the second invariant is of order higher than 4 in $p$. In such cases it is possible that the third term in the expansion of the Moyal bracket (2.16) also contributes. However, sometimes the first two terms are sufficient, as in the case below.

Example 4.3: The Holt family of potentials has also the following member ${ }^{14,12}$

$$
\begin{equation*}
V=12 x^{4 / 3}+y^{2} x^{-2 / 3} \tag{4.13}
\end{equation*}
$$

and then the second invariant can be chosen to start

$$
\begin{equation*}
I_{6}=p_{y}^{6}+3 p_{y}^{4} p_{x}^{2}+O\left(p^{4}\right) \tag{4.14}
\end{equation*}
$$

The form (4.14) shows that in the third term of the Moyal bracket only the derivatives $\partial_{p_{y}^{\prime}}^{5} \partial_{y^{H}}^{5}, \partial_{p_{y}^{\prime}}^{4} \partial_{p_{x}^{I}} \partial_{y^{H}}^{4} \partial_{x^{H}}$, and $\partial_{p_{y}^{\prime}}^{3}$ $\partial_{p_{x}^{I}}^{2} \partial_{y^{H}}^{3} \partial_{x^{H}}^{2}$ could be nonzero, but they all annihilate the potential. As in the previous examples we have also searched for potentials of type $V=y^{2} x^{-2 / 3}+F_{1}(x)+F_{2}(y)$. This time we assume [in addition to (4.14)] that $F_{2}$ is a polynomial of degree less than 5 in $y$ so that it is annihilated by the derivatives above. The result is

$$
\begin{equation*}
V=12 x^{4 / 3}+y^{2} x^{-2 / 3}+\delta x^{-2 / 3}-\frac{5}{72} \hbar^{2} x^{-2} \tag{4.15}
\end{equation*}
$$

and

$$
\begin{align*}
I_{6}= & p_{y}^{6}+3 p_{x}^{2} p_{y}^{4}+72 x^{1 / 3} y p_{x} p_{y}^{3} \\
& +6 p_{y}^{4}\left(\delta x^{-2 / 3}+3 x^{4 / 3}+x^{-2 / 3} y^{2}-\frac{5}{7 /} \hbar^{2} x^{-2}\right) \\
& +18 p_{y}^{2}\left(32 y^{2} x^{2 / 3}-x^{-2 / 3} \hbar^{2}\right)+648 y^{4} . \tag{4.16}
\end{align*}
$$

This potential also has the generalization

$$
V=12 x^{4 / 3}+y^{2} x^{-2 / 3}+\delta x^{-2 / 3}+\lambda y^{-2}-\frac{5}{12} \hbar^{2} x^{-2},
$$

but now the next term in the Moyal bracket (2.16) contributes. The invariant for ( $4.15^{\prime}$ ) has 34 terms.

In the previous examples the deformation const $\cdot x^{-2}$ was sufficient. A slightly more complicated deformation is needed in the example below.

Example 4.4: The Hamiltonian

$$
H=\frac{1}{3} p_{x}^{2}+\frac{1}{2} p_{y}^{2}+\left(x^{2}-y^{2}\right)^{-2 / 3}
$$

was found classically integrable by Fokas and Lagerstrom, ${ }^{15}$

$$
I=\left(p_{x}^{2}-p_{y}^{2}\right)\left(x p_{y}-y p_{x}\right)-4\left(y p_{x}+x p_{y}\right)\left(x^{2}-y^{2}\right) .^{-2 / 3}
$$

It turns out that it is simplest to study this system in the rotated form ${ }^{12}$

$$
\begin{align*}
& H=\frac{1}{2} p_{x}^{2}+\frac{1}{2} p_{y}^{2}+(x y)^{-2 / 3}  \tag{4.17}\\
& I=p_{x} p_{y}\left(x p_{y}-y p_{x}\right)+2(x y)^{-2 / 3}\left(p_{x} x-p_{y} y\right) \tag{4.18}
\end{align*}
$$

In this case the quantum deformations are ${ }^{16}$

$$
\begin{align*}
& \Delta_{Q} H=-\frac{5}{72} \hbar^{2}\left(1 / x^{2}+1 / y^{2}\right)  \tag{4.19}\\
& \Delta_{Q} I=-\frac{5}{36} \hbar^{2}\left(p_{x} x / y^{2}-p_{y} y / x^{2}\right) \tag{4.20}
\end{align*}
$$

The corresponding quantum operator $\hat{I}$ is given by ( $\hbar=1$ )

$$
\begin{align*}
(-i) \hat{I}= & \left(x \partial_{y}-y \partial_{x}\right) \partial_{x} \partial_{y}+\frac{1}{2}\left(-\partial_{x}^{2}+\partial_{y}^{2}\right) \\
& +\left(\frac{5}{36} x y^{-2}-2 y^{-2 / 3} x^{1 / 3}\right) \partial x \\
& +\left(-\frac{5}{36} x^{-2} y+2 y^{1 / 3} x^{-2 / 3}\right) \partial y \\
& +\frac{5}{12}\left(-x^{-2}+y^{-2}\right) . \tag{4.18Q}
\end{align*}
$$

(An incorrect operator was given in Ref. 10.) The potential cannot be further generalized in the form
$(x y)^{-2 / 3}+F_{1}(x)+F_{2}(y)$ with the leading part given in (4.18).
In the previous section we had two ways to change the $\hbar^{2}$ dependence of the second invariant. Of course neither of these works if we try to eliminate the $\hbar^{2}$-deformations in the Hamiltonian. The common constants and the appearance of these deformations with rational powers in the potential suggest that canonical transformations (CT) might be helpful. Now the discussion of CT in quantum mechanics is very tricky. On one hand, integrability itself suggests that a CT to action-angle variables should be possible, on the other hand the construction of even simple CT's mixing $p_{x}$ and $x$ turns out to be very involved. ${ }^{17}$ To be sure CT's can be dismissed by just noting that they are unitary transformations, ${ }^{18}$ but the construction of the needed unitary transformation is another matter. In this paper we will, therefore, just consider point transformations, for which the situation is under control.

It is well known that a canonical point transformation

$$
\begin{align*}
x & =F(X)  \tag{4.21}\\
p_{x} & =P_{X} / F^{\prime}(X)
\end{align*}
$$

can give raise to $O\left(\hbar^{2}\right)$ terms to the potential. ${ }^{5,19}$ For example the Hamiltonian $\frac{1}{2} p_{x}^{2}$ will transform to ${ }^{5}$

$$
\begin{equation*}
H^{\prime}=\frac{1}{2} P_{X}^{2} F^{\prime}(X)^{-2}+\frac{1}{8} \hbar^{2} F^{\prime \prime}(X)^{2} F^{\prime}(X)^{-4} . \tag{4.22}
\end{equation*}
$$

Let us now apply this to the Hamiltonian (4.7) with (4.9). If we make the canonical transformation (4.21), where now $F(x)=X^{\alpha}, y, p_{y}$ unchanged) the $\hbar^{2}$-term in (4.22) will combine with the original $x^{-2}$ term in (4.9). We find the transformed Hamiltonian to be

$$
\begin{align*}
\widetilde{H}= & \alpha^{-2} \frac{1}{2} P_{X}^{2} X^{2(1-\alpha)}+\frac{1}{2} P_{Y}^{2}+\frac{3}{3} X^{(4 / 3) \alpha} \\
& +Y^{2} X^{-(2 / 3) \alpha}+\delta X^{-(2 / 3) \alpha} \\
& +\hbar^{2} X^{-2 \alpha}\left\{\frac{1}{8}((\alpha-1) / \alpha)^{2}-\frac{5}{72}\right\} . \tag{4.23}
\end{align*}
$$

Now it would be natural to choose $\alpha$ so that only integer powers appear in $\widetilde{H}$, e.g., $\alpha=3$, or $3 / 2$. However, such a choice does not fully eliminate the extra term.

The new Hamiltonian (4.23) is ordering dependent, so let us see how it looks in other ordering rules. Applying (3.27) to $(4.23)$ gives the following $O\left(\hbar^{2}\right)$ part:
$\hbar^{2} X^{-2 \alpha}\left\{2 \alpha^{-2}(1-\alpha)(1-2 \alpha) \Phi+\frac{1}{8}((\alpha-1) / \alpha)^{2}-\frac{5}{72}\right\}$.

For example if $\alpha=\frac{3}{2}$, the extra term vanishes when $\Phi=\frac{1}{16}$, which is not a common ordering.

The use of point transformations and ordering rules does eliminate the extra $\hbar^{2}$-term from the Hamiltonian (or rather from its $c$-number representative), but this can hardly be taken as an explanation of the observed phenomenon. We leave the question open, and here just underline the fact that the deformations known so far are all associated with rational powers in the potential and are all of the same type (including numerical factors) $-\frac{5}{3} \hbar^{2} x^{-2}$.

## V. DISCUSSION

In this paper we have studied the connection between quantum integrability and classical integrability. For quan-
tum operators we used $c$-number representatives in the Weyl rule. For the two degree of freedom systems that were studied in this paper, we found the following types of relationships between the classical invariant and the $c$-number representative of the quantum operator: (i) they are identical in all ordering rules, (ii) $\boldsymbol{O}\left(\hbar^{2}\right)$ corrections are needed for the quantum case, and (iii) also the potential needs an $O\left(\hbar^{2}\right)$ deformation.

Many $n$-dimensional systems studied before ${ }^{20}$ fall into the category (i) above. These systems are associated with a Lax pair, $L, M$ of classical matrices, where $i L=[L, M]$. The classical invariants are obtained as coefficients of the characteristic polynomial $\operatorname{det}(L-\lambda I)$. If now $L$ has a proper form it turns out that the invariant depends on $p_{i}$ and $x_{j}$ in such a way that there is not ordering ambiquity. For quantum integrability one then needs to show only that for these systems the extra contributions from the Moyal bracket also vanish. Our example 3.1 is of this type.

In this paper we also found examples for types (ii) and (iii) (see also Refs. 13, 14, 16). For the Henon-Heiles and Holt type potentials we found the most general additive terms of form $F_{1}(x)+F_{2}(y)$. Some results are new even for the classical case. The classically allowed terms were also possible for quantum integrability.

Finally we studied various methods that could be used to eliminate the $O\left(\hbar^{2}\right)$-corrections or -deformations. It was found that there is no unique ordering rule which would be better or easier than the Weyl rule.

The $O\left(\hbar^{2}\right)$-deformations needed for the Holt and Fo-kas-Lagerstrom potentials were always of type $-\frac{5}{72} \hbar^{2} x^{-2}$. The common numerical factors and association with frac-
tional powers in the potential are intriguing and suggest to a common, perhaps geometric, origin.
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#### Abstract

A rigorous mathematical theory of approximations is developed for the time-independent transition operators of N -body multichannel nonrelativistic quantum scattering theory. New basic dynamical equations are derived and shown to specify uniquely the approximate timeindependent transition operators. These operator equations represent coupled integral equations with compact kernels, but it is not assumed that the equations that determine the exact transition amplitudes have compact kernels. Convergence of sequences of these approximate timeindependent transition operators to the exact transition operator is established in appropriate limits. Stability of the basic dynamical equations is proved. Resolvent-type equations and their relation to the limiting absorption principle are investigated. The relation of this theory to the Petryshyn theory of $A$-proper operators and to the Feshbach unified theory of nuclear reactions is discussed.


PACS numbers: 03.65.Nk, 24.10. - i

## I. INTRODUCTION

In Paper I of this series ${ }^{1}$ we established a two-Hilbertspace formulation of nonrelativistic quantum mechanical scattering theory. The prior form $T(z)$ of the time-independent transition operator was shown to be, for $\operatorname{Im} z \neq 0$, the unique solution of a linear equation of the LippmannSchwinger type [cf. Eq. (2.10) below]. The practical solution of this equation is the primary theoretical goal.

As we pointed out at the time, there were two difficulties with our basic dynamical equation.
(1) The inverse of a certain operator $J J^{*}$ appears in the kernel, considerably complicating calculations.
(2) Neither the kernel of the equation nor any of its iterates was compact. There was, consequently, no hope of applying Fredholm theory to obtain the solution of the equation.
The main purpose of this paper is to overcome these difficulties.

We circumvent the first difficulty by introducing equations (cf. Theorems 3.5 and 5.4) that do not contain the inverse of $J J^{*}$ in the kernel.

We could have circumvented the second difficulty by deriving another equation for $T(z)$ that does have a connected kernel. This has, in fact, been done. ${ }^{2,3}$

In our opinion, however, the practicality of connected kernel formulations of $N$-particle scattering theory (cf. the review papers ${ }^{4,5}$ and references cited therein) is not yet firmly established for systems of more than four or five particles. The number of coupled integral equations represented by the operator equation for $T(z)$ increases very rapidly with particle number. ${ }^{6,7}$ Accompanying this is a prodigious increase in mathematical complexity that requires truly heroic efforts to establish even partial control over the mathematics of the kernel. ${ }^{8-12}$ In addition, the connection between the kernel and measurable quantities becomes much less transparent as
the number of particles increases. Physical intuition is thus no longer an obviously reliable guide for choosing the good finite-rank approximations to the kernels that are the basis of all practical calculations.

In view of these comments we have elected, in this paper, to deal with the second difficulty of our equation by developing an alternative solution strategy that does not require compact kernels. The idea is to shift the emphasis from approximating the kernel to approximating the transition operator itself. The feasibility of such an approach is supported by proofs ${ }^{13,14}$ that for N -particle systems with shortrange interactions the prior form of the on-shell transition operator is compact if the initial state has only two fragments and the energy is restricted to a finite interval. A similar result for the off-shell transition operator $T(z)$ can be inferred from Lemma 3.4 of Ref. 15 . In this case $T(z)$ itself admits, in principle, an accurate finite-rank approximation, even though the kernel of the dynamical equation may not. In this way the original equation can be well approximated by fin-ite-dimensional equations without the necessity that the kernel be connected. Another important feature of our method is that a sequence of approximate transition operators $T^{(n)}(z)$ converges to the exact transition operator $T(z)$. These convergence results are of two types. First, a sequence of asymptotically complete approximate wave operators $\Omega^{(n) \pm}$ converges strongly to the exact wave operators $\Omega \pm$ and the corresponding sequence of approximate scattering operators $S^{(n)}$ converges weakly to the exact scattering operator $S$. These results, which are proved in Ref. 16, can be interpreted as convergence of $T^{(n)}(z)$ to $T(z)$ on the energy shell. Second, for $\operatorname{Im} z \neq 0$, the sequence of operators $T^{(n)}(z)$ converges strongly to $T(z)$ (cf. Theorems 4.1 and 4.7). This is convergence off the energy shell.

These convergence results, which we believe to be the most general currently available for general $N$-particle sys-
tems, do not establish a rate of convergence. There is no practical estimate of the accuracy of any given approximation. As with any other method, therefore, construction (via the method described in Sec. III) of good approximate spaces $\mathscr{H}_{\pi}$ and approximate Hamiltonians $H_{\pi}$ is a matter of skill. Accuracy is to be judged by comparison of the results with data.

The theory presented in this paper is therefore to be construed as providing a rigorous general framework within which to construct approximations.

In Sec. II we recall our previous definition (cf. Assumption A) of an exact scattering system ${ }^{16}$ and exact transition operators. ${ }^{1,17,18}$

In Sec. III we review the approximation method which was introduced in Ref. 16. The key idea is that the space $\mathscr{H}$ of asymptotic states of the exact theory is approximated by a subspace $\mathscr{H}^{\pi} \equiv \Pi \mathscr{H}$, where $\Pi$ is an orthogonal projection operator. In addition, the exact asymptotic Hamiltonian $H$ is replaced by an approximate Hamiltonian $H^{\pi}$. The necessary abstract properties of $\Pi$ and $H^{\pi}$ are given in Assumption $I I$. Our approximate time-independent theory is then considered. A new basic dynamical equation is proposed (Theorems 3.5 and 3.7 ), the solutions $M^{\pi}(z)$ of which can be used to construct the approximate transition operators $T^{\pi}(z)$. The kernel of the equation for $M^{\pi}(z)$ is compact for all $z$ with $\operatorname{Im} z \neq 0$ (Theorem 3.12), and the operator $\left(J J^{*}\right)^{-1}$ is not present in the equation. Finally, stability of our basic dynamical equation under certain perturbations is proved (Theorems 3.14 and 3.16).

In Sec. IV sequences of approximations are considered. The defining properties of the sequences are given in Assumption $\Pi^{(n)}$. The previously mentioned convergence of a sequence of approximate transition operators $T^{(n)}(z)$ to the exact transition operator $T(z)$ is then established. Another stability result (Theorem 4.9) is then given which establishes the uniform stability of the solutions of a sequence of our approximate equations.

In Sec. $V$ resolvent-type equations are taken up, and a formula of the type encountered in the limiting absorption principle ${ }^{8,12,19-22}$ is established (Theorem 5.2). These equations are not directly relevant to our main goal of laying a theoretical foundation for the approximation of the transition operator $T(z)$, and hence the scattering operator $S$. They are included here because they provide a theoretical starting point for certain analytical investigations of asymptotic completeness and spectral properties of the total Hamiltonian. In particular, some results of this type have already been obtained by Trucano ${ }^{22}$ for certain approximation models.
An exact analog of the equation for $M^{\pi}(z)$ and a differential equation form for the equations are also introduced. Some additional convergence results are also presented.

In Sec. VI we present a discussion of the most important features of our approximation method. We also comment on the relation between our method and the unified nuclear reaction theory of Feshbach. ${ }^{23-25}$

There are two appendices. Appendix A shows how our approximation strategy is related to the Petryshyn theory $^{26,27}$ of strong approximation solvability and $A$-proper operators. Appendix B gives an index of the major operators
and Hilbert spaces used in the paper.

## II. EXACT SCATTERING SYSTEM

## A. Abstract assumption $A$

In the two-Hilbert-space formulation of nonrelativistic $N$-body quantum scattering theory (cf. Refs. 1, 2, 12, 16-18, 28-31) an exact scattering system is characterized by the sextuple

$$
\begin{equation*}
\mathfrak{S} \equiv\left\{\mathscr{H}_{N}, H_{N}, \mathscr{H}, H, J, I^{a}\right\} \tag{2.1}
\end{equation*}
$$

Here $H_{N}$ is the total Hamiltonian (a self-adjoint operator) acting on the Hilbert space $\mathscr{H}_{N} . H$ is the asymptotic Hamiltonian (a self-adjoint operator) acting on the Hilbert space $\mathscr{H} . J$ is a bounded identification operator from $\mathscr{H}$ to $\mathscr{H}_{N}$. $\mathscr{H}$ has a decomposition $\mathscr{H}=\mathscr{H}^{\rho a} \oplus \mathscr{H}^{\rho}$ that reduces $H$, and $I^{a}$ is the orthogonal projection of $\mathscr{H}$ onto $\mathscr{H}^{a}$. The timedependent wave operators $\Omega{ }^{ \pm}: \mathscr{H} \rightarrow \mathscr{H}_{N}$ are defined by

$$
\begin{equation*}
\Omega^{ \pm} \equiv \Omega^{ \pm}\left(H_{N}, H, J I^{q}\right) \equiv \operatorname{silim}_{t \rightarrow \pm \infty} e^{i H_{N} t} J I^{a} e^{-i H t} \tag{2.2}
\end{equation*}
$$

and their adjoints are denoted by $\Omega^{ \pm *}$. The scattering operator $S: \mathscr{H} \rightarrow \mathscr{H}$ is

$$
\begin{equation*}
S \equiv \Omega^{+} * \Omega^{-} \tag{2.3}
\end{equation*}
$$

We refer to the system characterized by the sextuple $\subseteq$ as the exact scattering system.

Our fundamental assumptions about the exact scattering system $\mathfrak{S}$ are contained in the following Assumption $\mathbf{A}$.

Assumption $A$ : The exact scattering system
$\mathbb{S}=\left\{\mathscr{H}_{N}, H_{N}, \mathscr{H}_{,} H, J, I^{a}\right\}$ is said to satisfy Assumption A if the following five statements are true. ${ }^{16}$
(A1) $\mathscr{H}_{N}$ is a separable Hilbert space, and $H_{N}$ : $\mathscr{D}\left(H_{N}\right) \subset \mathscr{H}_{N} \rightarrow \mathscr{H}_{N}$ is a self-adjoint operator that is bounded from below.
(A2) $\mathscr{H}$ is a separable Hilbert space, and $H$ : $\mathscr{D}(H) \subset \mathscr{H} \rightarrow \mathscr{H}$ is a self-adjoint operator that is bounded from below. Its spectral family is denoted by $E(\lambda)$. There is a decomposition $\mathscr{H}=\mathscr{H}^{a} \oplus \mathscr{H}^{b}$ that reduces $H . I^{a}$ is the orthogonal projection of $\mathscr{H}$ onto $\mathscr{H}^{a}$. The restriction $H^{a}$ of $H$ to $\mathscr{H}^{\rho a}$ has only absolutely continuous spectrum consisting of a half-line.
(A3) $J: \mathscr{H} \rightarrow \mathscr{H}_{N}$ is a bounded linear operator. $J$ maps $\mathscr{D}(H)$ into $\mathscr{D}\left(H_{N}\right)$, and $J^{*}$, the adjoint of $J$, maps $\mathscr{D}\left(H_{N}\right)$ into $\mathscr{D}(H)$. The operator $J J^{*}: \mathscr{H}_{N} \rightarrow \mathscr{H}_{N}$ has a bounded inverse.
(A4) The operators $V: \mathscr{D}(V) \subset \mathscr{H} \rightarrow \mathscr{H}_{N}$ and $V^{*}$; $\mathscr{D}\left(V^{*}\right) \subset \mathscr{H}_{N} \rightarrow \mathscr{H}$,

$$
\begin{equation*}
V \equiv H_{N} J-J H \quad \text { and } \quad V^{*} \equiv J^{*} H_{N}-H J^{*} \tag{2.4}
\end{equation*}
$$

satisfy $V \ll H$ and $V^{*} \ll H_{N}$, respectively, where $K<L$ means that $K$ is infinitesimally small with respect to $L .^{16,31}$
(A5) The wave operators $\Omega \pm: \mathscr{H} \rightarrow \mathscr{H}_{N}$ defined by Eq. (2.2) exist and are partially isometric, i.e.,

$$
\begin{equation*}
\Omega^{ \pm *} \Omega^{ \pm}=I^{a} \tag{2.5}
\end{equation*}
$$

## B. Exact transition operators

Resolvent operators defined on $\mathscr{H}_{N}$ and $\mathscr{H}$, respectively, are defined by
$R_{N}=R_{N}(z) \equiv\left(z-H_{N}\right)^{-1} \quad$ and $\quad R=R(z) \equiv(z-H)^{-1}$.

The time-independent transition operator $T(z): \mathscr{D}(H) \rightarrow \mathscr{H}$ is defined by

$$
\begin{align*}
T(z) & \equiv(z-H) J^{*} R_{N}(z) J(z-H)-(z-H) J^{*} J \\
& =(z-H) J^{*} R_{N}(z) V \tag{2.7}
\end{align*}
$$

where $z \in \rho\left(H_{N}\right)$ (the resolvent set of $\left.H_{N}\right)$. The relation between $T(z)$ and the scattering operator $S$ defined in Eq. $(2.3)$ is given by the following theorem.

Theorem 2.1: Let $\subseteq$ satisfy Assumptions (A1)-(A3) and (A5), and let $\delta_{\epsilon}(x), x$ real, denote the function

$$
\begin{equation*}
\delta_{\epsilon}(x) \equiv(\epsilon / \pi)\left(x^{2}+\epsilon^{2}\right)^{-1} \tag{2.8}
\end{equation*}
$$

Then, $S-I^{a}$ has on $\mathscr{H}$ the representation

$$
\begin{align*}
S-I^{a}= & \underset{\epsilon-0^{+}}{\mathrm{w}}(-2 \pi i) \int_{\lambda} \int_{\mu} d E(\lambda) \delta_{\epsilon}(\lambda-\mu) \\
& \times I^{a} T([\lambda+\mu+i \epsilon] / 2) I^{a} d E(\mu), \tag{2.9}
\end{align*}
$$

where the integral is a repeated spectral integral that may be evaluated in either order of integration.

Proof: Since $I^{a}$ commutes with $E(\cdot)$ the result follows immediately from Theorem 4 of Ref. 17 and Theorem 3 of Ref. 18. The operator $I^{a} T(z) I^{a}$ in Eq. (2.9) is to be identified with the prior transition operator $T^{(-)}$of Ref. 18.

Numerical calculations of scattering probabilities are often based on dynamical equations for the operator $T(z)$. One such equation is given in the following theorem.

Theorem 2.2: Let § satisfy Assumptions (A1)-(A4). Then the operator $T(z)$ is the unique solution defined on $\mathscr{D}(H)$ of the equation

$$
\begin{equation*}
T(z)=J^{*} V+V^{*}\left(J J^{*}\right)^{-1} J R(z) T(z), \tag{2.10}
\end{equation*}
$$

where $z \in \rho\left(H_{N}\right) \rho \rho(H)$.
Proof: See Ref. 1, Theorems 4 and 6.

## III. APPROXIMATE SCATTERING SYSTEMS

## A. Assumption $\Pi$

In this paper we develop a time-independent approximation theory for nonrelativistic $N$-body quantum scattering in which an approximation to the exact scattering system $\mathfrak{S}$ is characterized by a sextuple ${ }^{16}$

$$
\begin{equation*}
\mathfrak{S}\left(\Pi, H^{\pi}\right) \equiv \mathfrak{S}\left\{\mathscr{H}_{\pi}, H_{\pi}, \mathscr{H}^{\pi}, H^{\pi}, J^{\pi}, I^{a}\right\} \tag{3.1}
\end{equation*}
$$

$\mathscr{H}^{\pi}$ is a Hilbert space defined by $\mathscr{H}^{\pi} \equiv \Pi \mathscr{H}$, where
$\Pi=\Pi^{a} \oplus \Pi^{b}: \mathscr{H}^{\mu}=\mathscr{H}^{a} \oplus \mathscr{H}^{b} \rightarrow \mathscr{H}^{\pi}=\mathscr{H}^{\pi a} \oplus \mathscr{H}^{\pi b}$
is an orthogonal projection operator that commutes with $I^{a}$. The symbol $\Pi^{a}\left(\Pi^{b}\right)$ will be used to denote the orthogonal projection of either $\mathscr{H}^{\prime} \mathscr{H}^{\pi}$, or $\mathscr{H}^{a}\left(\mathscr{H}^{b}\right)$ onto $\mathscr{H}^{\pi a}\left(\mathscr{H}^{\pi b}\right)$. $H^{\pi}$ is an approximate asymptotic Hamiltonian (a self-adjoint operator) acting on $\mathscr{H}^{\pi}$ that is constrained to be equal to $H$ on $\mathscr{H}^{\pi a} . J^{\pi}$ is the bounded approximate identification operator defined by

$$
\begin{equation*}
J^{\pi} \equiv J \Pi, \tag{3.3}
\end{equation*}
$$

and its adjoint is denoted by $J^{\pi *} . \mathscr{H}_{\pi}$ is the closure of the range of $J^{\pi}$,

$$
\begin{equation*}
\mathscr{H}_{\pi} \equiv \overline{\mathscr{R}}\left(J^{\pi}\right) . \tag{3.4}
\end{equation*}
$$

$H_{\pi}$ is the approximate total Hamiltonian defined by

$$
\begin{equation*}
H_{\pi} \equiv P_{\pi} H_{N} P_{\pi}, \tag{3.5}
\end{equation*}
$$

where $P_{\pi}$ is the orthogonal projection of $\mathscr{H}_{N}$ onto $\mathscr{H}_{\pi}$. We call the system represented by $\mathbb{\Im}\left(\Pi, H^{\pi}\right)$ an approximate scattering system.

Our fundamental assumptions about the approximate scattering systems $\subseteq\left(I I, H^{\pi}\right)$ are contained in the following Assumption II.

Assumption II: The approximate scattering system $\mathbb{S}\left(\Pi, H^{\pi}\right)$ is said to satisfy Assumption $\Pi$ if the following statements are true. ${ }^{16}$
$(\Pi 0)$ The exact scattering system $\subseteq$ satisfies Assumptions (A1)-(A4).
( $\Pi$ 1) The orthogonal projection $\Pi=\Pi^{a} \oplus \Pi^{b}$ : $\mathscr{H}=\mathscr{H}^{a} \oplus \mathscr{H}^{b} \rightarrow \mathscr{H}^{\pi}$ maps $\mathscr{D}(H)$ into $\mathscr{D}(H) \cap^{\mathscr{H}^{\pi}}$.
$(\Pi 2)$ The approximate asymptotic Hamiltonian $H^{\pi}$ is self-adjoint and has a domain that satisfies
$\Pi \mathscr{D}(H) \subset \mathscr{D}\left(H^{\pi}\right) \subset \mathscr{D}(H) \cap \mathscr{H}^{\pi}$. The operator $\Pi$ commutes with $H^{\pi}$ on $\mathscr{D}\left(H^{\pi}\right) . H^{\pi}$ is reduced by the decomposition $\mathscr{H}^{\pi \pi}=\mathscr{H}^{\pi a} \oplus \mathscr{H}^{\pi b}$ and thus may be written as $H^{\pi}=H^{\pi a} \oplus H^{\pi b}$. On $\mathscr{D}\left(H^{\pi a}\right)=\mathscr{D}\left(H^{a}\right) \cap \mathscr{H}{ }^{\mathscr{\pi a}}$ the operator $H^{\pi a}$ is given by $H^{\pi a}=H^{a}$, where $H^{a}$ is the restriction of $H$ to the reducing subspace $\mathscr{H}^{a}$. The operator $H^{\pi b}$ is self-adjoint and bounded from below on $\mathscr{H}^{\pi b}$.
(II 3) The operator $J^{\pi} J^{\pi *}$ has a bounded inverse, denoted by $\left(J^{\pi} J^{\pi *}\right)^{-1}$, on $\mathscr{H}_{\pi}$.
(II 4) The operators $U^{\pi}: \mathscr{D}\left(H^{\pi}\right) \rightarrow \mathscr{H}_{N}$ and $U^{\pi *}:$ $\mathscr{D}\left(H_{N}\right) \rightarrow \mathscr{H}^{\pi}$, $U^{\pi} \equiv H_{N} J^{\pi}-J^{\pi} H^{\pi} \quad$ and $\quad U^{\pi *} \equiv J^{\pi *} H_{N}-H^{\pi} J^{\pi *}$,
satisfy $U^{\pi}<H^{\pi}$ and $U^{\pi *} \ll H_{N}$, respectively.
Remark 3.1: (a) The operator $\left(J^{\pi} J^{\pi *}\right)^{-1} P_{\pi}$ : $\mathscr{H}_{\pi} \oplus \mathscr{H}_{\pi}^{\perp} \rightarrow \mathscr{H}_{\pi}$ is an extension of the inverse defined in Assumption ( $\Pi 3$ ). It is the unique maximal generalized inverse ${ }^{32}$ of $J^{\pi} J^{\pi *}$. The requirement in ( $\Pi$ ) that $J^{\pi} J^{\pi *}$ has a bounded inverse on $\mathscr{H}_{\pi}$ is equivalent to the requirement that it has closed range. Alternatively, there must exist a constant $c_{\pi}>0$ such that $\left\|J^{\pi} J^{\pi *} \psi\right\| \geqslant c_{\pi}\|\psi\|$ for all $\psi \in \mathscr{A} \mathscr{A}_{\pi}$. A useful criterion that guarantees the existence and boundedness of this inverse was established in Theorem 3.4 and Remark 3.5 of Ref. 16.
(b) Assumptions ( $\Pi 2$ ) and ( $\Pi 4$ ) are largely statements about $\Pi^{b}$ and $H^{n b}$. If, for example, $\mathscr{H}^{\pi b} \subset \mathscr{D}(H)$ and is finite dimensional, then Assumptions ( $\Pi 2$ ) and ( $\Pi 4$ ) are satisfied. ${ }^{16}$

Condition C: Condition C is said to be satisfied if there is a set $\mathscr{C}^{a} \subset \mathscr{D}(H) \cap_{\mathscr{H}}$ dense in $\mathscr{H}^{a}$ such that $\Pi^{a} \mathscr{C}^{a} \subset \mathscr{C}^{a}$ and

$$
\begin{equation*}
\int_{|t|>t_{0}} d t\left\|V e^{-i H t} \Phi^{a}\right\|<\infty \tag{3.7}
\end{equation*}
$$

for some finite $t_{0} \geqslant 0$ and for all $\Phi^{a} \in \mathscr{C}^{a}$.
Condition TC: Condition TC is said to be satisfied if the operator $V E(\Delta) \Pi^{a}: \mathscr{H} \rightarrow \mathscr{H}_{N}$ is trace class for all finite intervals $\Delta \subset(-\infty, \infty)$.

The following theorem which was proved in Ref. 16
establishes conditions under which an approximate scattering system $\left(\left[I, H^{\pi}\right)\right.$ has the same abstract structure as the exact scattering system $\subseteq$.

Theorem 3.2: Let $\mathfrak{S}$ satisfy Assumption A, and let § $\left(\Pi, H^{\pi}\right)$ satisfy Assumption $\Pi$. Suppose, in addition, that either Condition C or Condition TC is satisfied. Then $\mathfrak{S}\left(I I, H^{\pi}\right)$ also satisfies Assumption A. In particular, there exist approximate wave operators
and an approximate scattering operator

$$
\begin{equation*}
S^{\pi} \equiv \Omega^{\pi+*} \Omega^{\pi-}, \tag{3.9}
\end{equation*}
$$

where $\Omega^{\pi+*}$ denotes the adjoint of $\Omega^{\pi+}$.
For later use we define the approximate potentials

$$
V^{\pi} \equiv P_{\pi} U^{\pi}=H_{\pi} J^{\pi}-J^{\pi} H_{\pi}
$$

and

$$
\begin{equation*}
V^{\pi *} \equiv U^{\pi *} P_{\pi}=J^{\pi *} H_{\pi}-H^{\pi} J^{\pi *} \tag{3.10}
\end{equation*}
$$

and the approximate resolvent operators

$$
\begin{equation*}
R_{\pi}(z) \equiv\left(z-H_{\pi}\right)^{-1} \quad \text { and } \quad R^{\pi}(z) \equiv\left(z-H^{\pi}\right)^{-1} \tag{3.11}
\end{equation*}
$$

## B. Approximate transition operators

If $\subseteq\left(I I, H^{\pi}\right)$ satisfies Assumption A, then the time-independent scattering theory for that approximate system has the following form (cf. Theorems 2.1 and 2.2).

An approximate transition operator $T^{\pi}(z)$ : $\mathscr{D}\left(H^{\pi}\right) \rightarrow \mathscr{H}^{\pi}$ is defined by

$$
\begin{align*}
T^{\pi}(z) & \equiv\left(z-H^{\pi}\right) J^{\pi *}\left\{R_{\pi}(z) J^{\pi}\left(z-H^{\pi}\right)-J^{\pi}\right\} \\
& =\left(z-H^{\pi}\right) J^{\pi *} R_{\pi}(z) V^{\pi} \tag{3.12}
\end{align*}
$$

where $z \in \rho\left(H_{\pi}\right)$. The scattering operator $S^{\pi}$ is then related to $T^{\pi}(z)$ by the following theorem.

Theorem 3.3: Suppose that $\subseteq\left(I I, H^{\pi}\right)$ satisfies Assumptions (A1)-(A3) and (A5). Then, $S^{\pi}-\Pi^{a}$ has on $\mathscr{H}$ the representation

$$
\begin{align*}
S^{\pi}-\Pi^{a}= & \underset{\epsilon \rightarrow-0^{+}}{\mathrm{w}}(-2 \pi i) \int_{\lambda} \int_{\mu} d E(\lambda) \delta_{\epsilon}(\lambda-\mu) \\
& \times \Pi^{a} T^{\pi}([\lambda+\mu+i \epsilon] / 2) \Pi^{a} d E(\mu), \tag{3.13}
\end{align*}
$$

where $E(\cdot), \delta_{\epsilon}(\cdot)$, and the spectral integrals are as in Theorem 2.1.

Proof: The theorem is a transcription of Theorem 2.1 into the notation of the system $\mathbb{S}\left(I I, H^{\pi}\right)$.

Theorem 3.4: Let $\subseteq\left(I I, H^{\pi}\right)$ satisfy Assumptions (A1)(A4). Then, for $z \in \rho\left(H_{\pi}\right) \cap \rho\left(H^{\pi}\right)$ the operator $T^{\pi}(z)$ is the unique solution defined on $\mathscr{D}\left(H^{\pi}\right)$ of the equation

$$
\begin{equation*}
T^{\pi}(z)=J^{\pi *} V^{\pi}+V^{\pi *}\left(J^{\pi} J^{\pi *}\right)^{-1} J^{\pi} R^{\pi}(z) T^{\pi}(z) \tag{3.14}
\end{equation*}
$$

Proof: The theorem is a transcription of Theorem 2.2 into the notation of the system $\mathbb{S}\left(\Pi, H^{\pi}\right)$.

We previously ${ }^{29}$ approached Eq. (3.14) by introducing a subsidiary equation for the operator
$K^{\pi} \equiv V^{\pi *}\left(J^{\pi} J^{\pi *}\right)^{-1} J^{\pi}$ :

$$
\begin{equation*}
K^{\pi} J^{\pi *} J^{\pi}=V^{\pi *} J^{\pi} \tag{3.15}
\end{equation*}
$$

A similar two-step approach has also been advocated in Ref.
33. The solution to Eq. (3.15) may possibly not be unique on $\mathscr{H}^{\pi}$, but the desired solution $K^{\pi}$ is given by
$K^{\pi}=V^{\pi *} J^{\pi} Y^{\pi+}$, where $Y^{\pi^{+\dagger}}$ is the Moore-Penrose operator inverse of $Y^{\pi} \equiv J^{\pi *} J^{\pi}$. The difficulty with this approach is, then, not a matter of principle but a matter of practicality (although a simple calculation has been made using this scheme ${ }^{34}$ ). In a multichannel quantum mechanical calculation, for example, the operator equation (3.15) would be realized as a large number of coupled integral equations. To need to solve this large number of equations in addition to the large number of equations that realize Eq. (3.14) seems undesirable. We have, therefore, abandoned this approach for the present.

In order to eliminate the operator $\left(J^{\pi} J^{\pi *}\right)^{-1}$ in our basic dynamical equation, we define the operator $M^{\pi}(z)$ : $\mathscr{D}\left(H^{\pi}\right) \rightarrow \mathscr{H}^{\pi}$ by

$$
\begin{equation*}
M^{\pi}(z) \equiv\left(z-H^{\pi}\right) J^{\pi *}\left(J^{\pi} J^{\pi *}\right)^{-1} R_{\pi}(z) V^{\pi} \tag{3.16}
\end{equation*}
$$

where $z \in \rho\left(H_{\pi}\right)$. From Eqs. (3.12) and (3.16) follows

$$
\begin{equation*}
T^{\pi}(z)=Q^{\pi}(z) M^{\pi}(z) \tag{3.17}
\end{equation*}
$$

where

$$
\begin{equation*}
Q^{\pi}(z) \equiv\left(z-H^{\pi}\right) J^{\pi *} J^{\pi} R^{\pi}(z) \tag{3.18}
\end{equation*}
$$

The following theorems establish dynamical equations for the approximate $M$-operator $M^{\pi}(z)$ [cf. Ref. 30 , Theorem 3 and Eqs. (30) and (31)].

Theorem 3.5: Let $\subseteq\left(I I, H^{\pi}\right)$ satisfy Assumptions (A1)(A4). Then, for $z \in \rho\left(H_{\pi}\right) \cap\left(H^{\pi}\right)$, the operator $M^{\pi}(z)$ is a solution defined on $\mathscr{D}\left(H^{\pi}\right)$ of each of the equations
$J^{\pi *}\left(z-H_{\pi}\right) J^{\pi} R^{\pi}(z) M^{\pi}(z)=J^{\pi *} V^{\pi}$,
$J^{\pi *}\left[J^{\pi}-V^{\pi} R^{\pi}(z)\right] M^{\pi}(z)=J^{\pi *} V^{\pi}$,
$M^{\pi}(z)=J^{\pi *} V^{\pi}+\left[J^{\pi *} V^{\pi} R^{\pi}(z)-\left(J^{\pi *} J^{\pi}-\Pi\right)\right] M^{\pi}(z)$.

Proof: Substitution of $M^{\pi}(z)$ defined by Eq. (3.16) into the left side of Eq. (3.19) gives $J^{\pi *} V^{\pi}$, proving that $M^{\pi}(z)$ satisfies Eq. (3.19). Equation (3.20) follows from Eq. (3.19) upon substitution of the identity $H_{\pi} J^{\pi}=V^{\pi}+J^{\pi} H^{\pi}$ into the left side of Eq. (3.19). Equation (3.21) follows from Eq. (3.20) and the identity $\Pi M^{\pi}(z)=M^{\pi}(z)$.

Remark 3.6: Equations (3.19)-(3.21) are all completely equivalent provided the range of any solution is required to lie in $\mathscr{H}^{\pi}$. Equation (3.21) automatically enforces this requirement and, hence, might be preferable as the basis of practical calculations.

Theorem 3.7: Let $\subseteq\left(I I, H^{\pi}\right)$ satisfy Assumptions (A1)(A4). If $N^{\pi}(z), z \in \rho\left(H_{\pi}\right) \cap \rho\left(H^{\pi}\right)$, is a solution on $\mathscr{D}\left(H^{\pi}\right)$ of any of Eqs. (3.19)-(3.21), then $T^{\pi}(z)=Q^{\pi}(z) N^{\pi}(z)$.

Proof: Suppose that $N^{\pi}(z)$ is a solution of Eq. (3.19) and consider $\Delta^{\pi}(z) \equiv M^{\pi}(z)-N^{\pi}(z)$. Then, since $M^{\pi}(z)$ is also a solution of Eq. (3.19),

$$
\begin{equation*}
J^{\pi *}\left(z-H_{\pi}\right)^{\pi} R^{\pi}(z) \Delta^{\pi}(z)=0 \tag{3.22}
\end{equation*}
$$

Multiplying Eq. (3.22) from the left by $\left(z-H^{\pi}\right) J^{\pi *} R_{\pi}(z)\left(J^{\pi} J^{\pi *}\right)^{-1} J^{\pi}$ yields $Q^{\pi}(z) \Delta^{\pi}(z)=0$. The theorem now follows from Eq. (3.17). The proof if $N^{\pi}(z)$ is a solution of Eq. (3.20) or (3.21) is similar.

Remark 3.8: Efficient algorithms for constructing the

Moore-Penrose operator inverse are known. ${ }^{32}$ By Theorem 3.7, if $L^{\pi \dagger}(z)$ is the Moore-Penrose operator inverse of $L^{\pi}(z) \equiv J^{\pi *}\left(z-H_{\pi}\right) J^{\pi *} R^{\pi}(z)$, then $L^{\pi \dagger}(z) J^{\pi *} V^{\pi}$ is a solution of Eqs. (3.19)-(3.21) and $T^{\pi}(z)=Q^{\pi}(z) L^{\pi+}(z) J^{\pi *} V^{\pi}$.

Under certain circumstances the multiplication by $Q^{\pi}(z)$ of the solution of Eqs. (3.19)-(3.21) is unnecessary.

Theorem 3.9: Let $\subseteq$ satisfy Assumption $A$ and let $\Xi\left(I, H^{\pi}\right)$ satisfy Assumption $I I$. Suppose, in addition, that either Condition C or Condition TC is satisfied, and assume that $J^{\pi *} J^{\pi}-\Pi$ is compact. Then on $\mathscr{H}^{\pi}$,

$$
\begin{align*}
S^{\pi}-\Pi^{a}= & \underset{\epsilon \rightarrow 0^{+}}{ }(-2 \pi i) \int_{\lambda} \int_{\mu} d E(\lambda) \delta_{\epsilon}(\lambda-\mu) \\
& \times \Pi^{a} M^{\pi}\left(\frac{\lambda+\mu+i \epsilon}{2}\right) \Pi^{a} d E(\mu) \tag{3.23}
\end{align*}
$$

where $E(\cdot), \delta_{\epsilon}(\cdot)$ and the spectral integrals are as in Theorem 2.1.

Proof: Let $W^{\pi}(\epsilon)$ denote the quantity to the right of wlim in Eq. (3.23). Then, by working backwards through the proofs of Theorem 4 of Ref. 17 and Theorem 3 of Ref. 18, we obtain

$$
\begin{align*}
W^{\pi}(\epsilon)= & \epsilon \int_{0}^{\infty} d t e^{-\epsilon t} \Pi^{a} e^{i H^{\pi} t} J^{\pi *}\left(J^{\pi} J^{\pi *}\right)^{-1} \\
& \times\left[e^{-2 i H_{\pi^{t}} J^{\pi}}-J^{\pi} e^{-2 i H^{\pi} t}\right] e^{i H^{\pi} t} \Pi^{a} . \tag{3.24}
\end{align*}
$$

From Theorem 3.12 of Ref. 16 and the existence of $\Omega^{\pi \pm}$ follows

$$
\begin{align*}
\underset{\epsilon \rightarrow-}{\mathrm{lim}} W^{\pi}(\epsilon)= & {\left[\Omega^{+*}\left(H_{\pi}, H^{\pi},\left(J^{\pi} J^{\pi *}\right)^{-1} J^{\pi} \Pi^{a}\right)\right.} \\
& \left.-\Omega^{-*}\left(H_{\pi}, H^{\pi},\left(J^{\pi} J^{\pi *}\right)^{-1} J^{\pi} \Pi^{a}\right)\right] \Omega^{\pi-}, \\
= & {\left[\Omega^{\pi+*}-\Omega^{\pi-*}\right] \Omega^{\pi-} . } \tag{3.25}
\end{align*}
$$

The theorem now follows from the definition of $S^{\pi}$ and the partial isometry of $\Omega^{\pi-}$.

Proposition 3.10: If $J^{\pi *} J^{\pi}-\Pi$ is compact, then the null space $\mathscr{N}\left(J^{\pi}\right) \subset \mathscr{H}^{\pi}$ is finite dimensional.

Proof: Let $P^{\pi}$ denote the orthogonal projection of $\mathscr{H}$ onto $\overline{\mathscr{R}}\left(J^{\pi *}\right)$. Then the operator

$$
\begin{equation*}
\Pi-P^{\pi}=\left(J^{\pi *} J^{\pi}-P^{\pi}\right)-\left(J^{\pi *} J^{\pi}-\Pi\right) \tag{3.26}
\end{equation*}
$$

is the orthogonal projection of $\mathscr{H}^{\pi}$ onto $\mathscr{N}\left(J^{\pi}\right)$. As both terms on the right side of Eq. (3.26) are compact, $\Pi-P^{\pi}$ is a compact, hence finite-dimensional, orthogonal projection.

Now, in Theorem 3.9 the operator $J^{\pi *} J^{\pi}-\Pi$ is assumed to be compact. It follows from Proposition 3.10 that $\mathcal{A}\left(J^{\pi}\right)$ is finite dimensional. It is reasonable ${ }^{35}$ that in the practical case $\Pi$ can be chosen so that $\mathscr{N}\left(J^{\pi}\right)=\{0\}$, i.e., $\overline{\mathscr{R}}\left(J^{\pi *}\right)=\mathscr{H}^{\pi}$. In that case the following theorem holds.

Theorem 3.11: Let $\subseteq\left(\Pi, H^{\pi}\right)$ satisfy Assumptions (A1)(A4) and suppose that $\mathscr{N}\left(J^{\pi}\right)=\{0\}$. Then, for $z \in \rho\left(H_{\pi}\right) \cap\left(H^{\pi}\right)$, the operator $M^{\pi}(z)$ is the unique solution on $\mathscr{D}\left(H^{\pi}\right)$ of each of Eqs. (3.19)-(3.21).

Proof: It remains only to prove the uniqueness. Let $N^{\pi}(z)$ be any solution of one of Eqs. (3.19)-(3.21), and define $\Delta^{\pi}(z) \equiv M^{\pi}(z)-N^{\pi}(z)$. Then $\Delta^{\pi}(z)$ satisfies Eq. (3.22). Multiplication of Eq. (3.22) from the left by $R_{\pi}(z)\left(J^{\pi} J^{\pi *}\right)^{-1} J^{\pi}$ yields $J^{\pi} R^{\pi}(z) \boldsymbol{\Lambda}^{\pi}(z)=0$. Since $\mathscr{N}\left(J^{\pi}\right)=\{0\}$, this implies
that $R^{\pi}(z) \Delta^{\pi}(z)=0$ and, hence, that $\Delta^{\pi}(z)=0$.
The following theorem and corollary establish sufficient conditions for the kernel of Eq. (3.21) to be a compact operator on $\mathscr{H}^{\pi}$.

Theorem 3.12: Let $\subseteq\left(\Pi, H^{\pi}\right)$ satisfy Assumptions (A1)(A4). Suppose, in addition, that $J^{\pi *} J^{\pi}-\Pi$ is a compact operator on $\mathscr{H}$ and that the operator $V^{\pi} R^{\pi}(i y) E^{\pi}(\Delta)$ : $\mathscr{H}^{\pi} \rightarrow \mathscr{H}_{\pi}$ is compact for some nonzero $y$ and all finite intervals $\Delta \subset(-\infty, \infty)$. Then the kernel of Eq. (3.21) is compact for all $z$ with $\operatorname{Im} z \neq 0$.

Proof: Let $\Delta_{n} \equiv[-n, n]$ and $\Delta_{n}^{\prime} \equiv(-\infty, \infty) \backslash \Delta_{n}$. By Assumption (A4), for every $\epsilon>0$ there is a $b>0$ such that for all $\Phi \in \mathscr{H}{ }^{\pi}$,

$$
\begin{align*}
& \left\|V^{\pi} R^{\pi}(i y) E^{\pi}\left(\Delta_{n}^{\prime}\right) \Phi\right\| \\
& \quad \leqslant \epsilon\left\|H^{\pi} R^{\pi}(i y) E^{\pi}\left(\Delta_{n}^{\prime}\right) \Phi\right\|+b\left\|R^{\pi}(i y) E^{\pi}\left(\Delta_{n}^{\prime}\right) \Phi\right\| \tag{3.27}
\end{align*}
$$

It follows [cf. Eq. (5.52) of Ref. 28] that

$$
\begin{equation*}
\left\|V^{\pi} R^{\pi}(i y) E^{\pi}\left(\Delta_{n}^{\prime}\right)\right\| \leqslant \epsilon+b\left(n^{2}+y^{2}\right)^{-1 / 2} . \tag{3.28}
\end{equation*}
$$

Since the right side of inequality (3.28) can be made as small as desired by choosing $n$ sufficiently large, the operator
$V^{\pi} R^{\pi}(i y)$ is a norm limit of the sequence $V^{\pi} R^{\pi}(i y) E^{\pi}\left(\Delta_{n}\right)$ of compact operators and is, therefore, compact. Using the first resolvent equation, the operator
$J^{\pi *} V^{\pi} R^{\pi}(z)=J^{\pi *} V^{\pi} R^{\pi}(i y)+(i y-z) J^{\pi *} V^{\pi} R^{\pi}(i y) R^{\pi}(z)$
is then seen to be compact for all $z$ with $\operatorname{Im} z \neq 0$. The compactness of the kernel of Eq. (3.21) follows.

Corollary 3.13: Let $\subseteq\left(I I, H^{\pi}\right)$ satisfy Assumption $I I$. Let Condition TC hold, and let $\Pi^{b}$ and $J^{\pi *} J^{\pi}-\Pi$ be compact. Then the kernel of Eq. (3.21) is a compact operator on $\mathscr{H}^{\pi}$ for all $z$ with $\operatorname{Im} z \neq 0$.

Proof: Theorem 3.12 applies since for all $\Delta \subset(-\infty, \infty)$ and $y>0$,

$$
\begin{align*}
V^{\pi} R^{\pi}(i y) E^{\pi}(\Delta)= & P_{\pi} V E(\Delta) \Pi^{a} R^{\pi}(i y) \\
& +V^{\pi} R^{\pi}(i y) E^{\pi}(\Delta) \Pi^{b} \tag{3.30}
\end{align*}
$$

is compact (the sum of a trace-class operator and a compact operator).

## C. Stability

The equivalent Eqs.(3.19)-(3.21) are stable under certain perturbations, as the next two theorems establish.

Theorem 3.14: Let $\subseteq\left(\Pi, H^{\tau}\right)$ satisfy Assumption $\Pi$. Let $\Psi^{\pi} \in \mathscr{D}\left(H^{\pi}\right)$, and let $\Phi^{\pi}$ be a solution in $\mathscr{H}^{\pi}$ of the unperturbed equation

$$
\begin{equation*}
J^{\pi *}\left(z-H_{\pi}\right) J^{\pi} R^{\pi}(z) \Phi^{\pi}=J^{\pi *} V^{\pi} \Psi^{\pi} \tag{3.31}
\end{equation*}
$$

where $z \in \rho\left(H_{\pi}\right) \cap\left(H^{\pi}\right)$. Let $F_{\pi}=F_{\pi}(z): \mathscr{D}\left(H_{\pi}\right) \rightarrow \mathscr{H}{ }_{\pi}$ satisfy $\left\|F_{\pi}(z) R_{\pi}(z)\right\|<1$, and let $r^{\pi} \in \overline{\mathscr{R}}\left(J^{\pi *}\right)$. Then the perturbed equation

$$
\begin{equation*}
J^{\pi *}\left[z-H_{\pi}+F_{\pi}(z)\right] J^{\pi} R^{\pi}(z) \Theta^{\pi}=J^{\pi *} V^{\pi} \Psi^{\pi}+Y^{\pi} \tag{3.32}
\end{equation*}
$$

has the solution

$$
\begin{align*}
\Theta_{0}^{\pi}= & \left(R^{\pi}\right)^{-1} J^{\pi *}\left(J^{\pi} J^{\pi *}\right)^{-1} R_{\pi}\left[I_{N}+F_{\pi} R_{\pi}\right]^{-1} \\
& \times\left(J^{\pi} J^{\pi *}\right)^{-1} J^{\pi}\left(J^{\pi *} V^{\pi} \Psi^{\pi}+\Upsilon^{\pi}\right) \tag{3.33}
\end{align*}
$$

Moreover, if $\theta^{\pi}$ is any solution in $\mathscr{H}^{\pi}$ of Eq. (3.32), then $Q^{\pi} \theta^{\pi}=Q^{\pi} \theta_{0}^{\pi}$.

Proof: Under the assumptions of the theorem $\left[I_{N}+F_{\pi} R_{\pi}\right]^{-1}$ exists and $\theta_{0}^{\pi}$ is well defined. Direct substitution of $\theta_{0}^{\pi}$ into the left side of Eq. (3.32) demonstrates that $\theta_{0}^{\pi}$ is a solution. If $\theta^{\pi}$ is any other solution of Eq. (3.32), then $\theta^{\pi}-\theta_{0}^{\pi}$ is a solution of the homogeneous equation. Multiplying the homogeneous equation from the left by $\left(R^{\pi}\right)^{-1} J^{\pi *} R_{\pi}\left[I_{N}+F_{\pi} R_{\pi}\right]^{-1}\left(J^{\pi} J^{\pi *}\right)^{-1} J^{\pi}$ yields the desired result, $Q^{\pi} \theta^{\pi}=Q^{\pi} \theta^{\pi}$.

Remark 3.15: (a) The perturbation $J^{\pi *} F_{\pi}(z) J^{\pi} R^{\pi}(z)$ is of the most general form with range contained in $\mathscr{R}\left(J^{\pi *}\right)$ and null space containing that of the unperturbed operator $J^{\pi *}\left(z-H_{n} J^{\pi} R^{\pi}(z)\right.$. The range condition is imposed to avoid complicated consistency requirements on $\Upsilon^{\pi}$. The null space requirement is imposed so that the perturbation can always be compared to the unperturbed operator.
(b) If $\mathscr{N}\left(J^{\pi}\right)=0$, then the solution to Eq. (3.32) is unique (cf. proof of Theorem 3.11).

Theorem 3.16: Let the assumptions of Theorem 3.14 hold, and let $\theta^{\pi}$ and $\Phi^{\pi}$ be solutions in $\mathscr{H}^{\pi}$ of Eq. (3.32) and Eq. (3.31), respectively. Let $P$ denote the orthogonal projection of $\mathscr{H}$ onto $\overline{\mathscr{R}}\left(J^{*}\right)$, and let $\Delta \subset(-\infty, \infty)$ be any bounded interval. Then,

$$
\begin{align*}
& \left\|E(\Delta) I^{a} Q^{\pi}\left(\Theta^{\pi}-\Phi^{\pi}\right)\right\| \\
& \quad \leqslant\|E(\Delta)(z-H)\|\left\{c_{1}\left\|\Phi^{\pi}\right\|+c_{2}\left\|\Upsilon^{\pi}\right\|\right\}, \tag{3.34}
\end{align*}
$$

$\left\|P R(z) I^{a} Q^{\pi}\left(\Theta^{\pi}-\Phi^{\pi}\right)\right\| \leqslant c_{1}\left\|\Phi^{\pi}\right\|+c_{2}\left\|\Upsilon^{\pi}\right\|$,
where

$$
\begin{align*}
c_{1} \equiv & |\operatorname{Im} z|^{-1}\left\|J^{*}\right\|\left(1-\left\|F_{\pi} R_{\pi}\right\|\right)^{-1} \\
& \times\left\|F_{\pi} R_{\pi}\right\|\left(\|J\|+\left\|V^{\pi} R^{\pi}\right\|\right),  \tag{3.36}\\
c_{2} \equiv & |\operatorname{Im} z|^{-1}\left\|J^{*}\right\|\left\|\left(J^{\pi} J^{\pi *}\right)^{-1} J^{\pi}\right\|\left(1-\left\|F_{\pi} R_{\pi}\right\|\right)^{-1} \tag{3.37}
\end{align*}
$$

Proof: The vector $\theta^{\pi}-\Phi^{\pi}$ must satisfy the equation

$$
\begin{gather*}
J^{\pi *}\left[z-H_{\pi}+F_{\pi}(z)\right] J^{\pi} R^{\pi}(z)\left(\Theta^{\pi}-\Phi^{\pi}\right) \\
=-J^{\pi *} F_{\pi}(z) J^{\pi} R^{\pi}(z) \Phi^{\pi}+\Upsilon^{\pi} . \tag{3.38}
\end{gather*}
$$

Multiplying Eq. (3.38) by
$\left(R^{\pi}\right)^{-1} J^{\pi *} R_{\pi}\left[I_{N}+F_{\pi} R_{\pi}\right]^{-1}\left(J^{\pi} J^{\pi *}\right)^{-1} J^{\pi}$ yields

$$
\begin{align*}
& Q^{\pi}\left(\Theta^{\pi}-\Phi^{\pi}\right) \\
&=\left(R^{\pi}\right)^{-1} J^{\pi *} R_{\pi}\left[I_{N}+F_{\pi} R_{\pi}\right]^{-1}\left\{-F_{\pi} J^{\pi} R^{\pi} \Phi^{\pi}\right. \\
&\left.+\left(J^{\pi} J^{\pi *}\right)^{-1} J^{\pi} \Upsilon^{\pi}\right\} \tag{3.39}
\end{align*}
$$

Consequences of Assumption $\left.(I)^{2}\right)$ are $E(\Delta) I^{a}\left(R^{\pi}\right)^{-1}(z) J^{\pi *}$ $=E(\Delta)(z-H) \Pi^{a} J^{*}$, and $P R(z) I^{a}\left(R^{\pi}\right)^{-1}(z) J^{\pi *}$ $=P \Pi^{a} J^{*}$. Also,
$F_{\pi} J^{\pi} R^{\pi}=F_{\pi} R_{\pi}\left(R^{\pi}\right)^{-1} J^{\pi} R^{\pi}=F_{\pi} R_{\pi}\left[J^{\pi}+V^{\pi} R^{\pi}\right]$.

Equations (3.34)-(3.37) now follow in a straightforward way.

## IV. SEQUENCES OF APPROXIMATE SCATTERING SYSTEMS

## A. Assumption $\Pi^{(n)}$

Consider a sequence $\left\{\Pi^{(n)}\right\}$ of orthogonal projection operators $\Pi^{(n)}=\Pi^{(n) a} \oplus \Pi^{(n) b}: \mathscr{H} \rightarrow \mathscr{H}^{(n)}$, where $\mathscr{H}^{(n)} \equiv \Pi^{(n)} \mathscr{H} \equiv \mathscr{H}^{(n \mid a} \oplus \mathscr{H}^{(n) b}$. For each value of $n$ there is an approximate asymptotic Hamiltonian $H^{(n)}$, defined on $\mathscr{D}\left(H^{(n)}\right) \subset \mathscr{H}^{(n)}$, and a bounded identification operator $J^{(n)} \equiv J I^{(n)}: \mathscr{H} \rightarrow \mathscr{H}_{N}$. In addition, there are the space $\mathscr{H}_{(n)} \equiv \overline{\mathscr{R}}\left(J^{(n)}\right)=P_{(n)} \mathscr{H}_{N}$, where $P_{(n)}$ is the orthogonal projection of $\mathscr{H}_{N}$ onto $\mathscr{H}_{(n)}$, and the approximate total Hamiltonian $H_{(n)} \equiv P_{(n)} H_{N} P_{(n)}$. These entities together define a sequence $\{\subseteq(n)\}$ of approximate scattering systems

$$
\begin{equation*}
\subseteq(n) \equiv\left\{\mathscr{H}_{(n)}, H_{(n)}, \mathscr{H}^{(n)}, H^{(n)}, J^{(n)}, I^{(n) a}\right\} \tag{4.1}
\end{equation*}
$$

For notational convenience in what follows, subscripts and superscripts ( $n$ ) will be used in place of the more cumbersome $\Pi^{(n)}$ that would be demanded by the notation of the previous section. Also, the symbol $\Pi^{(n) a}\left(\Pi^{(n) b}\right)$ will be used to denote the orthogonal projection of either $\mathscr{H}, \mathscr{H}^{(n)}$, or $\mathscr{H}^{a}\left(\mathscr{H}^{b}\right)$ onto $\mathscr{H}^{(n) a}\left(\mathscr{H}^{(n) b}\right)$.

Our fundamental assumptions about the sequence \{厅( $n$ )\} of approximate scattering systems are contained in the following Assumption $\Pi^{(n)}$.

Assumption $\Pi^{(n)}$ : The sequence $\{\subseteq(n)\}$ of approximate scattering systems is said to satisfy Assumption $\Pi^{(n)}$ if the following statements are true. ${ }^{16}$
$\left(\Pi^{(n)} 1\right)$ For each $n$, $\subseteq(n)$ satisfies Assumption $\Pi$.
$\left(\Pi^{(n)} 2\right)$ If $n \geqslant m, \Pi^{(n)} \Pi^{(m)}=\Pi^{(m)}$.
$\left(I^{(n)} 3\right)$ The strong limit $\Pi^{(\infty)}$, which exists by Assumption ( $\Pi^{(n)} 2$ ), satisfies

$$
\begin{equation*}
\Pi^{(\infty)} \equiv \mathrm{si-lim}_{n \rightarrow \infty} \Pi^{(n)}=I^{a} \oplus \Pi^{(\infty) b} \tag{4.2}
\end{equation*}
$$

In addition, $\mathscr{R}\left(J \Pi^{(\infty)} J^{*}\right)=\mathscr{H}_{N}, \Pi^{(\infty)} \mathscr{D}(H) \subset \mathscr{D}(H)$, and $\left[\Pi^{(\infty)}, H\right] \ll H$.
$\left(\Pi^{(n)} 4\right)$ for every $\Phi \in \mathscr{D}(H)$, the sequence $\left\{H \Pi^{(n) b} \Phi\right\}$ converges.

## B. Convergence results

The convergence of certain sequences of approximate wave and scattering operators to the exact ones was proved in Ref. 16. In this subsection we obtain some results concerning the convergence of a sequence of approximate transition operators

$$
\begin{equation*}
T^{(n)}(z) \equiv\left(z-H^{(n)}\right) J^{(n) *} R_{(n)}(z) V^{(n)} \tag{4.3}
\end{equation*}
$$

to the exact transition operator $T(z)$. Here
$V^{(n)} \equiv H_{(n)} J^{(n)}-J^{(n)} H^{(n)}, R_{(n)}(z) \equiv\left(z-H_{(n)}\right)^{-1}$ and $J^{(n) *} \equiv \Pi^{(n)} J^{*}$.

Theorem 4.1: Let $\subseteq$ satisfy Assumptions (A1)-(A4), and let $\left\{(S(n)\}\right.$ satisfy Assumption $\Pi^{(n)}$. Then for all $\Phi \in \mathscr{D}(H)$, all $z$ such that $\operatorname{Im} z \neq 0$, and all finite intervals $\Delta \subset(-\infty, \infty)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E(\Delta) I^{a}\left\{T^{(n)}(z)-T(z)\right\} I^{a} \Phi=0 \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P R(z) I^{a}\left\{T^{(n)}(z)-T(z)\right\} I^{a} \Phi=0 . \tag{4.5}
\end{equation*}
$$

Proof: Let $\Psi^{(n)}=\Psi^{(n)}(z) \equiv I^{a}\left\{T^{(n)}(z)-\Pi^{(n) a} T(z)\right\} I^{a} \Phi$ and let $\Phi \in \mathscr{D}(H)$. Then it is elementary that

$$
\begin{aligned}
\Psi^{(n)}= & \Pi^{(n) a} R^{-1} J^{*}\left\{R_{(n)} P_{(n)}-R_{N}\right\} V I^{a} \Phi \\
& -\Pi^{(n) a} R^{-1} J^{*} R_{(n)} P_{(n)} V R\left\{I^{a}-\Pi^{(n) a}\right\} R^{-1} \Phi .(4.6)
\end{aligned}
$$

The operator $E(\Delta) \Pi^{(n) a} R^{-1} J^{*}=\Pi^{(n) a} E(\Delta) R^{-1} J^{*}$ is bounded for finite $\Delta$. The operator $R_{(n)} P_{(n)}$ is uniformly bounded in $n$ by $|\operatorname{Im} z|^{-1}$, and $\|V R(z)\| \leqslant \epsilon+b|\operatorname{Im} z|^{-1}[$ cf. Eq. (2.32) of Ref. 1]. Further, the difference $\left\{R_{N}-R_{(n)} P_{(n)}\right\} \rightarrow 0$ strongly (Theorem 4.5 of Ref. 16) and $\left\{I^{a}-\Pi^{(n) a}\right\} \rightarrow 0$ strongly [Eq. (4.2)]. It follows that $E(\Delta) \Psi^{(n)} \rightarrow 0$, and consequently Eq. (4.4) will be true provided that $E(\Delta)\left\{I^{a}-\Pi^{(n) a}\right\} T(z) I^{a} \Phi \rightarrow 0$ as $n \rightarrow \infty$. But this follows immediately from $\|E(\Delta)\| \leqslant 1$ and Eq. (4.2). In addition, the operator $P R I^{a} R^{-1} \Pi^{(n \mid a} J^{*}=P \Pi^{(n) a} J$ is bounded uniformly in $n$. It thus follows that $P R \Psi^{(n)} \rightarrow 0$ and that Eq. (4.5) is true if $P R(z)\left\{I^{a}-\Pi^{(n) a}\right\} T(z) I^{a} \Phi \rightarrow 0$. Again, this follows from $\|P R(z)\| \leqslant|\operatorname{Im} z|^{-1}$ and Eq. (4.2).

Equation (4.5) is equivalent to convergence in the $\mathscr{M}$ norm defined in Appendix A (cf. Ref. 30). Equation (4.4) shows that this norm can be avoided if one restricts the energies to a finite interval. If the projection operators $\Pi^{(n)}$ are further restricted, the factors $E(\Delta)$ and $P R$ in Theorem 4.1 can be discarded and a stronger result (Theorem 4.7) proved.

Condition $\Gamma$ : A sequence $\left\{\Pi^{(n)}\right\}$ is said to satisfy Condition $\Gamma$ if there exist $c_{0}>0$ and $n_{0} \geqslant 1$ such that $\left\|J \Pi^{(n)} J * \psi\right\|$ $\geqslant c_{0}\left\|P_{(n)} \psi\right\|$ for all $\psi \in \mathscr{H}_{N}$ and all $n \geqslant n_{0}$.

Remark 4.2: Condition $\Gamma$ is analogous to Condition A of the Petrov-Galerkin method (cf. Ref. 26).

In preparation for the proof of Theorem 4.7 we introduce the notion of uniform infinitesimal smallness and prove some auxiliary results that involve it.

Definition 4.3: Let $\left\{L_{n}\right\}, L_{n}: \mathscr{X} \rightarrow \mathscr{X}$, be a sequence of linear operators, each densely defined on a Hilbert space $\mathscr{P}$. Let $\left\{K_{n}\right\}, K_{n}: \mathscr{X} \rightarrow \mathscr{Y}$, be a sequence of linear operators from $\mathscr{B}$ to a Hilbert space $\mathscr{Y}$. If the domains satisfy $\mathscr{D}\left(K_{n}\right) \supset \mathscr{D}\left(L_{n}\right)$ for each $n$, and if for all $\epsilon>0$ there exists a finite $b=b(\epsilon)$, independent of $n$, such that

$$
\begin{equation*}
\left\|K_{n} \psi_{n}\right\| \leqslant \epsilon\left\|L_{n} \psi_{n}\right\|+b\left\|\psi_{n}\right\| \tag{4.7}
\end{equation*}
$$

for all $\psi_{n} \in \mathscr{D}\left(L_{n}\right)$ and all $n$, then $K_{n}$ is said to be uniformly infinitesimally small with respect to $L_{n}$. This will be written $K_{n}<L_{n}$ uniformly.

Lemma 4.4: Let $L_{n}$ be self-adjoint for each $n$. Then $K_{n}<L_{n}$ uniformly if and only if $\left\|K_{n}\left(i y-L_{n}\right)^{-1}\right\| \rightarrow 0$ as $|\boldsymbol{y}| \rightarrow \infty$ uniformly in $n$.

Proof: We omit the elementary proof.
Lemma 4.5: Let © satisfy Assumptions (A1)-(A4), let $\{\Subset(n)\}$ satisfy Assumption $\Pi^{(n)}$ and let $\left\{\Pi^{(n)}\right\}$ satisfy Condition $\Gamma$. Further, let

$$
U^{(n)} \equiv H_{N} J^{(n)}-J^{(n)} H^{(n)}
$$

and

$$
\begin{equation*}
U^{(n) *} \equiv J^{(n) *} H_{N}-H^{(n)} J^{(n) *}, \tag{4.8}
\end{equation*}
$$

and assume that $U^{(n)}<H^{(n)}$ uniformly and $U^{(n) *}<H_{N}$ uniformly. Then, for any fixed $z$ with $\operatorname{Im} z \neq 0$ the operator $\left.\left(z-H_{N}\right) R_{(n \mid} \mid z\right) P_{(n)}$ is bounded uniformly in $n$.

Proof: For any real $y,|y|>0$, define $A_{\{n \mid}(y): \mathscr{H}_{N} \rightarrow \mathscr{H}_{N}$ by

$$
\begin{equation*}
A_{(n)}(y) \equiv\left(i y-H_{N}\right) J^{(n)} J^{(n) *} R_{N}(i y)-J^{(n)} J^{\mid n)} * \tag{4.9}
\end{equation*}
$$

[cf. Eq. (3.7) of Ref. 16]. Equation (3.11) of Ref. 16 and Lemma 4.4 imply that $\left\|A_{(n)}(y)\right\|$ can be made as small as desired, uniformly in $n$, by choosing $|y|$ large enough. Condition $\Gamma$ implies that $\left\|\left(J^{(n)} J^{(n) *}\right)^{-1} P_{(n)}\right\| \leqslant c_{0}^{-1}$ for $n \geqslant n_{0}$. It follows that the bound on $\left(z-H_{N}\right) P_{(n)} R_{(n)}(z)$ obtained in Theorem 3.9 of Ref. 16 is uniform in $n$.

Lemma 4.6: Let the assumptions of Lemma 4.5 be satisfied. Then, for any fixed $z$ with $\operatorname{Im} z \neq 0$,

$$
\begin{equation*}
\underset{n \rightarrow \infty}{\mathrm{~s}-\lim _{n}\left(z-H_{N}\right) R_{(n)}(z) P_{(n)}=I_{N} .} \tag{4.10}
\end{equation*}
$$

Proof: Assumption $\left(\Pi^{(n)} 3\right)$ implies that $Z \equiv J \Pi^{(\infty)} J^{*}$ has a bounded inverse on $\mathscr{H}_{N}$ and Proposition 4.4 of Ref. 16 implies that $Z^{-1}$ maps $\mathscr{D}\left(H_{N}\right)$ onto $\mathscr{D}\left(H_{N}\right)$. For $z$ with $\operatorname{Im} z \neq 0$ define

$$
\begin{equation*}
D_{(n)}=D_{(n)}(z) \equiv\left(z-H_{N}\right) R_{(n)}(z) P_{(n)}-I_{N} . \tag{4.11}
\end{equation*}
$$

Since $D_{(n)}(z)\left(z-H_{N}\right) J^{(n)}=0$, we have the identity

$$
\begin{align*}
D_{n}= & D_{n}\left[R_{N}^{-1} J R\right]\left[R^{-1}\left(\Pi^{(\infty)}-\Pi^{(n)}\right) R\right] \\
& \times R^{-1} J^{*} Z^{-1} R_{N} \tag{4.12}
\end{align*}
$$

By Lemma $4.5 D_{n}(z)$ is bounded uniformly in $n$. The operator $R_{N}^{-1} J R$ is also bounded (Ref. 17, Lemma 1). The remaining terms on the right side of Eq. (4.12) converge strongly to zero because of Assumption (II ${ }^{(n)} 4$ ) and Eq. (4.4) of Proposition 4.1 of Ref. 16.

Theorem 4.7: Let the assumptions of Lemma 4.5 be satisfied. Then, for all $\Phi \in \mathscr{D}(H)$ and all $z$ such that $\operatorname{Im} z \neq 0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} I^{a}\left\{T^{(n)}(z)-T(z)\right\} I^{a} \Phi=0 \tag{4.13}
\end{equation*}
$$

Proof: Let $\Psi^{(n)}$ be defined as in the proof of Theorem 4.1 and let Eq. (4.6) be rewritten as

$$
\begin{align*}
\Psi^{(n)}= & \Pi^{(n) a} R^{-1} J^{*} R_{N}\left\{R_{N}^{-1} R_{(n)} P_{(n)}-I_{N}\right\} V I^{a} \Phi \\
& -\Pi^{(n) a} R^{-1} J^{*} R_{N} R_{N}^{-1} R_{(n)} P_{(n)} V R \\
& \times\left\{I^{a}-\Pi^{(n) a}\right\} R^{-1} \Phi \tag{4.14}
\end{align*}
$$

The operators $\Pi^{(n) a}, R^{-1} J^{*} R_{N}$ and $V R$ are bounded uniformly in $n$. By Lemma 4.5 the operator $R_{N}^{-1} R_{(n)} P_{(n)}$ is bounded uniformly in $n$. The first term on the right side of Eq. (4.14) thus converges to zero by Lemma 4.6, and the second term converges to zero because of Eq. (4.2). Equation (4.13) is therefore true if $\left\{I^{a}-\Pi^{(n) a}\right\} T(z) I^{a} \Phi \rightarrow 0$, which follows from Eq. (4.2).

Remark 4.8: The hypotheses $U^{(n)}<H^{(n)}$ and $U^{(n) *} \ll H_{N}$ uniformly are satisfied if $\left(H \Pi^{(n)}-\Pi^{(n)} H^{(n)}\right) \ll H^{(n)}$ and
$\left(\Pi^{(n)} H-H^{(n)} \Pi^{(n)}\right)<H$ uniformly. This in turn is satisfied (cf. Lemma 4.4) if there is a function $f(z)$ such that

$$
\begin{equation*}
\left\|\left(H \Pi^{(n)}-\Pi^{(n)} H^{(n)}\right) R^{(n)}(z)\right\|<f(z) \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(\Pi^{(n)} H-H^{(n)} \Pi^{(n)}\right) R(z)\right\|<f(z), \tag{4.16}
\end{equation*}
$$

where $f(z) \rightarrow 0$ as $\operatorname{Im} z \rightarrow \infty$. Here $R^{(n)}(z) \equiv\left(z-H^{(n)}\right)^{-1}$.

## C. Stability

Consider now a sequence $\{\subseteq(n)\}$ of approximate scattering systems. Then, for each fixed $n$, Theorems 3.14 and
3.16 hold, but the constants $c_{1}$ and $c_{2}$ in Theorem 3.16 may depend on $n$. A result that is uniform in $n$ is the following.

Theorem 4.9: Let $\Im_{\text {satisfy Assumptions (A1)-(A4), let }}$ $\{\subseteq(n)\}$ satisfy Assumption $\Pi^{(n)}$, and let $\left\{\Pi^{(n)}\right\}$ satisfy Condition $\Gamma$. Let $U^{(n)}<H^{(n)}$ uniformly. Let $\Psi^{(n)} \in \mathscr{D}\left(H^{(n)}\right)$, and let $\Phi^{(n)}$ be solutions of the unperturbed equations

$$
\begin{equation*}
J^{(n) *}\left(z-H_{(n)}\right) J^{(n)} R^{(n)}(z) \Phi^{(n)}=J^{(n) *} V^{(n)} \Psi^{(n)}, \tag{4.17}
\end{equation*}
$$

where $\operatorname{Im} z \neq 0$. Let $F_{(n)}=F_{(n)}(z): \mathscr{D}\left(H_{(n)}\right) \rightarrow \mathscr{H}_{(n)}$ satisfy $\left\|F_{(n)}(z) R_{(n)}(z)\right\|<c_{3}$, where $c_{3}<1$ is independent of $n$, and let $\boldsymbol{r}^{(n)} \in \overline{\mathscr{R}}\left(J^{(n) *}\right)$. Let $\theta^{(n)}$ be solutions of the perturbed equations

$$
\begin{equation*}
J^{(n) *}\left(z-H_{(n)}+F_{(n)}\right) J^{(n)} R^{(n)}(z) \Theta^{(n)}=J^{(n) *} V^{(n)} \Psi^{(n)}+\Upsilon^{(n)} . \tag{4.18}
\end{equation*}
$$

Then, there exist positive constants $c_{4}$ and $c_{5}$, independent of $n$, such that

$$
\begin{align*}
& \left\|E(\Delta) I^{a} Q^{(n)}\left(\theta^{(n)}-\Phi^{(n)}\right)\right\| \\
& \quad \leqslant\|E(\Delta)(z-H)\|\left\{c_{4}\left\|\Phi^{(n)}\right\|+c_{5}\left\|Y^{(n)}\right\|\right\} \tag{4.19}
\end{align*}
$$

for all bounded intervals $\Delta \subset(-\infty, \infty)$, and

$$
\begin{equation*}
\left\|P R(z) I^{a} Q^{(n)}\left(\Theta^{(n)}-\Phi^{(n)}\right)\right\| \leqslant c_{4}\left\|\Phi^{(n)}\right\|+c_{5}\left\|\Upsilon^{(n)}\right\| \tag{4.20}
\end{equation*}
$$

The constants $c_{4}$ and $c_{5}$ are given by
$c_{4} \equiv c_{3}\left(1-c_{3}\right)^{-1}|\operatorname{Im} z|^{-1}\left\|J^{*}\right\|\left(\|J\|+\operatorname{Sup}_{n}\left\|U^{(n)} R^{(n)}(z)\right\|\right)$,
$c_{5} \equiv c_{0}^{-1}\left(1-c_{3}\right)^{-1}|\operatorname{Im} z|^{-1}\|J\|\left\|J^{*}\right\|$.
Proof: These results are almost immediate from
Theorem 3.16. By Condition $\Gamma$,
$\operatorname{Sup}_{n}\left\|\left(J^{(n)} J^{(n) *}\right)^{-1} J^{(n)}\right\| \leqslant c_{0}^{-1}\|J\|$. Also,
$\left\|V^{(n)} R^{(n)}(z)\right\|=\left\|P_{(n)} U^{(n)} R^{(n)}(z)\right\| \leqslant \operatorname{Sup}_{n}\left\|U^{(n)} R^{(n)}(z)\right\|<\infty$
by Lemma 4.4 and the assumption that $U^{(n)}<H^{(n)}$ uniformly. The values of $c_{4}$ and $c_{5}$ then follow from Eqs. (3.36) and (3.37).

Remark 4.10: If $H^{(n)}=H$ and $\left\|F_{(n)}(z)\right\|<c_{3}|\operatorname{Im} z|$ for all $n$, then $\left\|F_{(n)}(z) R_{(n)}(z)\right\|<c_{3}$ and $\left\|U^{(n)} R^{(n)}(z)\right\| \leqslant\|V R(z)\|$. The uniform boundedness assumptions of Theorem 4.9 would therefore be satisfied under those conditions.

Remark 4.11: Suppose, in addition to the assumptions of Theorem 4.9 it is assumed that $U^{(n) *} \varangle H_{N}$ uniformly. Then, by Lemma 4.5, the constant
$c_{6} \equiv \operatorname{Sup}\left\|\left(z-H_{N}\right) R_{(n)}(z) P_{(n)}\right\|<\infty$. Thus, if
$\left\|F_{(n)}(z) R_{N}(z)\right\| \leqslant c_{3} c_{6}^{-1}$, then $\left\|F_{(n)}(z) R_{(n)}(z)\right\|<c_{3}$. If, for example, the perturbation $F_{(n)}(z)$ consists of potentials that are uniformly small with respect to $H_{N}$, then uniform boundedness of $\left\|F_{(n)}(z) R_{(n)}(z)\right\|$ follows.

Remark 4.12: We announced stability results similar to those of Theorem 4.9 in a previous paper (Ref. 30, Theorem 8). In Ref. $30 J^{(n) *}\left(z-H_{(n)}\right) J^{(n)} R^{(n)}(z)$ was perturbed by the operator $\Pi^{(n)} F^{(n)} Q(z) \Pi^{(n)}$, where $Q(z)$ could be either $Q^{T}(z) \equiv\left(z-H J^{*} J R(z)\right.$ or $Q^{M}(z) \equiv(z-H) P R(z)$. It was assumed that $H^{(n)}=H$ and that $F^{(n)}: \mathscr{R}(Q) \rightarrow \overline{\mathscr{R}}\left(J^{*}\right)$. It can be verified by direct substitution that this previous form of
the perturbation is obtained from our present form by setting $F_{(n)}(z)=P_{(n)}\left(J J^{*}\right)^{-1} J F^{(n)} Q(z)\left(z-H J^{*}\left(J J^{*}\right)^{-1}\right.$. The norm of $F^{(n)}$ appearing in Ref. 30 is, in the present notation, $\left\|F^{(n)}(z-H) P\right\|$ [cf. Lemma A5(b) of Appendix A]. Let $Q(z)=(z-H) J^{*} J R(z)$. Then

$$
\begin{align*}
\left\|F_{(n)}(z) R_{\langle n\rangle}(z)\right\|= & \left\|P_{\mid n)}\left(J J^{*}\right)^{-1} J F^{(n)}(z-H) P J^{*} R_{(n)}(z)\right\| \\
& \leqslant c_{2}|\operatorname{Im} z|^{-1}\left\|J^{*}\right\|\left\|\left(J J^{*}\right)^{-1} J\right\|<1 \tag{4.24}
\end{align*}
$$

if $\left\|F^{(n)}(z-H) P\right\| \leqslant c_{2}$, where $c_{2}$ is a sufficiently small positive constant. If $Q(z)=(z-H) P R(z)$, a similar result holds. Theorem 8 of Ref. 30 is therefore contained in Theorem 4.9.

## V. OTHER TIME-INDEPENDENT RESULTS

## A. Resolvent-type equations

Associated with the scattering system $\mathfrak{S}\left(\Pi, H^{\tau}\right)$ are some approximate resolvent equations.

Theorem 5.1: Let $\subseteq\left(\Pi, H^{\pi}\right)$ satisfy Assumptions (A1)(A4). Then, for $z \in \rho\left(H_{\pi}\right) \rho\left(H^{\pi}\right)$, the operator $R_{\pi}(z)$ is the unique solution on $\mathscr{H}_{\pi}$ of each of the equations

$$
\begin{align*}
& R_{\pi}(z) J^{\pi}=J^{\pi} R^{\pi}(z)+R_{\pi}(z) V^{\pi} R^{\pi}(z)  \tag{5.1}\\
& J^{\pi *} R_{\pi}(z)=R^{\pi}(z) J^{\pi *}+R^{\pi}(z) V^{\pi *} R_{\pi}(z) \tag{5.2}
\end{align*}
$$

and the operator $G^{\pi}(z) \equiv J^{\pi *} R_{\pi}(z)$ is the unique solution on $\mathscr{H}_{\pi}$ of

$$
\begin{equation*}
G^{\pi}(z)=R^{\pi}(z) J^{\pi *}+R^{\pi}(z) V^{\pi *}\left(J^{\pi} J^{\pi *}\right)^{-1} J^{\pi} G^{\pi}(z) \tag{5.3}
\end{equation*}
$$

Proof: Equations (5.1) and (5.2) are the usual two-Hil-bert-space resolvent equations written in the notation of the system $\Im\left(I I, H^{\pi}\right)$, and the proof of the existence of a unique solution is elementary. The existence of a unique solution of Eq. (5.3) follows from a transcription of Theorems 5 and 6 of Ref. 1 into the notation of the system $\subseteq\left(I I, H^{\pi}\right)$.

Theorem 5.2: Let $\subseteq\left(\Pi, H^{\pi}\right)$ satisfy Assumptions (A1)(A4). If $N^{\pi}(z), z \in \rho\left(H_{\pi}\right) \cap\left(H^{\pi}\right)$, is any solution on $\mathscr{D}\left(H^{\pi}\right)$ of Eqs. (3.19)-(3.21), then

$$
\begin{equation*}
R_{\pi}(z) J^{\pi}=J^{\pi} R^{\pi}(z)+J^{\pi} R^{\pi}(z) N^{\pi}(z) R^{\pi}(z) . \tag{5.4}
\end{equation*}
$$

Proof: The validity of Eq. (5.4) with $N^{\pi}(z)$ replaced by $M^{\pi}(z)$ is immediate from Eqs. (3.16) and (5.1). For any other solution $N^{\pi}(z)$ of Eqs. (3.19)-(3.21) let $\Delta^{\pi}(z) \equiv M^{\pi}(z)$ $-N^{\pi}(z)$. Then $\Delta^{\pi}(z)$ is a solution of Eq. (3.22). A multiplication of Eq. (3.22) on the left by $R_{\pi}(z)\left(J^{\pi} J^{\pi *}\right)^{-1} J^{\pi}$ gives $J^{\pi} R^{\pi}(z) \Delta^{\pi}(z)=0$. It follows that Eq. (5.4) is satisfied.

Remark 5.3: Formula (5.4) is of the type encountered in the limiting-absorption principle. ${ }^{8,12,19-22}$ For a particular choice of pair potentials $V_{i j}$ Eq. (5.4) has been used by Trucano $^{22}$ (see also Sec. 15 of Ref. 30) to prove asymptotic completeness for a two-fragment approximation of the N -body scattering problem.

Equations (5.1)-(5.4) for the approximate system $\mathfrak{S}\left(I, H^{\pi}\right)$ have analogs for the exact system $\mathbb{S}$. The equations corresponding to Eqs. (5.1)-(5.3) appear in Ref. 1. For an analog of Eq. (5.4) we need an exact $M$-operator equation corresponding to Eqs. (3.19)-(3.21). The exact $M$-operator analogous to Eq. (3.16) is the operator $M(z): \mathscr{D}(H) \rightarrow \mathscr{H}$ defined by

$$
\begin{equation*}
M(z) \equiv(z-H) J^{*}\left(J J^{*}\right)^{-1} R_{N}(z) V \tag{5.5}
\end{equation*}
$$

Then the following theorem holds (cf. Ref. 30, Theorem 3 and Corollary 4.1).

Theorem 5.4: Let s satisfy Assumptions (A1)-(A4).
Then, for $z \in \rho\left(H_{N}\right)$, the operator $M(z)$ is a solution of each of the equivalent equations

$$
\begin{align*}
& J^{*}\left(z-H_{N}\right) J R(z) M(z)=J^{*} V  \tag{5.6}\\
& J^{*}[J-V R(z)] M(z)=J^{*} V  \tag{5.7}\\
& M(z)=J^{*} V+\left[J^{*} V R(z)-\left(J^{*} J-I\right)\right] M(z) \tag{5.8}
\end{align*}
$$

Furthermore, if $N(z), z \in \rho\left(H_{N}\right)$, is any solution of one of the Eqs. (5.6)-(5.8), then

$$
\begin{equation*}
R_{N}(z) J=J R(z)+J R(z) N(z) R(z) \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
T(z)=(z-H) J^{*} J R(z) N(z) \tag{5.10}
\end{equation*}
$$

Proof: The theorem is a transcription of Theorems 3.5 and 5.2 into the notation of the system $\mathfrak{S}$, and those proofs apply if one sets $\Pi=I$.

Equations (5.6)-(5.8) do not, in general, have a unique solution on the entire space $\mathscr{H}$. In order to obtain a unique solution we must restrict the solution space. Define

$$
\begin{equation*}
\mathscr{D}=\mathscr{D}(z) \equiv(z-H) P R(z) \mathscr{H} \tag{5.11}
\end{equation*}
$$

Then the following theorem holds (cf. Ref. 30, Theorem 4).
Theorem 5.5: Let § satisfy Assumptions (A1)-(A4), and let $z \in \rho\left(H_{N}\right)$. Then $M(z)$ is the unique solution of Eqs. (5.6)(5.8) with range lying in $\mathscr{D}$.

Proof: Since $M(z)$ defined by Eq. (5.5) is a solution with range in $\mathscr{D}$, it remains only to prove the uniqueness. Suppose that $M(z)$ and $N(z)$ are two solutions of one of the Eqs. (5.6)(5.8) with range in $\mathscr{D}$. For a given $\Psi \in \mathscr{D}(H)$, let $\Phi \equiv[M(z)$ $-N(z)] \Psi$. Since $\Phi \in \mathscr{D}, \Phi=\left(z-H_{N}\right) P \Theta$ for some $\theta \in \mathscr{H}$. Thus

$$
\begin{equation*}
J^{*}\left(z-H_{N}\right) J \Theta=J^{*}\left(z-H_{N}\right) J R(z) \Phi=0 \tag{5.12}
\end{equation*}
$$

A multiplication on the left by $J^{*}\left(J J^{*}\right)^{-1} R_{N}(z)\left(J J^{*}\right)^{-1} J$ gives $P \Theta=0$, which implies that $\Phi=0$. Since $\Psi \in \mathscr{D}(H)$ is arbitrary, it follows that $M(z)=N(z)$.

As a final note in this subsection, we remark that Eqs. (5.6)-(5.8) may be written in a differential equation form by using $\widetilde{M}(z) \equiv R(z) M(z)$ as the unknown in the equations. For example, Eq. (5.6) becomes

$$
\begin{equation*}
J^{*}\left(z-H_{N}\right) J \widetilde{M}(z)=J^{*} V \tag{5.13}
\end{equation*}
$$

Similarly, letting $\widetilde{M}^{\pi}(z) \equiv R^{\pi}(z) M^{\pi}(z)$, the approximate Eq. (3.19) may be rewritten in the form

$$
\begin{equation*}
\Pi J^{*}\left(z-H_{N}\right) J \Pi \widetilde{M}^{\pi}(z)=\Pi J^{*} V \Pi \tag{5.14}
\end{equation*}
$$

All of our results in Secs. III B and V A pertaining to $M(z)$ and $M^{\pi}(z)$ have obvious analogs in terms of the operators $\widetilde{M}(z)$ and $\widetilde{M}^{\pi}(z)$.

## B. Convergence results

The convergence results of Sec. IV B have analogs for the convergence of a sequence of approximate $M$-operators to the exact $M$-operator. Define the sequence $M^{(n)}(z)$ : $\mathscr{D}\left(H^{(n)}\right) \rightarrow \mathscr{O}^{(n)}$ by

$$
\begin{equation*}
M^{(n)}(z) \equiv\left(z-H^{(n)}\right)^{(n) *}\left(J^{(n)} J^{(n) *}\right)^{-1} R_{(n)}(z) V^{(n)} \tag{5.15}
\end{equation*}
$$

Also define

$$
\begin{equation*}
Q^{M(n)}(z) \equiv(z-H) P R^{(n)}(z) \Pi^{(n)} \tag{5.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda^{(n)}(z) \equiv\left\{Q^{M(n)}(z) M^{(n)}(z)-M(z)\right\} I^{a} \tag{5.17}
\end{equation*}
$$

Theorem 5.6: (a) Let the assumptions of Theorem 4.1 hold. Then, for all $\Phi \in \mathscr{D}(H)$, all $z$ such that $\operatorname{Im} z \neq 0$, and all finite intervals $\Delta \subset(-\infty, \infty)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E(\Delta) \Lambda^{(n)}(z) \Phi=0 \tag{5.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P R(z) \Lambda^{(n)}(z) \Phi=0 \tag{5.19}
\end{equation*}
$$

(b) Let the assumptions of Lemma 4.5 hold. Then, for all $\Phi \in \mathscr{D}(H)$ and all $z$ such that $\operatorname{Im} z \neq 0$,
$\lim _{n \rightarrow \infty} \Lambda^{(n)}(z) \Phi=0$.
Proof: The vector $\Lambda^{(n)} \Phi=\Lambda^{(n)}(z) \Phi$ may be written as

$$
\begin{align*}
\Lambda^{(n)} \Phi= & R^{-1} J^{*}\left(J J^{*}\right)^{-1}\left\{R_{(n)} P_{(n)}-R_{N}\right\} V I^{a} \Phi \\
& -R^{-1} J^{*}\left(J J^{*}\right)^{-1} R_{(n)} P_{(n)} V R \\
& \times\left\{I^{a}-\Pi^{(n) a}\right\} R^{-1} \Phi \tag{5.21}
\end{align*}
$$

Consequently, Eqs. (5.18) and (5.19) follow by essentially the same arguments as those in the proof of Theorem 4.1. Equation (5.20) follows by an argument similar to the proof of Theorem 4.7.

Finally, there is a corresponding convergence result for the $\widetilde{M}(z)$ operator. Define the sequence
$\widetilde{M}^{(n)}(z) \equiv R^{(n)}(z) M^{(n)}(z)$.
Theorem 5.7: Let $\{\varsigma(n)\}$ satisfy Assumptions
$\left(\Pi^{(n)} 1-\left(\Pi^{(n)} 3\right)\right.$, and let © satisfy Assumptions (A1)-(A4). Then, for all $\Phi \in \mathscr{D}(H)$ and all $z$ such that $\operatorname{Im} z \neq 0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{\widetilde{M}^{(n)}(z)-\widetilde{M}(z)\right\} I^{a} \Phi=0 \tag{5.22}
\end{equation*}
$$

If, in addition, $\left\{\Pi^{(n)}\right\}$ satisfies Condition $\Gamma$ and $\Pi^{(n)} \rightarrow I$ strongly as $n \rightarrow \infty$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\{\widetilde{M}^{(n)}(z)-\widetilde{M}(z)\right\} I^{a} \Phi=0 \tag{5.23}
\end{equation*}
$$

Proof: Since

$$
\begin{equation*}
P\left\{\widetilde{M}^{(n)}-\tilde{M}\right\} I^{a} \Phi=R \Lambda^{(n)} \Phi \tag{5.24}
\end{equation*}
$$

Eq. (5.21) and the arguments of Theorem 4.1 imply Eq. (5.22). In order to prove Eq. (5.23), note the identity

$$
\begin{align*}
&\left\{\widetilde{M}^{(n)}-\widetilde{M}\right\} I^{a} \Phi \\
&= J^{(n) *}\left(J^{(n)} J^{(n) *}\right)^{-1} P_{(n)}\left[R_{(n)}-R_{N}\right] V I^{a} \Phi \\
&-J^{(n) *}\left(J^{(n)} J^{(n) *}\right)^{-1} R_{(n)} P_{(n)} V R\left[I^{a}-\Pi^{(n) a}\right] R^{-1} \Phi \\
&+\left[J^{(n) *}\left(J^{(n)} J^{(n) *}\right)^{-1} P_{(n)}-J^{*}\left(J J^{*}\right)^{-1}\right] R_{N} V I^{a} \Phi . \tag{5.25}
\end{align*}
$$

By Condition $(\Gamma)$ the operator $\left(J^{(n)} J^{(n) *}\right)^{-1} P_{(n)}$ is bounded uniformly in $n$. Therefore, the first term on the right side of Eq. (5.25) converges to zero by Theorem 4.5 of Ref. 16 . Since $J^{(n) *}\left(J^{(n)} J^{(n) *}\right)^{-1} R_{\langle n\rangle} P_{(n)} V R$ is bounded uniformly in $n$ and $\Pi^{(n) a} \rightarrow I^{a}$ strongly, the second term also converges to zero. The third term converges to zero provided that

$$
\begin{equation*}
\underset{n \rightarrow \infty}{\mathrm{~s}-\lim _{\infty} J^{(n)} *\left(J^{(n)} J^{(n) *}\right)^{-1} P_{(n)}=J^{*}\left(J J^{*}\right)^{-1} . . . . ~} \tag{5.26}
\end{equation*}
$$

But Eq. (5.26) follows from Condition $\Gamma, \Pi^{(n)} \rightarrow I$ strongly, and the identity

$$
\begin{align*}
& J^{(n) *}( \left(J^{(n)} J^{(n) *}\right)^{-1} P_{(n)}-J^{*}\left(J J^{*}\right)^{-1} \\
&= J^{(n) *}\left(J^{(n)} J^{(n) *}\right)^{-1} P_{(n)} J\left(I-I I^{(n)}\right) J^{*}\left(J J^{*}\right)^{-1} \\
& \quad+\left(\Pi^{(n)}-I\right)^{*}\left(J J^{*}\right)^{-1} . \tag{5.27}
\end{align*}
$$

Remark 5.8: In Secs. III and IV we presented our approximation scheme as a means for constructing approximations $T^{\pi}(z)=Q^{\pi}(z) M^{\pi}(z)$ to the exact transition operator $T(z)$. The development of this section shows that $M^{\pi}(z)$ can also be considered as an approximation to $M(z)$. It has been established in the context of nonrelativistic multichannel quantum scattering theory that the singularity structure of $M(z)$ can be markedly different from that of $T(z) .{ }^{36}$ Thus a $I I$ that gives an accurate approximation to $T(z)$ can be expected to be very different from a $\Pi$ that gives an accurate approximation to $M(z)$.

## VI. DISCUSSION

In this paper we have established a mathematically rigorous framework within which to calculate approximate solutions to our basic dynamical equation for the transition operator $T(z)$. The assumptions which we make about the exact scattering system $\mathbb{S}$ are contained in the abstract Assumption A of Sec. II A. In that assumption the asymptotic Hilbert space $\mathscr{H}$ is decomposed into the two parts $\mathscr{H}=\mathscr{H}^{a} \oplus \mathscr{H}^{b}$. The assumptions of Ref. 30 are contained in Assumption A as the particular case $\mathscr{H}^{a}=\mathscr{H}$ and $I^{a}=I$. The additional generality in the present case allows, for example, the following three possibilities.
(1) $\mathscr{H}^{a}$ could now be the absolutely continuous subspace of $H$ and $I^{a}$ the orthogonal projection of $\mathscr{H}$ onto this subspace (cf. Refs. 28 and 31).
(2) For computational purposes it might be useful to incorporate a pseudochannel space $\mathscr{H}_{p} \subset \mathscr{H}_{N}$ into our previous formalism. The states of $\mathscr{H}_{p}$ could represent compound nuclear states or any other states not easily expressed in terms of the true asymptotic states. A Hamiltonian $H_{p}$, self-adjoint and bounded from below, must be defined on $\mathscr{H}_{p}$. This Hamiltonian must have the three properties $I_{p} \mathscr{D}\left(H_{N}\right) \subset \mathscr{D}\left(H_{p}\right) \subset \mathscr{D}\left(H_{N}\right),\left(H_{N} I_{p}-I_{p} H_{p}\right) \ll H_{p}$, and $\left(I_{p} H_{N}-H_{p} I_{p}\right) \ll H_{N}$, where $I_{p}$ is the orthogonal projection of $\mathscr{H}_{N}$ onto $\mathscr{H}_{p}$.

For example, if $\mathscr{H}_{p}$ is finite dimensional, then $H_{p}$ is a (bounded, symmetric) finite-rank operator and $\mathscr{D}\left(H_{p}\right)=\mathscr{H}_{p}$. If $\mathscr{H}_{p} \subset \mathscr{D}\left(H_{N}\right)$, then $\left(H_{N} I_{p}-I_{p} H_{p}\right)$ and ( $I_{p} H_{N}-H_{p} I_{p}$ ) are bounded operators and all of the assumptions of the previous paragraph are satisfied.

The pseudochannel is incorporated into the abstract formalism in the following way. Define the bounded linear operator $J^{\prime}: \mathscr{H} \oplus \mathscr{H}_{p} \rightarrow \mathscr{H}_{N}$ by $J^{\prime}\left(\Psi_{\oplus} \psi_{p}\right) \equiv J \Psi+\psi_{p}$, and let $I^{\prime}$ denote the orthogonal projection of $\mathscr{H} \oplus \mathscr{H}_{p}$ onto $\mathscr{H}$. Then if $\left\{\mathscr{H}_{N}, H_{N}, \mathscr{H}, H, J, I\right\}$ satisfies Assumption A, the assumed properties of $H_{p}$ and $\mathscr{H}_{p}$ imply that $\left\{\mathscr{H}_{N}, H_{N}, \mathscr{H} \oplus \mathscr{H}_{p}, H \oplus H_{p}, J^{\prime}, I^{\prime}\right\}$ also satisfies Assump-
tion A. Our abstract theory therefore applies in the case by identifying $\mathscr{H}^{a}$ with $\mathscr{H}$ and $\mathscr{H}^{b}$ with $\mathscr{H}_{p}$.
(3) The systems that we have previously studied can also be modified to accommodate resonances. ${ }^{37.38}$ Let $\mathscr{H}_{R}$ be a finite-dimensional Hilbert space. Let $H_{R}$ be a self-adjoint operator on $\mathscr{H}_{R}$, and let $W_{R}: \mathscr{H}_{R} \rightarrow \mathscr{H}_{N}$ be a linear operator with adjoint $W_{R}^{*}$. Define the Hamiltonian $\widetilde{H}_{N}$ :
$\mathscr{D}\left(H_{N}\right) \oplus \mathscr{H}_{R} \rightarrow \mathscr{H}_{N} \oplus \mathscr{H}_{R}$ by
$\widetilde{H}_{N}\left(\psi_{N} \oplus \psi_{R}\right) \equiv\left(H_{N} \psi_{N}+W_{R} \psi_{R}\right) \oplus\left(H_{R} \psi_{R}+W_{R}^{*} \psi_{N}\right) .(6.1)$
Further, define $J^{\prime \prime}: \mathscr{H} \oplus \mathscr{H}_{R} \rightarrow \mathscr{H}_{N} \oplus \mathscr{H}_{R}$ by

$$
\begin{equation*}
J^{\prime \prime}\left(\Psi \oplus \Psi_{R}\right)=J \Psi \oplus \psi_{R} \tag{6.2}
\end{equation*}
$$

and define $I^{\prime \prime}$ to be the orthogonal projection of $\mathscr{H} \oplus \mathscr{H}_{R}$ onto $\mathscr{H}$. Then, if $\left\{\mathscr{H}_{N}, H_{N}, \mathscr{H}, H, J, I\right\}$ satisfies Assumption A, so does $\left\{\mathscr{H}_{N} \oplus \mathscr{H}_{R}, \widehat{H}_{N}, \mathscr{H} \oplus \mathscr{H}_{R}, H \oplus H_{R}, J^{\prime \prime}, I^{\prime \prime}\right\}$. Thus resonances can be included in the abstract theory by identifying $\mathscr{H}^{a}$ with $\mathscr{H}^{\text {and }} \mathscr{H}^{b}$ with $\mathscr{H}_{R}$.

Our method for calculating approximate solutions does not require that the kernel of the exact equation be compact and hence provides an alternative to the widely used Fredholm theory. The relation of our method to others that also do not require compact kernels is illuminating.

The formal structure of our method has much in common with the Petryshyn theory ${ }^{26,27}$ of strong approximation solvability and $A$-proper operators, as can be seen in Appendix A. Our theory is less general since we have focused on a specific linear equation in a Hilbert space context, as opposed to nonlinear equations in a Banach space context. On the other hand, we allow our approximating subspaces to be infinite dimensional, a feature that is essential to be able to interpret the approximate solutions as transition amplitudes for approximate scattering systems.

Consider next the unified nuclear reaction theory of Feshbach. ${ }^{23-25}$ Suppose that $\subseteq$ satisfies Assumption A and that $\{\subseteq(n)\}$ satisfies Assumption $\Pi^{(n)}$. Let $P_{(n)}^{a}$ be the orthogonal projection of $\mathscr{H}_{N}$ onto $\overline{\mathscr{R}}\left(J \Pi^{(n) a}\right)$, and define
$Q_{N(n)}^{a} \equiv I_{N}-P_{(n)}^{a}$. Suppose the inverse of the operator $\left[z-Q_{N(n)}^{a} H_{N} Q_{N(n)}^{a}\right]$ exists. Then,
$\Pi^{(n) a} T \Pi^{(n \mid a}$

$$
\begin{equation*}
=\Pi^{|n| a} R^{-1}\left\{J^{*} P_{(n)}^{a} R_{N} P_{[n]}^{a} J R^{-1}-J^{*} J\right\} \Pi^{(n) a}, \tag{6.3}
\end{equation*}
$$

where ${ }^{23,37}$
$P_{(n)}^{a} R_{N}(z) P_{(n)}^{a}=\left[z-P_{(n)}^{a} H_{N} P_{(n)}^{a}-W_{N(n)}^{a}(z)\right]^{-1}$
and

$$
\begin{align*}
W_{N(n)}^{a}(z) \equiv & P_{(n)}^{a} H_{N} Q_{N(n)}^{a}\left[z-Q_{N(n)}^{a} H_{N} Q_{N(n)}^{a}\right]^{-1} \\
& \times Q_{N(n)}^{a} H_{N} P_{(n)}^{a} \tag{6.5}
\end{align*}
$$

In the Feshbach theory the interesting resonant structure is generated by "eigenstates" of $Q_{N(n)}^{a} H_{N} Q_{N(n)}^{a}$. The fundamental problem is, then, how to approximate $Q_{N(n)}^{a}$ in a practical way.

The effect of our scheme is to approximate $Q_{N(n)}^{a}$ by the operator $Q_{(n)}^{a} \equiv P_{(n)}-P_{(n)}^{a}$. Equations (6.3) and (6.4) remain true if $T$ is replaced by $T^{(n)}, R_{N}$ by $R_{(n)}$, and $W_{N(n)}^{a}$ by $W_{(n)}^{a}$, where $W_{(n)}^{a}$ is defined by Eq. (6.5) with $Q_{N(n)}^{a}$ replaced by $Q_{(n)}^{a}$. The resonant structure must be generated, therefore, by states in $\mathscr{H}_{(n)}$ that are not in $\overline{\mathscr{R}}\left(J \Pi^{(n) a}\right)$. Consequently,
they are in $\overline{\mathscr{R}}\left(J \Pi^{(n) b}\right)$ and hence are themselves generated by states in $\mathscr{H}{ }^{(n) b}$. It is clear that any finite number of resonant states can always be generated in this manner by suitable choice of $\mathscr{H}^{(n) b}$.

The important difference between our scheme and Feshbach theory is that we aim to calculate $T^{(n)}(z)$ directly using the equations of Sec. III B (or V A). Calculation of $P_{(n)}^{a}, Q_{(n)}^{a}$, or $W_{(n)}^{a}$ is never necessary. One advantage of our strategy is that we have no difficulty incorporating identical particle symmetries, ${ }^{30,39}$ while this has been very troublesome in the past for multichannel Feshbach theories. ${ }^{24}$ In addition, the nonorthogonality of asymptotic channel spaces is, in our scheme, incorporated in a simple and natural way.

Another method that does not require compact kernels is the coupled reaction channel (CRC) method. For an application of some of the present approximation ideas to the CRC method see Refs. 33 and 40.

We now turn to the question of the practical implementation of the abstract ideas of this series of papers. We assume that $\mathscr{H}$ has the form ${ }^{1,30} \mathscr{H}=\oplus_{A} \mathscr{H}_{A}$, that $\Pi=\oplus_{A} \Pi_{A}$, and that $J^{\pi} \oplus_{A} \psi_{A}=\Sigma_{A} \Pi_{A} \psi_{A}$. The spaces $\mathscr{H}_{A}$ are the usual cluster (partition or arrangement channel) spaces. The asymptotic Hamiltonian $H$ has the form $H=\oplus_{A} H_{A}$, where the $H_{A}$ are the usual cluster (partition or arrangement channel) Hamiltonians. The approximate asymptotic Hamiltonian $H^{\pi}$ has the form $H^{\pi}=\oplus_{A} H_{A}^{\pi}$. Then the approximate transition operator [cf. Eqs. (3.6) and (3.12) and Ref. 1, Lemma 2 and Theorem 8]

$$
\begin{align*}
T^{\pi}(z) & =J^{\pi *} V^{\pi}+V^{\pi *} R_{\pi}(z) V^{\pi}  \tag{6.6}\\
& =J^{\pi *} U^{\pi}+U^{\pi *} P_{\pi} R_{\pi}(z) U^{\pi} \tag{6.7}
\end{align*}
$$

has cluster matrix elements

$$
\begin{equation*}
T_{B A}^{\pi}(z)=\Pi_{B}\left\{\bar{U}_{A}^{\pi}+\bar{U}_{B}^{\pi} P_{\pi} R_{\pi}(z) \bar{U}_{A}^{\pi}\right\} \Pi_{A}, \tag{6.8}
\end{equation*}
$$

where $\bar{U}_{A}^{\pi} \equiv H_{N}-H_{A}^{\pi}$. The cluster matrix elements of $M^{\pi}(z)$ are

$$
\begin{equation*}
M_{B A}^{\pi}(z)=\Pi_{B}\left(z-H_{B}^{\pi}\right)\left(\sum_{C} \Pi_{C}\right)^{-1} P_{\pi} R_{\pi}(z) \vec{U}_{A}^{\pi} \Pi_{A} \tag{6.9}
\end{equation*}
$$

Equation (3.21) then reads [cf. Ref. 30, Eqs. (30) and (36)] $M_{B A}^{\pi}(z)=\Pi_{B} \bar{U}_{A}^{\pi} \Pi_{A}$

$$
\begin{equation*}
+\sum_{C} \Pi_{B}\left[\bar{U}_{C}^{\pi} R_{C}^{\pi}(z)-\bar{\delta}_{B C}\right] \Pi_{C} M_{C A}^{\pi}(z) \tag{6.10}
\end{equation*}
$$

where $R_{C}^{\pi}(z) \equiv\left(z-H_{C}^{\pi}\right)^{-1}$ and $\bar{\delta}_{B C} \equiv 1-\delta_{B C}$ with $\delta_{B C}$ the Kronecker delta.

In a previous paper ${ }^{30}$ we sketched how to construct projection operators $\Pi_{A}$ such that Assumption $\Pi$ is satisfied if $\mathscr{H}^{a}=\mathscr{H}$. Denoting these projection operators by $\Pi_{A}^{a}$ and letting $\Pi_{A}^{b}$ be arbitrary compact projection operators, then $\Pi_{A} \equiv \Pi_{A}^{a} \oplus \Pi_{A}^{b}$ also satisfy Assumption $\Pi$. This construction also yields that $\Pi_{A} \Pi_{B}, A \neq B$, are compact and that $\bar{V}_{A} E_{A}(\Delta) \Pi_{A}^{a}=\left(H_{N}-H_{A}\right) E_{A}(\Delta) \Pi_{A}^{a}$, where $\Delta$ is any finite subinterval of $(-\infty, \infty)$, are trace class. Within this more concrete framework we can make the following comments about Eq. (6.10) and its solution.
(a) The number of coupled integral equations, and the
dimensionality of the integrals, compares favorably with other schemes (Ref. 30, Tables 2-4).
(b) The kernel of Eq. (6.10) does not contain the troublesome operator $\left(J^{\pi} J^{\pi *}\right)^{-1} P_{\pi}=\left(\Sigma_{C} \Pi_{C}\right)^{-1} P_{\pi}$. Moreover, the kernel of Eq. (6.10) is compact for $\operatorname{Im} z \neq 0$ (Corollary 3.13), thus permitting standard numerical methods to be used for the solution.
(c) The projection operators $\Pi_{A}$ are incorporated into the unknown operators $M_{B A}^{\pi}(z)$ in Eq. (6.10). As a result, the locations of the thresholds are left undisturbed. Only the discontinuities across the cuts are changed.
(d) The operators $\Pi_{B} \bar{U}_{C}^{\pi} \Pi_{C}$ and $\Pi_{B} \bar{\delta}_{B C} \Pi_{C}$ in the kernel of Eq. (6.10) are independent of $z$. Moreover they have the form of Born approximations and overlap integrals, respectively. Such objects are well known in nuclear theory, at least for two-fragment clusterings. ${ }^{35}$
(e) Any solution $M_{B A}^{\pi}(z)$ of Eq. (6.10) generates $T_{B A}^{\pi}(z)$ via

$$
\begin{equation*}
T_{B A}^{\pi}(z)=\Pi_{B}\left(z-H_{B}^{\pi}\right) \sum_{C}\left(z-H_{C}^{\pi}\right)^{-1} M_{C A}^{\pi}(z) \tag{6.11}
\end{equation*}
$$

[cf. Eq. (3.17) and Theorem 3.7]. In particular, the solution generated by the Moore-Penrose inverse technique ${ }^{32}$ can be used for this purpose.
(f) If the $\Pi_{A}$ are so chosen that the null space in $\mathscr{H}^{\pi}$ of $J^{\pi}$ consists only of the zero vector, then Eq. (6.11) is unnecessary. The solution $M_{B A}^{\pi}(z)$ of Eq. (6.10) is unique and has the same on-shell limit as $T_{B A}^{\pi}(z)$ (Theorems 3.9 and 3.11).
(g) Equation (6.10) is stable under certain forms of perturbations (cf. Secs. III C and IV C).
(h) The on-shell values of the $T_{B A}^{\pi}(z)$ are the on-shell transition operators of an approximate scattering system $\mathfrak{S}\left(I I, H^{\pi}\right)=\left\{\mathscr{H}_{\pi}, H_{\pi}, \mathscr{H}^{\pi}, H^{\pi}, J^{\pi}, \Pi^{a}\right\}$. The approximate total Hamiltonian $H_{\pi}$ is self-adjoint and bounded from below by the lower bound $k$ of $H_{N}$. Certain spectral properties of $H_{\pi}$ have been obtained by Trucano ${ }^{22}$ by proving an analog of the HVZ theorem (Ref. 31, Theorem XIII.17). In particular, let $\sigma\left(\Pi^{a} H\right)$ denote the spectrum of the asymptotic Hamiltonian $H$ restricted to the subspace $\not \mathscr{H}^{\pi a}$. Then, the spectrum of $H_{\pi}$ consists of $\sigma\left(\Pi^{a} H\right)$ and a discrete set of eigenvalues of finite multiplicity in $\left[k, \inf \sigma\left(\Pi^{a} H\right)\right.$ ), which can possibly cluster only at inf $\sigma\left(\Pi^{a} H\right)$. A consequence of Theorem 3.13 of Ref. 16 is that $\sigma\left(\Pi^{a} H\right)$ is equal to the spectrum of the absolutely continuous part of $H_{\pi}$. It also follows from Theorem 4.5 of Ref. 16 and Theorem VIII. 24 of Ref. 31 that if $\lambda$ belongs to the spectrum of $H_{N}$, then there exists a sequence $\left\{\lambda_{n}\right\}$, with $\lambda_{n}$ belonging to the spectrum of $H_{(n)}$, such that $\lambda_{n} \rightarrow \lambda$.
(i) The approximate wave operators $\Omega_{A}^{\pi \pm}$ exist for clusterings $A$ with $\mathscr{H}_{A}$ included in the direct sum $\mathscr{H}^{a}$ (Theorems 3.11 and 3.13 of Ref. 16). Moreover, they are asymptotically complete so that the scattering operator $S^{\pi}$ is unitary on $\mathscr{H}^{\pi a}$ (Theorem 3.13 of Ref. 16 and also the related two-fragment result of Trucano ${ }^{22}$ which was announced in Theorem 16 of Ref. 30 ).
(j) As $n \rightarrow \infty$, the approximate Hamiltonians $H_{(n)}$ converge (in the strong resolvent sense) to $H_{N}$, and the wave operators $\Omega_{A}^{(n) \pm}$ converge strongly to $\Omega_{A}^{ \pm}$(Theorems 4.5
and 4.6 of Ref. 16). As a consequence the approximate scattering operators converge weakly to the exact scattering operator. In this sense the on-shell approximate transition operators converge to the exact on-shell transition operator. There is also convergence off-shell (Theorems 4.1 and 4.7).
(k) The method can accommodate long-range Coulomb interactions, distorted asymptotic waves, and identical particle symmetries. ${ }^{30}$

Details of this more concrete scheme will be provided in a subsequent publication.
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## APPENDIX A: PETRYSHYN A-PROPER OPERATORS

In this Appendix our $T$ - and $M$-operator equations are placed within the context of the theory of $A$-proper (approxi-mation-proper) operators and strong approximation solvability. This theory has been reviewed by Petryshyn. ${ }^{26}$ The theory is very general (cf. Ref. 26 and the 163 references cited therein) and subsumes Fredholm operator theory, ball condensing theory, monotone and accretive operator theory, Petrov-Galerkin methods, and others.

## 1. The abstract theory

Let $\mathscr{M}$ and $\mathscr{N}$ be Banach spaces, let $\mathscr{D}$ be a given subset of $\mathscr{M}$, and let $L: \mathscr{D} \subset \mathscr{M} \rightarrow \mathscr{N}$ be a (possibly unbounded) linear mapping.

Definition $A 1: \Gamma \equiv\{\mathscr{M}(n), \mathscr{H}(n), \Xi(n), Q(n), \Pi(n)\}$ is called a suitable approximation scheme for the operator $L$ if
(i) $\{\mathscr{M}(n)\}$ and $\{\mathscr{N}(n)\}$ are two sequences of Banach spaces;
(ii) $\Xi(n): \mathscr{M} \rightarrow \mathscr{M}(n), Q(n): \mathscr{M}(n) \rightarrow \mathscr{M}$, and $I I(n):$ $\mathscr{N} \rightarrow \mathcal{N}(n)$ are three sequences of linear mappings;
(iii) $Q(n)$ and $\Pi(n)$ are uniformly bounded; and
(iv) $Q(n) \Xi(n) \Phi \rightarrow \Phi$ for each $\Phi \in \mathscr{M}$.

Let $\{L(n)\}$ be the sequence of mappings of $\mathscr{D}(n) \equiv\{\Phi \in \mathscr{M}(n) \mid Q(n) \Phi \in \mathscr{D}\}$ into $\mathscr{N}(n)$ defined by
$L(n) \equiv \Pi(n) L Q(n)$.

Then, an approximation to the exact equation

$$
\begin{equation*}
L \Phi=\Psi \tag{A2}
\end{equation*}
$$

$(\Phi \in \mathscr{D}, \Psi \in \mathcal{N})$ is

$$
\begin{equation*}
L(n) \Phi(n)=\Pi(n) \Psi \tag{A3}
\end{equation*}
$$

$[\Pi(n) \Psi \in \mathscr{N}(n), \Phi(n) \in \mathscr{D}(n)]$. Graphically the approximation scheme is the following:

Remark A 2: Our definition of a suitable approximation scheme is similar to Petryshyn's definition ${ }^{27}$ of an admissible approximation scheme but differs in the following respects. First, Petryshyn's definition is more general in the sense that it allows $L, \Xi(n), Q(n)$, and $\Pi(n)$ to be nonlinear mappings in a Banach space. Since our applications are to linear operators on a Hilbert space, we state only the simpler case. Second, our definition is more general in the sense that we do not always assume that $\mathscr{M}(n)$ and $\mathscr{N}(n)$ are finite dimensional. For theoretical purposes we want to allow some intermediate stage approximations which, so that approximate wave operators will exist, may not be finite dimensional.

Definition A 3: (cf. Ref. 27). $L$ is said to be $A$ proper with respect to the suitable approximation scheme $\Gamma$ if for any bounded sequence $\{\Phi(n) \mid \Phi(n) \in \mathscr{D}(n)\}$ with $Q(n) \Phi(n)$ in $\mathscr{D}$ such that $\|L(n) \Phi(n)-\Pi(n) \Psi\| \rightarrow 0$ for some $\Psi \in \mathscr{N}$, then there exists an infinite subsequence $\left\{\Phi\left(n_{k}\right)\right\}$ and a $\Phi \in \mathscr{D}$ such that $\left\|Q\left(n_{k}\right) \Phi\left(n_{k}\right)-\Phi\right\| \rightarrow 0$ as $k \rightarrow \infty$ and $L \Phi=\Psi$.

The main reason that one wants to show that $L$ is an $A$ proper operator is because it is a sufficient condition for Eq. (A2) to be strongly approximation solvable. ${ }^{26}$

Definition $A 4$ : (cf. Ref. 27). For a given $\Psi \in \mathscr{N}$, Eq. (A2) is said to be strongly approximation solvable with respect to a suitable approximation scheme $\Gamma$ if there is an integer $n_{0} \geqslant 1$ such that the approximate Eq. (A3) has a solution $\Phi(n) \in \mathscr{D}(n)$ for each $n \geqslant n_{0}$ which are such that $\|Q(n) \Phi(n)-\Phi\| \rightarrow 0$ as $n \rightarrow \infty$ for some $\Phi \in \mathscr{D}$ satisfying Eq. (A2).

An operator $L$ is known to be $A$ proper in several interesting cases. ${ }^{26}$ In particular, if $L=I-C$, where $C: \mathscr{M} \rightarrow \mathscr{M}$ is a compact operator, then $L$ is $A$ proper with respect to the scheme $\Gamma_{1} \equiv\{\mathscr{M}(n), \mathscr{H}(n), \Xi(n), I, \Pi(n)\}$, where $\Xi(n)$ :
$\mathscr{M} \rightarrow \mathscr{M}(n)$ and $\Pi(n): \mathscr{M} \rightarrow \mathcal{H}(n)$ are sequences of projection operators satisfying $\Xi(n) \Phi \rightarrow \Phi$ and $I(n) \Phi \rightarrow \Phi$ for each $\Phi \in \mathscr{H}$. In this case Eq. (A2) is a Fredholm operator equation and its approximation solvability with respect to $\Gamma_{1}$ is the well-known Petrov-Galerkin method for obtaining a converging sequence of approximate solutions. It is not so well known that these methods generalize to certain other noncompact kernel equations. For example, if $L=I-K$ with $\|K\|<1$, or if $L$ is a positive-definite operator on a Hilbert space, then Eq. (A2) is strongly approximation solvable with respect to $\Gamma_{0} \equiv\{\mathscr{M}(n), \mathscr{M}(n), \Pi(n), I, \Pi(n)\}$, where $\mathscr{M}=\mathscr{N}$ and $\Pi(n): \mathscr{M} \rightarrow \mathscr{M}(n)$ is a sequence of projection operators satisfying $\Pi(n) \Phi \rightarrow \Phi$ for each $\Phi \in \mathscr{M}$.

## 2. Application to scattering theory

In order to put our $T$ - and $M$-operator equations within the context of the abstract theory, we choose the spaces and
operators of Sec. A1 in the following way. Let $\mathscr{N} \equiv P \mathscr{H}$, where $\mathscr{H}$ is the Hilbert space given in the exact scattering system $\mathcal{S}$, and $P$ is the orthogonal projection onto $\overline{\mathscr{R}}\left(J^{*}\right)$. For a fixed $z \in \rho\left(H_{N}\right)$, let $\mathscr{D}=\mathscr{D}(z) \equiv(z-H) P R(z) \mathscr{H}$, and for $\Phi, \Psi \in \mathscr{D}$, define $(\Phi, \Psi)_{\mu} \equiv(P R(z) \Phi, P R(z) \Psi)$. It is easy to verify that $\mathscr{D}$ is a linear vector space and $(\Phi, \Psi)$ is an inner product on $\mathscr{D}$. Define the Hilbert space $\mathscr{M}$ to be the completion of $\mathscr{D}$ under the inner product $(\cdot, \cdot)_{\mathscr{A}}$. Let $\mathscr{D}(n)=\mathscr{M}(n) \equiv \mathscr{H}^{(n)}$, where $\mathscr{H}^{(n)} \equiv \Pi^{(n)} \mathscr{H}$ and $\left\{\Pi^{(n)}\right\}$ is the sequence of orthogonal projection operators in $\{\mathscr{S}(n)\}$. Let $\mathscr{N}(n) \equiv \mathcal{N}^{(n)}$, where $\mathcal{A}^{(n)} \equiv \overline{\mathscr{R}}\left(\Pi^{(n)} \mathcal{N}\right)$.

Define two $L$ operators mapping $\mathscr{D} \subset \mathscr{M}$ into $\mathscr{N}$ by

$$
\begin{equation*}
L^{T}=L^{T}(z) \equiv I-V^{*}\left(J J^{*}\right)^{-1} J R(z) \tag{A4}
\end{equation*}
$$

and

$$
\begin{equation*}
L^{M}=L^{M}(z) \equiv J^{*}[J-V R(z)] \tag{A5}
\end{equation*}
$$

Define the sequence $\Pi(n): \mathscr{N} \rightarrow \mathcal{N}^{n n}$ by
$\Pi(n) \equiv \Pi^{(n)}$.
Define two sequences of $Q(n)$-operators mapping $\mathscr{H}^{(n)}$ into $\mathscr{D} \subset \mathscr{M}$ by

$$
\begin{equation*}
Q^{T(n)}=Q^{T(n)}(z) \equiv(z-H)^{*} J^{(n)} R^{(n)}(z) \tag{A7}
\end{equation*}
$$

and

$$
\begin{equation*}
Q^{M(n)}=Q^{M(n)}(z) \equiv(z-H) J^{*}\left(J J^{*}\right)^{-1} J^{(n)} R^{(n)}(z) . \tag{A8}
\end{equation*}
$$

Finally, define two sequences of $\Xi(n)$-operators mapping $\mathscr{D} \subset \mathscr{M}^{\text {into }} \mathscr{H}^{(n)}$ by

$$
\begin{equation*}
\Xi^{T(n)}=\Xi^{T(n)}(z) \equiv\left(z-H^{(n)}\right) J^{(n) *} Z^{-1}\left(J J^{*}\right)^{-1} J R(z) \tag{A9}
\end{equation*}
$$

and

$$
\begin{equation*}
\Xi^{M(n)}=\Xi^{M(n)}(z) \equiv\left(z-H^{(n)}\right) J^{(n) *} Z^{-1} J R(z), \tag{A10}
\end{equation*}
$$

where $Z \equiv J \Pi^{|\infty|} J^{*}$.
The following lemma establishes some formulas for the norms of operators which map from and/or to the Hilbert space $\mathscr{M}$. The norm of an operator which maps from $\mathscr{H}$ into $\mathscr{H}$ will be denoted by $\|\cdot\|$ and other operator norms will be distinguished by appropriate subscripts.

Lemma A 5: Let $z \in p\left(H_{N}\right)$ be fixed, and let $F=F(z)$.
(a) If $F: \mathscr{H} \rightarrow \mathscr{M}$, then $\|F\|_{\mathscr{H}, \mathscr{H}}=\|P R F\|$.
(b) If $F: \mathscr{M} \rightarrow \mathscr{H}$, then $\|F\|_{\mathscr{M}, \mathscr{H}}=\left\|F R^{-1} P\right\|$.
(c) If $F: \mathscr{M} \rightarrow \mathscr{M}$, then $\|F\|_{\mathscr{M}, \mathscr{M}}=\left\|P R F R^{-1} P\right\|$.

Proof: If $\Phi$ belongs to the dense subset $\mathscr{D} \subset \mathscr{M}$, then $R^{-1} P R \Phi=\Phi$. Thus

$$
\begin{align*}
\|F\|_{\mathscr{M}, \mathscr{M}} & \equiv \operatorname{Sup}_{\Phi \in \mathscr{K}} \frac{\|F \Phi\|_{\cdot \mu}}{\|\Phi\|_{\mathscr{\mu}}} \\
& =\operatorname{Sup}_{\Phi \in \mathscr{K}} \frac{\left\|P R F R^{-1} P R \Phi\right\|^{\|P R \Phi\|} \leqslant\left\|P R F R^{-1} P\right\| .}{} . \tag{A11}
\end{align*}
$$

On the other hand, $\Phi=R^{-1} P \Psi \in \mathscr{D}$ for all $\Psi \in \mathscr{H}$. Therefore,

$$
\begin{align*}
\|F\|_{\nVdash \nVdash} & \geqslant \operatorname{Sup}_{\psi \in \mathscr{A}} \frac{\left\|P R F R^{-1} P \Psi\right\|}{\|P \Psi\|} \\
& \geqslant \operatorname{Sup}_{\psi \in \mathscr{H}} \frac{\left\|P R F R^{-1} P \Psi\right\|}{\|\Psi\|}=\left\|P R F R^{-1} P\right\| . \tag{A12}
\end{align*}
$$

This proves (c). The proofs of (a) and (b) are similar.

Theorem A6: Let © satisfy Assumptions (A1)-(A4), and let $\{\subseteq(n)\}$ satisfy Assumptions $\left(\Pi^{(n)} 1\right)-\left(\Pi^{(n)} 3\right)$. Let $z \in \rho\left(H_{N}\right)$ be fixed. Then
(i) $\Gamma^{T} \equiv\left\{\mathscr{H}^{(n)}, \mathscr{N}^{(n)}, \Xi^{T(n)}, Q^{T(n)}, \Pi^{(n)}\right\}$ is a suitable approximation scheme for the operator $L^{T}$, and
(ii) $\Gamma^{M} \equiv\left\{\mathscr{H}^{(n)}{ }_{N} \mathscr{N}^{(n)}, \Xi^{M(n)}, Q^{M(n)}, \Pi^{(n)}\right\}$ is a suitable approximation scheme for the operator $L^{M}$.

Proof: $\left\{\Pi^{(n)}\right\}$ is uniformly bounded by 1 . By Lemma A5(a) and Eq. (A7),

$$
\begin{equation*}
\left\|Q^{T(n)}\right\|_{\not 2 A}^{(n)}, \ldots \mathbb{A}=\left\|P J^{*} J \Pi^{(n)} R^{(n)}\right\| \leqslant|\operatorname{Im} z|^{-1}\left\|J^{*} J\right\| \tag{A13}
\end{equation*}
$$

This proves that $\left\{Q^{T(n)}\right\}$ is uniformly bounded. Similarly, $\left\{Q^{M(n)}\right\}$ is uniformly bounded in norm by $|\operatorname{Im} z|^{-1}$. Now, by Assumption ( $I^{(n)} 3$ ),

$$
\begin{align*}
\| Q^{T(n)} & \Xi^{T(n)} \Phi-\Phi \| \\
& =\left\|J^{*} J\left[\Pi^{(n)}-\Pi^{(\infty)}\right] J^{*} Z^{-1}\left(J J^{*}\right)^{-1} J R \Phi\right\| \tag{A14}
\end{align*}
$$

converges to zero for all $\Phi \in \mathscr{M}$. Similarly,
$\left\|Q^{M(n)} \Xi^{M(n)} \Phi-\Phi\right\|_{\mu}=\left\|P\left[\Pi^{(n)}-I^{(\infty)}\right] J^{*} Z^{-1} J R \Phi\right\|$
(A15)
converges to zero for all $\Phi \in \mathscr{M}$.
Let $z \in \rho\left(H_{N}\right)$ and $\Psi \in \mathscr{D}(H) \subset \mathscr{H}$. Then $J^{*} V \Psi \in \mathscr{N}$. The exact transition-operator equation (2.10) may be written in the form

$$
\begin{equation*}
L^{T} \Phi=J^{*} V \Psi \tag{A16}
\end{equation*}
$$

with solution $\Phi=\Phi(z)=T(z) \Psi$ in $\mathscr{D}$. The exact $M$-operator equation (5.7) may be written in the form

$$
\begin{equation*}
L^{M} \Phi=J^{*} V \Psi \tag{A17}
\end{equation*}
$$

with solution $\Phi=\Phi(z)=M(z) \Psi$ in $\mathscr{D}$.
Define the sequence of operators $L^{(n)}: \mathscr{H}^{(n)} \rightarrow \mathscr{H}^{(n)}$ by

$$
\begin{equation*}
L^{(n)}=L^{(n)}(z) \equiv J^{(n) *}\left(z-H_{(n)}\right) J^{(n)} R^{(n)} \tag{A18}
\end{equation*}
$$

It is easy to verify that

$$
\begin{equation*}
L^{(n)}=\Pi^{(n)} L^{T} Q^{T(n)}=\Pi^{(n)} L^{M} Q^{M(n)} \tag{A19}
\end{equation*}
$$

Therefore, the approximate equation [cf. Eq. (A3)] associated with either Eq. (A16) or Eq. (A17) is

$$
\begin{equation*}
L^{(n)} \Phi^{(n)}=\Pi^{(n)} J^{*} V \Psi \tag{A20}
\end{equation*}
$$

Theorem A7: Let $\subseteq$ satisfy Assumptions (A1)-(A4), and let $\{\subseteq(n)\}$ satisfy Assumption $I^{(n)}$. Then, for all $\Psi \in \mathscr{D}(H)$ and all $z$ such that $\operatorname{Im} z \neq 0$ :
(i) Eq . (A16) is strongly approximation solvable with respect to $\Gamma^{T}$; and
(ii) Eq. (A17) is strongly approximation solvable with respect to $\Gamma^{M}$.

Proof: Substitution of

$$
\begin{equation*}
\Phi_{0}^{(n)} \equiv\left(z-H^{(n)}\right)^{(n) *}\left(J^{(n)} J^{(n) *}\right)^{-1} R_{(n)}(z) P_{(n)} V \Psi \tag{A21}
\end{equation*}
$$

into Eq. (A20) verifies that $\Phi_{0}^{(n)}$ is a solution in $\mathscr{H}^{(n)}$ of Eq. (A20). Similarly,

$$
\begin{equation*}
\Phi^{T} \equiv(z-H) J^{*} R_{N}(z) V \Psi \tag{A22}
\end{equation*}
$$

is a solution in $\mathscr{D}$ of Eq. (A16), and

$$
\begin{equation*}
\Phi^{M} \equiv(z-H) J^{*}\left(J J^{*}\right)^{-1} R_{N}(z) V \Psi \tag{A23}
\end{equation*}
$$

is a solution in $\mathscr{D}$ of Eq. (A17). Furthermore,


FIG. 1. Exact scattering system $\mathbb{S}$.


FIG. 2. Approximate scattering system $\subseteq\left(I \Pi, H^{\eta}\right)$.


FIG. 3. Sequence $\{\subseteq(n)\}$ of approximate scattering systems. [The notation is the same as that of Fig. 2 with subscripts and superscripts ( $n$ ) used in place of the more cumbersome $I^{(n)}$ that would be demanded by the previous notation.]
$\left\|Q^{T(n)} \Phi_{0}^{(n)}-\Phi^{T}\right\|_{\mathscr{K}}=\left\|J^{*}\left\{R_{(n)} P_{(n)}-R_{N}\right\} V \Psi\right\|$,
and the right side of Eq. (A24) converges to zero as $n \rightarrow \infty$ by Theorem 4.5 and Eq. (4.8) of Ref. 16. Similarly

$$
\begin{align*}
& \left\|Q^{M(n)} \Phi_{0}^{(n)}-\Phi^{M}\right\|_{. /} \\
& \quad=\left\|J^{*}\left(J J^{*}\right)^{-1}\left\{R_{(n)} P_{(n)}-R_{N}\right\} V \Psi\right\| \tag{A25}
\end{align*}
$$

converges to zero as $n \rightarrow \infty$.
Remark A 8: (a) Theorem A7 contains as a special case (take $\mathscr{H}^{a}=\mathscr{H}$ and $H^{(n)}=H$ ) the result announced in Theorem 7 of Ref. 30.
(b) Suppose that $\Psi \in \mathscr{D}(H) \cap_{\mathscr{H}^{(n) a}}$. Then
$P_{(n)} V \Psi=V^{(n)} \Psi$ and $\Phi_{0}^{(n)}(z)=M^{(n)}(z) \Psi$ [cf. Eqs. (A21) and (5.15)]. In this case, Theorem A7(ii) and Eq. (5.19) of Theorem 5.6 are the same result. In addition, $\Pi^{(n) a} Q^{T(n)}(z) M^{(n)}(z) \Psi=I^{a} T^{(n)}(z) \Psi$ [cf. Eqs. (A7), (5.15), and (4.3)]. It follows that Theorem A7(i) and Eq. (4.5) of Theorem 4.1 correspond when the input and output states are restricted to $\mathscr{H}^{n \mid a}$. The restriction to $\mathscr{H}^{(n) a}$ is necessary for the approximate wave operators $\Omega^{(n) \pm}$, and hence for the approximate scattering operators $S^{(n)}$, to be nonzero [cf. Eqs. (4.9)(4.11) of Ref. 16].

In this paper we have proved approximation solvability directly rather than prove that the operators $L^{T}$ and $L^{M}$ are Petryshyn $A$ proper. Consequently, the characterizations of $A$-proper operators in Refs. 26 and 27 have not been directly useful to us. We end this Appendix, however, by showing that, under the additional Condition $\Gamma$, the operators $L^{T}$ and $L^{M}$ are Petryshyn $A$ proper and one-to-one.

Theorem A9: Let the assumptions of Theorem A7 hold. In addition, suppose that $\left\{\Pi^{(n)}\right\}$ satisfies Condition $\Gamma$. Then the operators $L^{T}$ and $L^{M}$ are Petryshyn $A$ proper and one-to-one.

Proof: Let $\Psi \in \mathscr{D}(H)$ and $\operatorname{Im} z \neq 0$. Let $\left\{\Phi^{(n)}\right\}$ be a bounded sequence in $\mathscr{H}^{(n)}$ with $\left\|\boldsymbol{\theta}^{(n)}\right\| \rightarrow 0$ as $n \rightarrow \infty$, where

$$
\begin{equation*}
\Theta^{(n)} \equiv L^{(n)} \Phi^{(n)}-\Pi^{(n)} J^{*} V \Psi \tag{A26}
\end{equation*}
$$

with $L^{(n)}$ given by Eqs. (A18) and (A19). Let $\Phi_{0}^{(n)}, \Phi^{T}$, and $\Phi^{M}$ be defined as in Eqs. (A21)-(A23). Then

$$
\begin{align*}
\left\|Q^{T(n)} \Phi^{(n)}-\Phi^{T}\right\|_{\mathscr{A}} & \leqslant\left\|Q^{T(n)}\left[\Phi^{(n)}-\Phi_{0}^{(n)}\right]\right\|_{\mathscr{\mu}} \\
& +\left\|Q^{T(n)} \Phi_{0}^{(n)}-\Phi^{T}\right\|_{\mathscr{H}} \tag{A27}
\end{align*}
$$

The first term on the right side of Eq. (A27) satisfies

$$
\begin{align*}
& \left\|Q^{T(n)}\left[\Phi^{(n)}-\Phi_{0}^{(n)}\right]\right\|_{\mathscr{H}} \\
& \quad=\left\|J^{*} R_{(n)}\left(J^{(n)} J^{(n) *}\right)^{-1} P_{(n)} J \Theta^{(n)}\right\| \\
& \quad \leqslant c_{0}^{-1}|\operatorname{Im} z|^{-1}\|J\|\left\|J^{*}\right\|\left\|\Theta^{(n)}\right\| \tag{A28}
\end{align*}
$$

and converges to zero as $n \rightarrow \infty$. The second term on the right side of Eq. (A27) converges to zero by Theorem A7. It follows that $L^{T}$ is $A$ proper. Similarly, $L^{M}$ is $A$ proper since

$$
\begin{align*}
& \left\|Q^{M(n)} \Phi^{(n)}-\Phi^{M}\right\|_{\mathscr{\mu}} \\
& \quad \leqslant\left\|J^{*}\left(J J^{*}\right)^{-1} R_{(n)}\left(J^{(n)} J^{(n) *}\right)^{-1} P_{(n)} J \Theta^{(n)}\right\| \\
& \quad+\left\|Q^{M(n)} \Phi_{0}^{(n)}-\Phi^{M}\right\|_{\mathscr{H}} \tag{A29}
\end{align*}
$$

converges to zero as $n \rightarrow \infty$.
The operator $L^{T}: \mathscr{D} \subset \mathscr{M} \rightarrow \mathscr{N}$ is one-to-one by the uniqueness of the solution of Eq. (2.10) in Theorem 2.2. The operator $L^{M}: \mathscr{D} \subset \mathscr{M} \rightarrow \mathscr{N}$ is one-to-one by the uniqueness of the solution of Eq. (5.7) in Theorem 5.5.

## APPENDIX B: INDEX OF MAJOR OPERATORS AND HILBERT SPACES
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An inverse acoustic scattering theory and algorithm is presented for the reconstruction of a twodimensional inhomogeneous acoustic medium from surface measurements. The measurements of the surface pressure due to a harmonically oscillating surface point source at two arbitrary frequencies allows the separate reconstruction of the density and velocity of the subsurface. This is a first step towards solving the inverse problem of exploration geophyiscs.
PACS numbers: $03.65 . \mathrm{Nk}, 91.30 \mathrm{Rz}, 43.20 .+\mathrm{g}$

## I. INTRODUCTION

The problem we consider is that of reconstructing the subsurface velocity and density from surface measurements of pressure waves emanating from an oscillating point source on the surface. A natural approach to this problem is to transform the acoustic equation into the Schrödinger equation in order to take advantage of the great body of knowledge on inverse scattering. Ware and Aki ${ }^{1}$ transformed the one-dimensional elastodynamics equation into the Schrödinger equation. Coen ${ }^{2}$ transformed various inverse problems for a one-dimensional acoustic or elastic medium with plane waves, line or point sources into the onedimensional Schrödinger equation whose potential is real and energy independent.

There are, in addition, a number of multidimensional inverse scattering methods. These have suggested the possibility of applying inverse scattering techniques to the multidimensional acoustic equation; however, for a number of years attempts to transform the higher-dimensional acoustic equation into the Schrödinger equation have been unsuccessful. This paper overcomes this difficulty and goes on to apply state-of-the-art inverse scattering techniques to the three-dimensional acoustic equation with a two-dimensional medium.

We transform the three-dimensional acoustic inverse scattering problem for a two-dimensional acoustic medium into an equivalent inverse quantum scattering problem in two dimensions with a potential which is real and has compact support. The solution procedure contains four parts: (1) Transformation of the acoustic equation to the two-dimensional Schrödinger equation. (2) Transformation of the acoustic data into equivalent quantum scattering data-the scattering amplitude. (3) Reconstruction of the potential from the scattering amplitude. (4) Reconstruction of the velocity and density of the acoustic medium from the potential.

## II. TRANSFORMATION OF THE ACOUSTIC EQUATION INTO THE SCHRÖDINGER EQUATION

The pressure $p\left(\mathbf{r}, \mathbf{r}_{s}, \omega\right)$ in a fluid with density $\rho(\mathbf{r})$ and local wave velocity $c(\mathbf{r})$, due to a harmonically oscillating
point source at $\mathbf{r}_{s}$ with frequency $\omega$, is governed by the inhomogeneous acoustic equation

$$
\begin{equation*}
\left(\nabla^{2}-\rho^{-1} \nabla \rho \cdot \nabla+\omega^{2} c^{-2} \mid p\left(\mathbf{r}, \mathbf{r}_{s}, \omega\right)=\delta\left(\mathbf{r}-\mathbf{r}_{s}\right)\right. \tag{1}
\end{equation*}
$$

Let $(x, y, z)$ denote the Cartesian coordinates of $r$. We assume that:
(I) The density and local wave velocity are uniform in the $y$ direction, so that $\rho=\rho(x, z)$ and $c=c(x, z)$.
(II) The density and velocity are uniform exterior to the circle $x^{2}+z^{2}=a^{2}$ so that $\rho=\rho_{0}$ and $c=c_{0}$ for $x^{2}+z^{2} \geqslant a^{2}$, $a$ being a finite constant.
(III) The exterior velocity $c_{0}$ satisfies $c_{0} \leqslant c(x, z)$ for all $x$ and $z$. (This condition excludes bound states. See Appendix A.)

We also assume either of the two following geometries:
(IV) The point sources are placed on a circle at positions $\mathbf{r}_{s}=\left(x_{s}, 0, z_{s}\right)$ with $x_{s}^{2}+z_{s}^{2}=a^{2}$.
(IV') The point sources are placed on two lines at positions $\mathbf{r}_{s}=\left(x_{s}, 0, a\right)$ and $\mathbf{r}_{s}=\left(x_{s}, 0,-a\right)$.

If we define $\mathbf{r}_{t}=(x, 0, z)$ and $g\left(\mathbf{r}_{t}\right)=\left[\rho_{0} / \rho\left(\mathbf{r}_{t}\right)\right]^{1 / 2}$ then

$$
\begin{equation*}
\Phi\left(\mathbf{r}_{t}, \mathbf{r}_{s}, k, \omega\right)=g\left(\mathbf{r}_{t}\right) \int_{-\infty}^{\infty} p\left(\mathbf{r}, \mathbf{r}_{s}, \omega\right) e^{-i k y} d y \tag{2}
\end{equation*}
$$

transforms Eq. (1) into

$$
\left(\nabla_{t}^{2}+\xi^{2}\right) \psi\left(\mathbf{r}_{t}, \mathbf{r}_{s}, \xi\right)=V\left(\mathbf{r}_{t} ; \omega\right) \psi\left(\mathbf{r}_{t}, \mathbf{r}_{s}, \xi\right)+\delta\left(\mathbf{r}_{t}-\mathbf{r}_{s}\right),(3)
$$

where $\xi^{2}=\omega^{2} / c_{0}^{2}-k^{2}, \psi\left(\mathbf{r}_{t}, \mathbf{r}_{s}, \xi\right)=\phi\left(\mathbf{r}_{t}, \mathbf{r}_{s}, k, \omega\right)$,

$$
\begin{equation*}
V\left(\mathbf{r}_{t} ; \omega\right)=\omega^{2} c_{o}^{-2}\left[1-c_{0}^{2} c^{-2}\left(\mathbf{r}_{t}\right)\right]+g^{-1}\left(\mathbf{r}_{t}\right) \nabla_{t}^{2} g\left(\mathbf{r}_{t}\right) \tag{4}
\end{equation*}
$$ and $\nabla_{t}^{2}=\partial^{2} / \partial x^{2}+\partial^{2} / \partial z^{2}$ is the transverse Laplacian. Equation (3) for $\mathbf{r}_{t} \neq \mathbf{r}_{s}$ is a two-dimensional Schrödinger equation where $\xi$ plays the role of energy and $V$ plays the role of potential which in this case is energy independent with $\omega$ being a fixed parameter. We assume that the velocity and density are such that $V$ is square integrable.

To obtain data for the inverse problem under Assumption IV, we measure the pressure at the boundary of the cylinder of radius $a$, thus obtaining $p\left(\mathrm{r}, \mathrm{r}_{s}, \omega\right)$ for all r of the form $\mathrm{r}=(x, y, z)$ with $x^{2}+z^{2}=a^{2}$ and for all $\mathrm{r}_{s}$ satisfying Assumption IV above. To obtain data under Assumption IV', we measure the pressure at $\mathbf{r}=(x, y, a)$ for sources at
$\left(x_{s}, 0, a\right)$ and $\left(x_{s}, 0,-a\right)$ and at $\mathbf{r}=(x, y,-a)$ for sources at ( $x_{s}, 0,-a$ ). In either case the transformation (2) transforms this data into $\psi\left(\mathbf{r}_{t}, \mathbf{r}_{s}, \xi\right)$ for Eq. (3), which is known for all $\mathbf{r}_{t}$ and $r_{s}$ as above and for $\xi$ of the form $\xi^{2}=\omega^{2} / c_{0}^{2}-k^{2}$ for all real $k$. In the $\xi$ variable, we therefore have data on the positive imaginary axis and on the interval $\left(0, \omega / c_{0}\right)$. Since the problem is now wholly two dimensional, we shall drop the subscripts " $t$ " and write $\mathbf{r}=(x, z)$. We will use carets to denote the two-dimensional unit vectors.

## III. TRANSFORMATION TO PLANE-WAVE INCIDENCE

Equation (3) may be cast into the Lippmann-Schwinger integral equation

$$
\begin{aligned}
\psi\left(\mathbf{r}, \mathbf{r}_{s}, \xi\right)= & G\left(\mathbf{r}, \mathbf{r}_{s}, \xi\right) \\
& +\int_{\left|r^{\prime}\right|<a} V\left(\mathbf{r}^{\prime} ; \omega\right) \psi\left(\mathbf{r}^{\prime}, \mathbf{r}_{s}, \xi\right) G\left(\mathbf{r}, \mathbf{r}^{\prime}, \xi\right) d^{2} \mathbf{r}^{\prime},(5)
\end{aligned}
$$

where $G\left(\mathbf{r}, \mathbf{r}^{\prime}, \xi\right)=-\frac{1}{4} i H_{0}^{(1)}\left(\xi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)$ is the two-dimensional Green's function. We write Eq. (1) as $\psi=\psi^{\text {inc }}+\psi^{\text {sc }}$, where $\psi^{\text {inc }}$ and $\psi^{\text {sc }}$ denote the incident and scattered wave functions, respectively.

If the incident field were the plane wave $e^{i \xi \cdot x}$ with $\xi=\xi \hat{\xi}$ rather than the two-dimensional Green's function $G\left(\mathbf{r}, \mathbf{r}_{s}, \xi\right)$, then Eq. (3) would be

$$
\begin{equation*}
\left(\nabla^{2}+\xi^{2}\right) \phi(\mathbf{r}, \hat{\xi}, \xi)=V(\mathbf{r} ; \omega) \phi(\mathbf{r}, \xi, \xi) \tag{6}
\end{equation*}
$$

with a corresponding Lippmann-Schwinger integral equation

$$
\begin{align*}
\phi(\mathbf{r}, \hat{\xi}, \xi)= & \exp (i \xi \cdot \mathbf{r}) \\
& +\int_{\left|r^{\prime}\right|<a} V\left(\mathbf{r}^{\prime} ; \omega\right) \phi\left(\mathbf{r}^{\prime}, \hat{\xi}, \xi\right) G\left(\mathbf{r}, \mathbf{r}^{\prime}, \xi\right) d^{2} \mathbf{r}^{\prime} \tag{7}
\end{align*}
$$

which may be rewritten as $\phi=\phi^{\text {inc }}+\phi^{\text {sc }}$, where inc and sc denote the incident and scattered wave functions, respectively.

For Geometry IV, an argument modeled on that of Berezanskii ${ }^{3}$ (see Appendix B) allows us to relate $\phi^{\text {sc }}$ to $\psi^{\text {sc }}$ by means of the formula
$\phi^{\mathrm{sc}}(\mathbf{r}, \hat{\xi}, \xi)=\sum_{n=0}^{\infty} \frac{4 i^{n+1}}{\pi H_{n}^{(1)}(\xi a)} \int_{0}^{2 \pi} \psi^{s c}\left(\mathbf{r}, \mathbf{r}_{s}, \xi\right) \cos \left(n \theta_{s \xi}\right) d \theta_{s}(8 \mathrm{a})$ for $|\mathbf{r}|=a=\left|\mathbf{r}_{s}\right|$. The prime on the summation sign in (8a) indicates that the $n=0$ term is halved. For Geometry $\mathrm{IV}^{\prime}$, for reflection from above, we use

$$
\begin{align*}
\phi^{\mathrm{sc}}(\mathbf{r}, \hat{\xi}, \xi)= & i \xi 2^{-1} \cos \theta_{\xi} \int_{-\infty}^{\infty} \psi^{s \mathrm{c}}\left(\mathbf{r}, \mathbf{r}_{s}, \xi\right) \\
& \times \exp \left(i x_{s} \xi \sin \theta_{\xi}\right) d x_{s} \tag{8b}
\end{align*}
$$

where $\theta_{\xi}$ is the angle between $\mathrm{r}_{s}$ and $\xi$; for the reflection from below and for transmission there are similar formulas.

The transformation (8) allows us to transform our point source data into plane-wave-incident data; however, we still have the problem that our data is known on the imaginary axis and not on the whole real axis. Following Stickler and Deift, ${ }^{4}$ we deal with this problem as follows.

We know from the Lippmann-Schwinger equation [Eq. (8)] that in the absence of bound and half-bound states $\Phi=\exp (-\mathrm{i} \xi \cdot \mathrm{r}) \phi^{\text {sc }}$ is analytic in the upper half $\xi$ plane.
Moreover, a generalization of a proof in Cheney ${ }^{5}$ shows that $\Phi$ is in the Hardy space $H^{2+}$, which is the space of functions
analytic in the upper half-plane that are uniformly square integrable on each horizontal line. In order to obtain $\Phi$ on the real axis, we now apply a theorem of Van Winter's. ${ }^{6}$ Her theorem allows us to determine $\Phi$ for real $\xi$ by means of two successive transforms. We first form the Mellin transform

$$
\begin{equation*}
\widetilde{\Phi}(\mathbf{r}, \hat{\xi}, t)=\exp \left(\frac{-\pi t}{2}+\frac{i \pi}{4}\right) \int_{0}^{\infty} \Phi(\mathbf{r}, \hat{\xi} i s) s^{i t-1 / 2} d s \tag{9a}
\end{equation*}
$$

then we perform the inverse Mellin transform
$\exp \left(-\xi \cdot \mathbf{r} \mid \phi^{\mathrm{sc}}(\mathbf{r}, \hat{\xi}, \xi)=(2 \pi)^{-1} \int_{-\infty}^{\infty} \widetilde{\Phi}(\mathbf{r}, \hat{\xi}, t) \xi^{-i t-1 / 2} d t\right.$.

Alternatively, if we wish to avoid analytic continuation altogether, we can use only the data we have on the real axis, namely $\phi^{\text {sc }}(\mathbf{r}, \hat{\xi}, \xi)$ for $0 \leqslant \xi \leqslant \omega / c_{0}$. Use of this data alone should lead to an answer with limited resolution. For the one-dimensional inverse scattering case, a theory of inversion using limited data has been worked out by Mel'nikov'; the higher-dimensional version has yet to be investigated.

## IV. THE SCATTERING AMPLITUDE

The scattering amplitude $A\left(\xi, \hat{\xi}^{\prime}, \hat{\xi}\right)$, corresponding to plane-wave incidence in the $\hat{\xi}$ direction and scattered cylindrical wave in direction $\hat{\xi}^{\prime}$, must next be determined from $\phi^{\text {sc }}(\mathbf{r}, \hat{\xi}, \xi)$ for $|\mathbf{r}|=a$ (for Assumption IV) or $\mathbf{r}=(x, a)$ and $\mathbf{r}=(x,-a)$ (for Assumption IV'). First we consider the case of Assumption IV. Because $\phi^{\text {sc }}$ for $|\mathbf{r}| \geqslant a$ satisfies the Schrödinger equation with zero potential and also satisfies the radiation condition at $|\mathbf{r}| \rightarrow \infty$, we can write the solution for $|\mathbf{r}| \geqslant a$ as $\phi^{\text {sc }}=\Sigma_{m=-\infty}^{\infty} a_{m} H_{m}^{(1)}(\xi, r) e^{-i m \theta} ;$ at $r=a$ the coefficients $a_{m} H_{m}^{(1)}(\xi a)$ must be the Fourier coefficients of $\left.\phi^{s c}\right|_{r=a}$. This gives us

$$
\begin{align*}
\phi^{s c}(\mathbf{r}, \hat{\xi}, \xi)= & \sum_{m=-\infty}^{\infty} \frac{H_{m}^{(1)}(\xi|\mathbf{r}|) e^{-i m \theta}}{2 \pi H_{m}^{(1)}(\xi a)} \\
& \times\left.\int_{0}^{2 \pi} \phi^{s c}\left(\mathbf{r}^{\prime}, \hat{\xi}, \xi\right)\right|_{|, \cdot|=a} e^{i m \theta^{\prime}} d \theta^{\prime} \tag{10a}
\end{align*}
$$

from which, by using the asymptotic expansion of the Hankel functions for large argument, we conclude that

$$
\begin{align*}
A\left(\xi, \hat{\xi}^{\prime}, \hat{\xi}\right)= & \sum_{m=-\infty}^{\infty} \frac{4 e^{-i m\left(\theta^{\prime}+\pi / 2\right)}}{2 \pi H_{m}^{(1)}(\xi a)} \\
& \times\left.\int_{0}^{2 \pi} \phi^{\mathrm{sc}}(\mathbf{r}, \hat{\xi}, \xi)\right|_{|\mathbf{r}|=a} e^{i m \theta} d \theta \tag{10b}
\end{align*}
$$

where $\hat{\xi}^{\prime}=\left(\sin \theta^{\prime}, \cos \theta^{\prime}\right)$.
Now, under Assumption IV', and for the case of reflection from above,

$$
\begin{align*}
A\left(\xi, \hat{\xi}^{\prime}, \hat{\xi}\right)= & -2 i \xi \sin \theta^{\prime} \exp \left(i \xi a \sin \theta^{\prime}\right) \\
& \times \int_{-\infty}^{\infty} \phi^{\mathrm{sc}}((x, a), \hat{\xi}, \xi) \exp \left(-i \xi x \cos \theta^{\prime}\right) d x \tag{10c}
\end{align*}
$$

The results for reflection from below and transmission are similar. Weglein, Boyse, and Anderson, ${ }^{3}$ Weglein and Silvia, ${ }^{9}$ and Stolt and Jacobs ${ }^{10}$ provided various equivalent methods for extracting $A(\xi, \hat{\alpha}, \hat{\beta})$ from $\psi^{c c}$ for situations such as IV and IV'.

## V. RECONSTRUCTION OF THE POTENTIAL FROM THE SCATTERING AMPLITUDE

We now use $A(\xi, \hat{\alpha}, \hat{\beta})$ as input into any of the existing two-dimensional inverse scattering theories, each of which requires different assumptions on the potential. Knowledge of the large $\xi$ behavior of $A$ gives us an inversion via the Born method: the Fourier transform $\widehat{V}$ is computed via

$$
\begin{equation*}
\hat{V}(\tau ; \omega)=\lim _{\substack{\xi \rightarrow \infty \\ \xi(\widehat{\alpha}-\hat{\beta})=\tau}} A(\xi, \hat{\alpha}, \hat{\beta}), \tag{11}
\end{equation*}
$$

and then the Fourier transform is inverted.
A method with less dependence on large $\xi$ data is the Newton-Cheney machinery. ${ }^{11,5}$ We compute the kernel $G$ of the Marchenko equation,

$$
\begin{align*}
G_{\mathrm{r}}(s, \hat{\alpha}, \hat{\beta})= & 2(2 \pi)^{3 / 2} i \int_{-\infty}^{\infty} \exp [i \xi(s(\hat{\alpha}+\hat{\beta}) \cdot \mathrm{r})] \\
& \times(\operatorname{sgn} \xi) A^{*}(\xi, \hat{\beta}, \hat{\alpha}) d \xi, \tag{12}
\end{align*}
$$

where the asterisk denotes complex conjugate. We insert $G_{r}$ into the Marchenko equation,

$$
\begin{align*}
\eta(s, \hat{\alpha}, \mathbf{r})= & \int_{0}^{\infty} \int_{S^{\prime}} G_{\mathbf{r}}(s+q, \hat{\alpha}, \hat{\beta}) \eta(q,-\hat{\beta}, \mathbf{r}) d \hat{\beta} d q \\
& +\int_{S^{\prime}} G_{\mathbf{r}}(s, \hat{\alpha}, \hat{\beta}) d \hat{\beta} \tag{13}
\end{align*}
$$

where $S^{1}$ denotes the unit circle and $s>0$. For each $r$, we must then solve (13) for $\eta(s, \hat{\alpha}, r)$, from which the potential $V(\mathbf{r} ; \omega)$ can be computed via

$$
\begin{equation*}
V(\mathbf{r} ; \omega)=-\left.2 \widehat{\alpha} \cdot \nabla_{\mathbf{r}} \eta(s, \widehat{\alpha}, \mathbf{r})\right|_{s=0^{+}} \tag{14}
\end{equation*}
$$

We remark that this solution must be miraculous, i.e., the right side of (14) must be independent of $\hat{\alpha}$. This method therefore applies only to the reconstruction problem.

Another method, which applies only to weak potentials, is an iterative scheme introduced by Moses ${ }^{12}$ and Prosser. ${ }^{13}$

## VI. RECONSTRUCTION OF THE VELOCITY AND DENSITY FROM THE POTENTIAL

If, as in Coen, ${ }^{2}$ we perform the acoustic experiment with two arbitrary frequencies $\omega_{1}$ and $\omega_{2}$ the procedure described will reproduce the two potentials $V\left(\mathbf{r} ; \omega_{l}\right), l=1,2$. Thus, the velocity is given by

$$
\begin{align*}
& c^{2}(\mathbf{r}) c_{0}^{-2}=\left(\omega_{1}^{2}-\omega_{2}^{2}\right)\left\{\omega_{1}^{2}-\omega_{2}^{2}\right. \\
&\left.\quad-c_{0}^{2}\left[V\left(\mathbf{r} ; \omega_{1}\right)-V\left(\mathbf{r} ; \omega_{2}\right)\right]\right\}^{-1}  \tag{15}\\
&\left\{\nabla^{2}-\epsilon\left(\mathbf{r} ; \omega_{1}\right)\right\} g(\mathbf{r})=0, \quad g(\mathbf{r})=1 \text { for }|\mathbf{r}|=\mathbf{a} \tag{16}
\end{align*}
$$

where $\epsilon\left(\mathbf{r} ; \omega_{1}\right)=V\left(\mathbf{r} ; \omega_{1}\right)-\omega_{1}^{2} c_{0}^{-2}\left[1-c_{0}^{2} c^{-2}(\mathbf{r})\right]$ and $\rho(\mathbf{r}) \rho_{0}^{-1}=g^{-2}(\mathbf{r})$.

The solution of $g$ of (16) is unique if it is positive, because if $v$ were another solution then $(g-v) / g$ satisfies an equation to which the maximum principle applies. Moreover, $g$ is guaranteed to be positive if we are doing a reconstructive problem.
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## APPENDIX A

Here we briefly outline the proof that there are no bound or half-bound states when $c_{0}<c(x, z)$.

We multiply both sides of Eq. (7) by $\phi^{*}$, change $\phi$ to $\Phi$ via $\phi=g \Phi$, and then use the expansion of $\left(\nabla \cdot g^{2} \Phi^{*}\right) \nabla \Phi$. Upon integration and use of the divergence theorem, this results in

$$
\begin{align*}
\int_{S} g^{2} \Phi * \frac{\partial \Phi}{\partial n} d s= & -\xi^{2} \int_{D} g^{2}|\Phi|^{2} d x d z \\
& +\int_{D} g^{2} \frac{\omega^{2}}{c_{0}^{2}}\left(1-\frac{c_{0}^{2}}{c^{2}(x, z)}\right)|\Phi|^{2} d x d z \\
& +\int_{D} g^{2}|\nabla \Phi|^{2} d x d z \tag{A1}
\end{align*}
$$

where $S$ is the circle that bounds the area of the region $D$. If we let the radius of this circle go to infinity, then the left side of (Al) will vanish which implies that $\xi^{2}$ must be strictly positive provided that $\omega$ is real and $c_{0} \leqslant c(x, z)$. If $\phi$ is a bound or half-bound state, however, we must have $\xi^{2} \leqslant 0$. We thus conclude that the condition $c_{0} \leqslant c(x, z)$ guarantees the absence of bound and half-bound states.

Even without the condition $c_{0} \leqslant c(x, z)$, however, the presence or absence of bound states can be ascertained from the data, because bound states give rise to poles of $\phi\left(\mathbf{r}_{i}, \boldsymbol{\xi}, \xi\right)$ that are located precisely on the imaginary axis.

## APPENDIX B

In this Appendix we derive (8a). From (3) and (5) we deduce that $\psi^{s c}$ satisfies the equation

$$
\begin{equation*}
\left[\nabla^{2}+\xi^{2}-V(\mathbf{r} ; \omega)\right] \psi^{s c}\left(\mathbf{r}, \mathbf{r}_{s}, \omega\right)=V(\mathbf{r} ; \omega) G\left(\mathbf{r}, \mathbf{r}_{s}, \xi\right) \tag{B1}
\end{equation*}
$$

Similarly, from (6) and (7) we see that $\phi^{\text {sc }}$ satisfies

$$
\begin{equation*}
\left[\nabla^{2}+\xi^{2}-V(\mathbf{r} ; \omega)\right] \phi^{s c}(\mathbf{r}, \hat{\xi}, \xi)=V(\mathbf{r} ; \omega) \exp (i \xi \cdot \mathbf{r}) \tag{B2}
\end{equation*}
$$

We recall ${ }^{14}$ that $\nabla^{2}-V$ is a self-adjoint operator with domain $W^{2,2}$ (the space of $L^{2}$ functions having two derivatives also in $L^{2}$ ) and range $L^{2}$. Moreover, if $V$ has no bound states, then for $\xi$ on the positive imaginary axis, $\xi^{2}$ is in the resolvent set. The inverse $\left[\nabla^{2}+\xi^{2}-V\right]^{-1}$ is therefore a bounded operator mapping $L^{2}$ onto $W^{2,2}$, and we can write (B1) and (B2) as

$$
\begin{align*}
& \psi^{\mathrm{sc}}\left(\mathbf{r}, \mathbf{r}_{s}, \xi\right) \\
& \quad=\left[\nabla^{2}+\xi^{2}-V\right]^{-1}(-i / 4) V(\mathbf{r} ; \omega) H_{0}^{(1)}\left(\xi\left|\mathbf{r}-\mathbf{r}_{s}\right|\right)( \tag{B3}
\end{align*}
$$

and

$$
\begin{equation*}
\phi^{\mathrm{sc}}(\mathbf{r}, \hat{\xi}, \xi)=\left[\nabla^{2}+\xi^{2}-V\right]^{-1} V(\mathbf{r} ; \omega) \exp (i \xi \cdot \mathbf{r}) \tag{B4}
\end{equation*}
$$

respectively. We note that the resolvent $\left[\nabla^{2}+\xi^{2}-V\right]^{-1}$ operates only in the $\mathbf{r}$ variable; the variables $\xi, \mathrm{r}_{s}$, and $\xi$ are merely parameters.

Next we use the well-known ${ }^{15}$ Bessel function identities to express the exponential in (B4) in terms of Hankel functions. Roughly, we are adding up point sources to simulate a
plane wave. In particular, we use the following identities:
$\exp \left(i \xi|\mathbf{r}| \cos \theta_{r, \xi}\right)$

$$
\begin{equation*}
=J_{0}(\xi|\mathbf{r}|)+2 \sum_{n=1}^{\infty} i^{n} J_{n}(\xi|\mathbf{r}|) \cos n \theta_{r, \xi} \tag{B5}
\end{equation*}
$$

$\boldsymbol{H}_{0}\left(\boldsymbol{\xi}\left|\mathbf{r}-\mathbf{r}_{s}\right|\right)$

$$
\begin{equation*}
=\sum_{k=-\infty}^{\infty} H_{k}\left(\xi\left|\mathbf{r}_{s}\right| J_{k}(\xi|\mathbf{r}|) \cos \left(k \theta_{r, r_{s}}\right)\right. \tag{B6}
\end{equation*}
$$

$\int_{0}^{2 \pi} \cos n \theta_{r_{, ~}, r_{s}} \cos k \theta_{r_{r} \xi} d \theta_{r_{s}}$

$$
\begin{equation*}
=\pi\left(\delta_{n,-k}+\delta_{n, k}\right) \cos \theta_{r, \xi} \tag{B7}
\end{equation*}
$$

where $\theta_{r, \xi}=\theta_{r}-\theta_{\xi}$ is the angle between the vectors $r$ and $\xi$. We multiply (B6) by $\cos n \theta_{r_{s} \xi}$ and integrate with respect to $\theta_{r_{s}}$ to pick out a single term on the right side of (B6). We plug the resulting expression for $J_{n}(\xi|\mathbf{r}|) \cos n \theta_{r, \xi}$ into (B5) to obtain

$$
\begin{align*}
\exp (i \xi \cdot \mathbf{r})= & \sum_{n=0}^{\infty} i^{n} \int_{0}^{2 \pi} H_{0}\left(\xi\left|\mathbf{r}-\mathbf{r}_{s}\right|\right) \\
& \times \cos n \theta_{r_{s} \xi} d \theta_{r_{s}}\left[\pi H_{n}\left(\xi\left|\mathbf{r}_{s}\right|\right)\right]^{-1} \tag{B8}
\end{align*}
$$

where the prime on the sum indicates that the $n=0$ term is to be multiplied by $\frac{1}{2}$.

We now use $(\mathbf{B} 8)$ in $(B 4)$; since $\left[\nabla^{2}+\xi^{2}-V\right]^{-1}$ is continuous, it can be brought inside the summation and integration signs. We then use (B3) to obtain (8a).

## APPENDIX C

In this Appendix we derive (8b). We first compute the Fourier transform of the Hankel function $H_{0}^{(1)}$. We use the representation

$$
\begin{equation*}
-\frac{i}{4} H_{0}^{(1)}(\xi r)=(2 \pi)^{-2} \int \exp (i \mathbf{k} \cdot \mathbf{r})\left(\xi^{2}-k^{2}\right)^{-1} d \mathbf{k} \tag{C1}
\end{equation*}
$$

The Fourier transform can then be computed easily from (C1),

$$
\begin{align*}
& -\frac{i}{4} \int_{-\infty}^{\infty} \exp (-i \eta x) H_{0}^{(1)}(\xi r) d x \\
& \quad=(2 \pi)^{-1} \int \exp \left(i k_{2} z\right)\left(\xi^{2}-\eta^{2}+k_{2}^{2}\right)^{-1} d k_{2} \\
& \quad=(i / 2) \exp \left[i\left(\xi^{2}-\eta^{2}\right)^{1 / 2}|z|\right]\left(\xi^{2}-\eta^{2}\right)^{-1 / 2} \tag{C2}
\end{align*}
$$

For $r=\left|\mathbf{r}-\mathbf{r}_{s}\right|,(\mathrm{C} 2)$ becomes

$$
\begin{align*}
& -\frac{i}{4} \int_{-\infty}^{\infty} \exp \left(-i \eta x_{s}\right) H_{0}^{(1)}\left(\xi\left|\mathbf{r}-\mathbf{r}_{s}\right|\right) d x_{s} \\
& \quad=(i / 2) \exp \left[i\left(\xi^{2}-\eta^{2}\right)^{1 / 2}\left|z-z_{s}\right|+i \eta x\right]\left(\xi^{2}-\eta^{2}\right)^{-1 / 2} \tag{C3}
\end{align*}
$$

In (C3) we then make the substitution $\eta=\xi \sin \theta, 0<\theta<\pi$, and write $\hat{\theta}=(\cos \theta, \sin \theta)$,

$$
\begin{align*}
& -\frac{i}{4} \int_{-\infty}^{\infty} \exp \left(-i \xi \sin \theta x_{s}\right) H_{0}^{(1)}\left(\xi\left|\mathbf{r}-\mathbf{r}_{s}\right|\right) d x_{s} \\
& \quad=(i / 2) \exp \left[i\left(x, z-z_{s}\right) \cdot \hat{\theta}\right](\xi \cos \theta)^{-1} \tag{C4}
\end{align*}
$$

We use (C4) in (B4), obtaining (8b).

## APPENDIX D

In this Appendix we derive (10c). As in the case of Geometry IV, we know that $\phi^{\text {sc }}$ for $\mathrm{r}=(x, z)$ with $|z|>a$ satis-
fies the Schrödinger equation with zero potential. Moreover, the values of $\phi^{\text {sc }}$ for $r=(x, \pm a)$ are known, and at infinity $\phi^{\text {sc }}$ satisfies the radiation condition.

Because $\phi^{\text {sc }}$ is a generalized eigenfunction of $\Delta$ corresponding to $-\xi^{2}$, it can be written

$$
\begin{equation*}
\phi^{\mathrm{sc}}(\mathbf{r}, \hat{\xi}, \xi)=\int_{-\pi / 2}^{\pi / 2} b(\xi, \hat{\theta}) \exp (i \xi \hat{\theta} \cdot r) d \hat{\theta} \tag{D1}
\end{equation*}
$$

where $b$ is to be determined as follows. [The range of integration in (D1) is restricted in order to satisfy the radiation condition.] On the line $z=a$ we write $\hat{\theta} \cdot \mathrm{r}=x \cos \theta+a \sin \theta$, where $\theta$ is measured from the $x$ axis. We then multiply (D1) by $\xi \exp (-i x \xi \cos \theta)$ and integrate over $x$ :

$$
\begin{align*}
\int_{-\infty}^{\infty} & \phi^{\mathrm{sc}}((x, a), \hat{\xi}, \xi) \exp (-i x \xi \cos \phi) \xi d x \\
& =2 \pi \int_{-\pi / 2}^{\pi / 2} b(\xi, \hat{\theta}) \exp (i \xi a \sin \theta) \delta(\cos \theta-\cos \phi) d \theta \\
& =-2 \pi b(\xi, \hat{\theta}) \exp (i \dot{\xi} a \sin \theta) / \sin \theta \tag{D2}
\end{align*}
$$

This gives us $b$ in terms of the known values of $\phi^{\mathrm{sc}}$ :

$$
\begin{align*}
b(\xi, \hat{\theta})= & -\xi(2 \pi)^{-1} \sin \theta \int_{-\infty}^{\infty} \phi^{\mathrm{sc}}((x, a), \hat{\xi}, \xi) \\
& \times \exp (-i \xi(x,-a) \cdot \hat{\phi}) d x \tag{D3}
\end{align*}
$$

Use of (D3) in (D1) gives us

$$
\begin{align*}
\phi^{\mathrm{sc}}(\mathbf{r}, \hat{\xi}, \xi)= & -\xi(2 \pi)^{-1} \int_{0}^{2 \pi} \sin \theta \int_{-\infty}^{\infty} \phi^{\mathrm{sc}}((x, a), \hat{\xi}, \xi) \\
& \times \exp [i \xi \hat{\theta} \cdot(\mathbf{r}-(x,-a))] d x d \theta \tag{D4}
\end{align*}
$$

Our next task is to compute the $r^{-1 / 2}$ term of the large- $r$ asymptotic expansion for $\phi^{\text {sc }}$, because this term will give us the scattering amplitude.

An application of the stationary phase approximation to (D1) results in

$$
\begin{align*}
\phi^{\mathrm{sc}}(\mathbf{r}, \hat{\xi}, \xi)= & \pi^{1 / 2}(2 \xi r)^{-1 / 2} b(\xi, \hat{r}) \\
& \times \exp (i \xi r+i \pi / 4)+O\left((\xi r)^{-1}\right) . \tag{D5}
\end{align*}
$$

The $(\xi r)^{-1 / 2}$ term of $\phi^{\text {sc }}$ can also be computed another way, namely by means of the Lippman-Schwinger equation. The $(\xi r)^{-1 / 2}$ term is

$$
\begin{equation*}
(8 \pi)^{-1 / 2} \exp (-3 \pi i / 4)(\xi r)^{-1 / 2} A(\xi, \hat{r}, \hat{\xi}) \exp (i \xi r) \tag{D6}
\end{equation*}
$$

Comparison of (D5) and (D6) tells us that

$$
\begin{aligned}
A(\xi, \hat{r}, \hat{\xi})= & -2 b(\xi, \hat{r}) \\
= & -\xi \pi^{-1} \sin \theta_{r} \int_{-\infty}^{\infty} \phi^{\mathrm{sc}}((x, a), \hat{\xi}, \xi) \\
& \times \exp (-i \xi(x,-a) \cdot \hat{r}) d x
\end{aligned}
$$

where $\theta_{r}$ is the angle between r and the $x$ axis.
${ }^{\text {'J. A. Ware and K. Aki, J. Acoust. Soc. Am. 45, } 911 \text { (1969). }}$
${ }^{2}$ S. Coen, J. Math. Phys. 22, 2338 (1981); Geophysics 46, 1244 (1981); J.
Acoust. Soc. Am. 70, 1473 (1981); Geophysics 47, 898 (1982); Bull. Seismol. Soc. Am.72, 809 (1982); J. Geophys. Res. 88, 4299 (1983).
${ }^{3}$ Ju. M. Berezanskii, AMS Transl. Ser. 235, 167 (1964).
${ }^{4}$ D. C. Stickler and P. A. Deift, J. Acoust. Soc. Am. 70, 1723 (1981).
${ }^{5}$ M. Cheney, J. Math. Phys. 25, 94 (1984); 25, 94 (1984).
${ }^{6}$ C. Van Winter, Trans. Am. Math. Soc. 162, 103 (1971).
${ }^{7}$ V. K. Mel'nikov, Am. Math. Soc. Transl. 25, 271 (1963).
${ }^{8}$ A. B. Weglein, W. E.Boyse, and J. E. Anderson, Geophysics 48, 1116 (1981).
${ }^{9}$ A. B. Weglein and M. T. Silvia, "Scattering theory approach to the identification of the Helmholtz equation: a near-field solution," J. Acoust. Soc. Am. 69, 483-488 (1981).
${ }^{10}$ R. H. Stolt and B. Jacobs, "Inversion of seismic data in a laterally heterogeneous media," paper presented at the 1980 S.E.G. meeting, Houston, Texas.
${ }^{11}$ R. G. Newton, J. Math. Phys. 21, 1968 (1980); 22, 2191 (1981); 23, 594
(1982).
${ }^{12}$ H. E. Moses, Phys. Rev. 102, 559 (1956).
${ }^{13}$ R. Prosser, J. Math. Phys. 21, 2648 (1980); J. Math. Phys. 23, 2127 (1982).
${ }^{14}$ M. Reed and B. Simon, Methods of Modern Mathematical Physics (Academic, New York, 1975).
${ }^{15}$ Handbook of Mathematical Functions, edited by M. Abramowitz and I. A. Stegun (National Bureau of Standards, Washington, D.C., 1964).

# The quantum scattering amplitude in $\mathbb{R}^{n}$ for potentials decreasing faster than $|X|^{-(n+1) / 2}$ 

J. M. Combes ${ }^{\text {a) }}$ and J. M. Ghez ${ }^{\text {a) }}$<br>Centre de Physique Theorique, Section 2, C.N.R.S. Luminy, Case 907, 13288 Marseille, Cedex 9, France

(Received 9 June 1983; accepted for publication 22 July 1983)


#### Abstract

Within the framework of the two-body problem in quantum mechanics, we prove an "analytic limiting absorption principle" for the Schrödinger operator $H=H_{0}+V$, on $L^{2}\left(\mathbb{R}^{n}\right)$, where $H_{0}=-\Delta$ and $V$ is a real short-range potential, that is, decreasing like $|x|^{-1-\epsilon}, \epsilon>0$, as $|x| \rightarrow \infty$. Applying it in the case where $V$ decreases like $|x|^{-(n+1) / 2}(\log |x|)^{-1-\epsilon}, \epsilon>0$, as $|x| \rightarrow \infty$, we obtain two classes of results for the non-Born part of the scattering amplitude: finiteness, continuity and high energy properties on the positive real axis, including correction to the Born approximation of the cross section; analyticity and high energy properties in the upper half-plane for the forward amplitude.


PACS numbers: 03.65.Nk

## I. INTRODUCTION

Some great progress in stationary scattering theory has been achieved by the beautiful works of Agmon ${ }^{1}$ and Agmon and Hörmander. ${ }^{2}$ For an optimal class of two-body shortrange potentials, they prove the existence of boundary values of Green's operators and some very general results on the asymptotic behavior of the stationary scattering wave functions.

It turns out that such methods can also provide enough information on the non-Born part of the forward scattering amplitude to prove its finiteness and meromorphy in the case of potentials $V$ decaying faster than $|x|^{-(n+1) / 2}$ in $\mathbb{R}^{n}$. For $n=3$, analyticity properties have been investigated in Refs. 3-6 under the condition $V(x)=O\left(|x|^{-3-\epsilon}\right), \epsilon>0$, as $|x| \rightarrow \infty$. There is a gap between this type of condition and those imposed in the very recent works of Amrein and Pearson, ${ }^{7}$ Martin, ${ }^{8}$ Enss and Simon, ${ }^{9}$ and Saito ${ }^{10}$ on the finiteness of the total cross section and of Jensen ${ }^{11}$ on its Born approximation at high energies. All these authors assume essentially that the potential decreases faster than $|x|^{-2}$ as $|x| \rightarrow \infty$.

This paper fills this gap. Indeed, for a (non-necessarily spherically symmetric) real potential $V$ such that $V(x)=O\left(|x|^{-(n+1) / 2}(\log |x|)^{-1-\epsilon}\right), \epsilon>0$, as $|x| \rightarrow \infty$, we prove the finiteness of the total cross section $\sigma\left(k ; \omega_{-}\right)$and of its Born approximation $\sigma_{B}\left(k ; \omega_{-}\right)$for any fixed energy $k^{2}$ and incident direction $\omega_{-}$, their continuity in $k$, their high energy behavior as $k^{-2}$, and the high energy behavior as $k^{-3}$ of the correction $\sigma\left(k ; \omega_{-}\right)-\sigma_{B}\left(k ; \omega_{-}\right)$. Up to now, finiteness, continuity and Born approximation of the total cross section under conditions similar to ours have been obtained only for spherically symmetric potentials, ${ }^{8}$ the average over all incident direction ${ }^{7,8,11}$ or the averages over small energy intervals ${ }^{9,10}$. Moreover, our hypotheses are almost optimal, concerning the decay at infinity [see the remark (i) following Lemma 3.2]. Our results on the cross section are derived from the corresponding ones for the non-Born part $t\left(k ; \omega_{-}, \omega_{+}\right)$of the amplitude by means of the optical

[^19]theorem (for related results, see the works of Agmon ${ }^{12}$ and Saito ${ }^{10}$ ). We establish the existence of a meromorphic continuation of the forward scattering amplitude $t\left(k ; \omega_{-}\right)$to the upper half-plane having a $|k|^{-1}$ high energy behavior. In order to get dispersion relations, we would still need some information about the low energy behavior; however, the discussion of this problem seems to require stronger assumptions than ours on the potential (see e.g., Ref. 13) and will not be developed here.

To avoid unessential technicalities, we derive first our results under the assumption that the potential is pointwise bounded. We will show that local singularities of type $1 /\left|x-x_{0}\right|^{\alpha}, \alpha<2$, do not modify essentially our conclusions. They influence mostly the high energy behavior of $\sigma\left(k ; \omega_{-}\right)-\sigma_{B}\left(k ; \omega_{-}\right)$, which is essentially of order $k^{-\operatorname{inf(}(3,4-\alpha)}$; this improves partially the results of Jensen. ${ }^{11}$

Our main tools are Agmon's method of elliptic a priori estimates and the theory of complex canonical transformations. ${ }^{14}$ Indeed, the key role is played by a limiting absorption principle for the Hamiltonians transformed under the action of complex boost transformations.

In Sec. II, we will collect the definitions on the various spaces and classes of potentials to be used later; we also recall the properties of the complex boosts. In Sec. III, we study the Born approximation to the scattering amplitude and cross section. In Sec. IV, we prove an "analytic limiting absorption principle" and use it to analyze the non-Born part of the amplitude, first on the positive real axis in Sec. $V$ and then in the upper half-plane in Sec. VI. We study in Sec. VII the high energy behaviors in case $V$ has local singularities. Finally, in Sec. VIII, we present some remarks concerning dilation analytic potentials.

## II. MATHEMATICAL PRELIMINARIES

## A. Weighted Sobolev spaces and Besov spaces

Let $H=-\Delta+V$ denote the quantum Hamiltonian with potential $V$. The definition of the scattering amplitude involves the resolvent $R(z)=(H-z)^{-1}$ and its boundary value as $z$ reaches the continuous spectrum of $H$, which is $\mathbf{R}^{+}$in the situations investigated here. It is well known that
this limit does not exist as a bounded operator on $L^{2}\left(\mathbb{R}^{n}\right)$. The limiting absorption principle is the property that, for a suitable auxiliary Banach space $\mathfrak{X}$, the limits

$$
R^{ \pm}\left(k^{2}\right)=\lim _{\epsilon \cdot 0^{ \pm}} R\left(k^{2}+i \epsilon\right)
$$

exist in a suitable topology of $\mathscr{L}\left(\mathfrak{X}, \mathfrak{X}^{*}\right)$, the space of bounded linear operators from $\mathfrak{X}$ to $\mathfrak{X}^{*}$. In case $V=0$,
$H=H_{0}=-\Delta$, Agmon ${ }^{1}$ showed that such limits exist in the norm operator topology of $\mathscr{L}\left(L_{s}^{2}, L_{-s}^{2}\right), s>\frac{1}{2}$, where

$$
L_{s}^{2}\left(\mathbb{R}^{n}\right)=\left\{u \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n}\right),\left(1+|x|^{2}\right)^{s / 2} u \in L^{2}\left(\mathbb{R}^{n}\right)\right\}
$$

is a Banach space for the norm

$$
\|u\|_{0, s}=\left\|\left(1+|x|^{2}\right)^{5 / 2} u\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}
$$

This can be improved ${ }^{1}$ to show existence in $\mathscr{L}\left(L_{s}^{2}, \mathscr{H}_{-s}^{2}\right)$, where
$\mathscr{H}_{s}^{m}\left(\mathbb{R}^{n}\right)=\left\{u \in L_{\text {loc }}^{2}\left(R^{n}\right), D^{\alpha} u \in L_{s}^{2}\left(\mathbb{R}^{n}\right),|\alpha| \leqslant m\right\}, \quad m \in \mathbb{Z}, s \in \mathbb{R}$,
is a Banach space for the norm

$$
\|u\|_{m, s}=\left(\sum_{|\alpha|<m}\left\|D^{\alpha} u\right\|_{0, s}^{2}\right)^{1 / 2}
$$

The restriction $s>\frac{1}{2}$ is easily understood from the trace properties of functions in $L_{s}^{2}\left(\mathbb{R}^{n}\right){ }^{15}$ If one looks for an optimal auxiliary space for which the limiting principle would hold, one can also use, following Agmon and Hörmander, ${ }^{2}$ the Besov space
$\mathfrak{B}\left(\mathbb{R}^{n}\right)=\left\{u \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n}\right),\|u\|_{\mathfrak{g}\left(\mathbf{R}^{n}\right)}=\sum_{j=1}^{\infty} R_{j}^{1 / 2}\|u\|_{L^{2}\left(\Omega_{j}\right)}<\infty\right\}$,
where $R_{0}=0, R_{j}=2^{j-1}$ when $j>0$ and
$\Omega_{j}=\left\{x \in \mathbb{R}^{n}, R_{j-1}<|x|<R_{j}\right\}$. Notice that $L_{s}^{2}\left(\mathbb{R}^{n}\right) \subset \mathfrak{B}\left(\mathbb{R}^{n}\right)$
$\subset L_{1}^{2}\left(\mathbb{R}^{n}\right)$ for all $s>\frac{1}{2}$; in terms of decay at infinity, the elements of $\mathfrak{B}\left(\mathbf{R}^{n}\right)$ essentially decrease faster than
$C|x|^{-(n+1) / 2}(\log |x|)^{-1-\epsilon}$ for some $C, \epsilon>0$. The dual space $\mathfrak{B} *\left(\mathbf{R}^{n}\right)$ can be shown ${ }^{2}$ to be identified by the rather suggestive property (from a scattering point of view)

$$
\mathfrak{B} *\left(\mathbb{R}^{n}\right)=\left\{u \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n}\right), \sup _{R>1} \frac{1}{R} \int_{|x|<R}|u(x)|^{2} d x<\infty\right\}
$$

Further properties of $\mathfrak{B}^{*}\left(\mathbb{R}^{n}\right)$ will be described in Appendix A.

## B. Short-range potentials

By perturbative arguments, the limiting absorption principle can be proved when the potential $V$ belongs to the so-called "short-range class"; a real function $V \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{n}\right)$ is called a short-range potential if, for some $\epsilon>0$, the mapping $u(x) \rightarrow\left(1+|x|^{2}\right)^{1 / 2+\epsilon} V(x) u(x)$ defines a compact operator from $\mathscr{H}^{2}\left(\mathbf{R}^{n}\right)$ to $L^{2}\left(\mathbf{R}^{n}\right)$. In view of our discussion of strong singularities in Sec. VII, it is worth noticing that one could weaken the assumption and require compactness from $\mathscr{H}^{1}\left(\mathbb{R}^{n}\right)$ to $\mathscr{H}^{-1}\left(\mathbb{R}^{n}\right),{ }^{15}$ allowing in this way to form bounded perturbations.

For what follows, it is important to make the following remarks:
(i) The short-range class includes obviously bounded potentials such that

$$
|V(x)|<C(1+|x|)^{-(n+1) / 2} \log (2+|x|)^{-1-\epsilon}, \quad \epsilon>0
$$

(ii) A short-range potential $V$ is compact from $\mathscr{H}^{2}\left(\mathbb{R}^{n}\right)$ to $L^{2}\left(\mathbb{R}^{n}\right)$ and also from $\mathscr{H}_{-s}\left(\mathbb{R}^{n}\right)$ to $L_{s}^{2}\left(\mathbb{R}^{n}\right)$ for $s<s_{0}$, where $s_{0}>\frac{1}{2}$ depends on the rate of decay of $V$. Then, in particular, $V$ is compact from $\mathscr{H}_{-s}\left(\mathbb{R}^{n}\right)$ to $\mathfrak{B}\left(\mathbb{R}^{n}\right)$ for all $s<s_{0}$.
(iii) For a short range potential $V$, the Hamiltonian $H=H_{0}+V$ is a self-adjoint operator on $L^{2}\left(\mathbb{R}^{n}\right)$, with domain $\mathscr{H}^{2}\left(\mathbb{R}^{n}\right)$. Its essential spectrum is $\mathbb{R}^{+}$and nonzero eigenvalues are of finite multiplicity; they form a discrete set with 0 and $+\infty$ as only possible limit points. ${ }^{1}$ We will discuss some situations where it can be asserted that $+\infty$ is not a limit point (or equivalently the positive point spectrum is finite). Actually, one can exclude positive point spectrum under rather general conditions (see, e.g., Refs. 16 and 17).
(iv) If $V$ is short range, $H$ has no continuous singular spectrum, and wave operators exist and are complete.

## C. The boost group ${ }^{14}$

The boost group is the linear representation in $L^{2}\left(\mathbb{R}^{n}\right)$ of the group of translations in momentum space. Its action on $u \in L^{2}\left(\mathbb{R}^{n}\right)$ is given by

$$
B(\tau) u(x)=e^{i \tau \cdot x} u(x), \quad \tau \in \mathbb{R}^{n}
$$

Define $H_{0}(\tau)=B^{-1}(\tau) H_{0} B(\tau)=(p+\tau)^{2}$ and (if $V$ is local) $H(\tau)=B^{-1}(\tau) H B(\tau)=H_{0}(\tau)+V$; then, if $V$ is $H_{0}$-compact, the family $H(\tau)$ can be extended in $\mathbb{C}^{n}$ to an analytic family of


FIG. 1.
type $A .{ }^{18}$ The spectrum of $H(\tau)$ depends only on $\operatorname{Im} \tau$; it is represented on Fig. 1. We refer to Ref. 14 for further details.

## III. THE SCATTERING AMPLITUDE AND THE CROSS SECTION FOR POTENTIALS IN THE BESOV CLASS

The scattering amplitude is defined as

$$
F\left(k ; \omega_{-}, \omega_{+}\right)=C_{n} e^{-i(n-3) \pi / 4} k^{(n-3) / 2} T\left(k ; \omega_{-}, \omega_{+}\right),
$$

where $C_{n}=-\pi^{-(n-1) / 2} 2^{-(n+1) / 2}(2 \pi)^{n}$ and

$$
\begin{aligned}
T\left(k ; \omega_{-}, \omega_{+}\right)= & \frac{1}{(2 \pi)^{n}}\left[\left\langle V e^{i k \omega_{+} \cdot x}, e^{i k \omega_{-} \cdot x}\right\rangle\right. \\
& \left.-\lim _{\epsilon \cdot 0^{+}}\left\langle V e^{i k \omega_{+} \cdot x}, R\left(k^{2}+i \epsilon\right) V e^{i k \omega_{-} \cdot x}\right\rangle\right] .
\end{aligned}
$$

Here $\omega_{ \pm} \in S^{n-1}$, the unit sphere in $\mathbb{R}^{n}$, and $k \in \mathbb{R}^{+} \backslash\{0\}$.
Some general results on continuity properties of $T$ can be found in Refs. 10 and 12. Here we will concentrate mostly on its $L^{2}$ properties. Consider first the Born term:

$$
t_{B}\left(k ; \omega_{--}, \omega_{+}\right)=\left[1 /(2 \pi)^{n}\right]\left\langle V e^{i k \omega_{+} \cdot x}, e^{i k \omega_{-} \cdot x}\right\rangle
$$

For potentials in $\mathfrak{B}\left(\mathbb{R}^{n}\right)$, one has

$$
t_{B}\left(k ; \omega_{-}, \omega_{+}\right)=(2 \pi)^{-n / 2} \widehat{V}\left(k\left(\omega_{+}-\omega_{-}\right)\right)
$$

where $\widehat{V}$ denotes the Fourier transform of $V$; we will see later that this function exists for $k \in \mathbb{R}^{+} \backslash\{0\}$ as a square-integrable function of $\omega_{+}$for each fixed $\omega_{-}$; it is worth mentioning that this is an aspect of a trace property for Fourier transforms of elements of Besov space (see Ref. 2, Theorem 2.3). From this point of view, it appears that such a property would not hold for a strictly larger class of potentials than $\mathfrak{F}\left(\mathbb{R}^{n}\right)$ [see remark (i) below]. In general, $t_{B}$ is not defined pointwise; in particular, the forward Born amplitude

$$
t_{B}\left(k ; \omega_{-}, \omega_{-}\right)=(2 \pi)^{-n / 2} \widehat{V}(0)
$$

is not finite in general unless $V \in L^{1}\left(\mathbb{R}^{n}\right)$.
Concerning the non-Born term

$$
\begin{equation*}
t\left(k ; \omega_{-}, \omega_{+}\right)=\frac{1}{(2 \pi)^{n}} \lim _{\epsilon 10^{+}}\left\langle V e^{i k \omega_{+} \cdot x}, R\left(k^{2}+i \epsilon\right) e^{i k \omega_{-} \cdot x}\right\rangle \tag{3.1}
\end{equation*}
$$

we will see that it is finite for all $k$ in $\mathbb{R}^{+} \backslash\{0\}$ and all $\omega_{-}, \omega_{+} \in S^{n-1}$ as a consequence of a limiting absorption principle for $H$. A generalization of this principle will further lead to an analytic continuation of $t\left(k ; \omega_{-}, \omega_{-}\right)$for $k$ complex.

The cross section at energy $k^{2}$ and incident momentum $\omega_{-}$is defined as

$$
\begin{equation*}
\sigma\left(k ; \omega_{-}\right)=\int_{S^{n-1}}\left|F\left(k ; \omega_{-}, \omega_{+}\right)\right|^{2} d \omega_{+} \tag{3.2}
\end{equation*}
$$

By the properties stated above, it is finite for all $k \in \mathbb{R}^{+} \backslash\{0\}$ when $V \in \mathfrak{B}\left(\mathbb{R}^{n}\right)$. To motivate the choice of this class, let us consider the Born approximation to $\sigma\left(k ; \omega_{-}\right)$:

$$
\sigma_{B}\left(k ; \omega_{-}\right)=\int_{S^{n-1}}\left|F_{B}\left(k ; \omega_{-}, \omega_{+}\right)\right|^{2} d \omega_{+}
$$

where

$$
F_{B}\left(k ; \omega_{-}, \omega_{+}\right)=C_{n} e^{-i(n-3) \pi / 4} k^{(n-3) / 2} t_{B}\left(k ; \omega_{-}, \omega_{+}\right)
$$

so that

$$
\begin{aligned}
\sigma_{B}\left(k ; \omega_{-}\right)= & \pi^{-(n-1)} 2^{-(n+1)}(2 \pi)^{n} k^{n-3} \\
& \times \int_{S^{n-1}}\left|\hat{V}\left(k\left(\omega_{+}-\omega_{-}\right)\right)\right|^{2} d \omega_{+}
\end{aligned}
$$

One has:
Theorem 3.1: Let $V \in \mathfrak{B}\left(\mathbb{R}^{n}\right)$. Then
(i) $\sigma_{B}\left(k ; \omega_{-}\right)$is finite for all $k \in \mathbb{R}^{+} \backslash\{0\}, \omega_{-} \in S^{n-1}$.
(ii) Let $\delta>0$. For $k \geqslant \delta$, one has

$$
\sigma_{B}\left(k ; \omega_{-}\right) \leqslant C k^{-2}\|V\|_{\mathfrak{B}\left(\mathbf{R}^{n}\right)}^{2},
$$

where $C$ is a constant depending only on $\delta$. This immediately follows from

Lemma 3.2: Let $V \in \mathfrak{B}\left(\mathbb{R}^{n}\right)$ and
$t_{B}(k ; e, \omega)=(2 \pi)^{-n / 2} \hat{V}(k(\omega-e))$ with $k \in \mathbb{R}^{+} \backslash\{0\}, e \in \mathbb{R}^{n}$, $\omega \in S^{n-1}$. Then
(i) $t_{B}(k ; e, \cdot) \in L^{2}\left(S^{n-1}\right)$.
(ii) Let $\delta>0$. For $k \geqslant \delta$, one has
$\left\|t_{B}(k ; e,)\right\|_{L^{2}\left(s^{n-1}\right)} \leqslant C_{0} k^{-(n-1) / 2}\|V\|_{\mathfrak{P}\left(\mathbf{R}^{n}\right)}$,
where $C_{0}$ is a constant depending only on $\delta$.
Proof: Consider $H_{0}(k e)$ as defined in (2.3); by Theorem A.1, one has, for $k \geqslant \delta$,

$$
\left|\left\langle V,\left(H_{0}(k e)-k^{2}-i \epsilon\right)^{-1} V\right\rangle\right| \leqslant C|k|^{-1}\|V\|_{\mathfrak{B}\left(\mathbf{R}^{n}\right)}^{2} .
$$

On the other hand,

$$
\begin{aligned}
& \pi^{-1} \lim _{\epsilon \in 0^{+}} \operatorname{Im}\left\langle V e^{i k e \cdot x},\left(H_{0}-k^{2}-i \epsilon\right)^{-1} V e^{i k e \cdot x}\right\rangle \\
& \quad=\pi^{-1} \lim _{\epsilon\left\llcorner 0^{+}\right.} \operatorname{Im}\left\langle V,\left(H_{0}(k e)-k^{2}-i \epsilon\right)^{-1} V\right\rangle \\
& \quad=\pi^{-1} \lim _{\epsilon\left\llcorner 0^{+}\right.} \int_{\mathbf{R}^{n}} \frac{\epsilon}{\left[(p+k e)^{2}-k^{2}\right]^{2}+\epsilon^{2}}|\hat{V}(p)|^{2} d p \\
& \quad=\frac{1}{2} k^{n-2} \int_{S^{n-1}}|\hat{V}(k(\omega-e))|^{2} d \omega \\
& \quad=\frac{(2 \pi)^{n}}{2} k^{n-2} \int_{S^{n-1}}\left|t_{B}(k ; e, \omega)\right|^{2} d \omega
\end{aligned}
$$

which gives the required estimate.
Remarks: (i) Our claim that Besov class is optimal for finiteness of $\sigma_{B}\left(k ; \omega_{-}\right)$does not seem to be true if one imposes the condition of spherical symmetry on the potential. In fact, it is shown by Martin, ${ }^{8}$ for $n=3$, that $\sigma_{B}(k ; \omega-)$ is proportional in this case to
$I=4 \pi k^{-2} \int \frac{\sin ^{2}\left[k\left|x-x^{\prime}\right|\right]}{\left|x-x^{\prime}\right|^{2}}|V(x)|\left|V\left(x^{\prime}\right)\right| d^{3} x d^{3} x^{\prime}$,
which is finite if $V$ belongs to the Rollnick class. ${ }^{6}$ This allows a decay of $V$ at infinity like $|x|^{-2}(\log |x|)^{-1 / 2-\epsilon}, \epsilon>0$. If $V$ is not spherically symmetric, the cross section averaged over all incident directions $\omega_{-} \in S^{2}$ is also finite if $V$ is a Rollnick potential with $\|V\|_{\mathscr{R}}<1$, i.e., in the case of small coupling constant. Furthermore, Martin is able to get explicit bounds on the cross section in terms of the Rollnick norm. In Ref. 9, Enss and Simon noticed that, in the spherically symmetric case, the correct borderline for finiteness of the cross section is $\frac{1}{2}$ for the logarithmic part of the decay.
(ii) The proof of Lemma 3.2 yields the "optical theorem" for $\sigma_{B}\left(k ; \omega_{-}\right)$, namely

$$
\begin{equation*}
\sigma_{B}\left(k ; \omega_{-}\right)=\left(2 C_{n}^{2} / \pi k\right) \operatorname{Im} t_{0}\left(k ; \omega_{-}\right) \tag{3.3}
\end{equation*}
$$

where $t_{0}\left(k ; \omega_{-}\right)$is obtained from (3.1) by replacing $R$ by $R_{0}$ :

$$
\begin{aligned}
t_{0}\left(k ; \omega_{-}\right) & =t_{0}\left(k ; \omega_{-}, \omega_{-}\right) \\
& =\frac{1}{(2 \pi)^{n}} \lim _{\epsilon \in 0^{+}}\left\langle V e^{i k \omega_{-} \cdot x}, R_{0}\left(k^{2}+i \epsilon\right) V e^{i k \omega_{-} \cdot x}\right\rangle
\end{aligned}
$$

In order to investigate the properties of the other component of $T$, let us rewrite (3.1) in a slightly different form which will be very convenient for analytic continuation. Assuming that $\omega_{-} \in S^{n-1}$ is fixed, we introduce the definitions:

$$
B(k)=B\left(k \omega_{-}\right), \quad H(k)=H\left(k \omega_{-}\right)
$$

and

$$
R(k, z)=(H(k)-z)^{-1}, \quad k \in \mathbb{R}, \operatorname{Im} z \neq 0
$$

and notice that

$$
\left\langle V e^{i k \omega_{-} \cdot x}, R\left(k^{2}+i \epsilon\right) V e^{i k \omega_{-} \cdot x}\right\rangle=\left\langle V, R\left(k, k^{2}+i \epsilon\right) V\right\rangle
$$

so that
$t\left(k ; \omega_{-}\right)=t\left(k ; \omega_{-}, \omega_{-}\right)=\frac{1}{(2 \pi)^{n}} \lim _{\epsilon \oplus 0^{+}}\left\langle V, R\left(k, k^{2}+i \epsilon\right) V\right\rangle$.
We will prove that the limit in the rhs of (3.4) exists for $k \in \mathbb{C}^{++} \cup \mathbf{C}^{+-}$, where

$$
\begin{aligned}
& \mathbb{C}^{++}\left(\text {resp. } \mathbb{C}^{+-}\right) \\
& \quad=\{z \in \mathbb{C}, \operatorname{Im} z \geqslant 0,+\operatorname{Re} z>0(\text { resp. }-\operatorname{Re} z>0)\}
\end{aligned}
$$

by using an analytic limiting absorption principle for $H$. Furthermore, this limit provides with an analytic continuation of $t\left(k ; \omega_{-}\right)$in the upper half-plane, with the exception of poles corresponding to $k^{2} \in\left[\sigma_{p}(H) \cap \mathbb{R}^{-}\right] \backslash\{0\}$ [where $\sigma_{p}(H)$ denotes the point spectrum of $H$ ]. Other properties of $t$, in particular its asymptotic behavior for large $k$, will also follow from the mathematical background of the next chapter.

## IV. THE ANALYTIC LIMITING ABSORPTION PRINCIPLE FOR H

The main problem to be solved is, according to (3.4), to give a meaning to the limit of $R\left(k, k^{2}+i \epsilon\right)$ as $\epsilon \downarrow 0^{+}$. Recall that, for $k \in \mathbb{R}^{+}, k^{2}+i \in$ falls on the essential spectrum of $H$, hence of $H(k)$, as $\epsilon \downarrow 0^{+}$, so that this limit does not exist in any of the usual topologies of $\mathscr{L}\left(L^{2}, L^{2}\right)$. For $k \in \mathbb{C}^{++}$, the same difficulty occurs as Fig. 1 shows. However, by (3.4) and the fact that $V$ is in $\mathfrak{B}\left(\mathbb{R}^{n}\right)$, it is enough that the limits of these resolvents exist in the weak topology of $\mathscr{L}\left(\mathfrak{B}, \mathfrak{B}^{*}\right)$.

For the convenience of the reader and further purposes, in particular the generalization to complex $k$, we will give here a self-contained version of Agmon's a priori estimate method. The perturbation theoretic arguments used here are also direct adaptations of those of Ref. 1 to which we will often refer.

Define $\sigma_{0}(k)=\sigma\left(H_{0}(k)\right)$ and $\rho_{0}(k)=\mathrm{C} \backslash \sigma_{0}(k)$. The main result of this chapter is the following:

Theorem 4.1: Let $V$ a short-range potential and $H=-\Delta+V$. Then
(i) The limits

$$
R\left(k, k^{2}\right)=\lim _{\epsilon+0^{+}} R\left(k, k^{2}+i \epsilon\right)
$$

exist in the weak operator topology of $\mathscr{L}\left(\mathfrak{B}, \mathfrak{B}^{*}\right)$ for all $k \in \mathbb{C}^{+} \backslash \Sigma$, where $\mathbb{C}^{+}=\{z \in \mathbb{C}, \operatorname{Im} z \geqslant 0\}$ and $\Sigma=\left\{k \in \mathbb{C}^{+}, k^{2} \in \sigma_{p}(H) \cup\{0\}\right\}$.
(ii) $R\left(k, k^{2}\right)$ is meromorphic in $\mathbb{C}^{+} \backslash \mathbb{R}$ with simple poles on $\left(\Sigma \sim i \mathbf{R}^{+}\right) \backslash\{0\}$ and has weakly continuous boundary values on $\boldsymbol{R} \backslash \boldsymbol{\Sigma}$.
(iii) If $k_{0} \in\left(\mathbf{R}^{+} \cap \Sigma\right) \backslash\{0\}, P\left\{k_{0}^{2}\right\}$ is the corresponding spectral projection operator and

$$
P\left(k, k_{0}^{2}\right)=B^{-1}(k) P\left(k_{0}^{2}\right) B(k), \quad k \in \mathbb{R}
$$

then there exists a real neighborhood $v\left(k_{0}\right)$ of $k_{0}$ such that

$$
\widehat{R}\left(k, k^{2}\right)=\left(1-P\left(k, k_{0}^{2}\right)\right) R\left(k, k^{2}\right)
$$

is continuous in the weak operator topology of $\mathscr{L}\left(\mathfrak{B}, \mathfrak{B}^{*}\right)$.
(iv) Any pole $k_{0}$ of $R\left(k, k^{2}\right)$ on $i \mathbb{R}^{+}$is simple with residue $-P\left(k_{0}, k_{0}^{2}\right)$, where, in the weak operator topology of $\mathscr{L}\left(\mathfrak{F}, \mathfrak{B}{ }^{*}\right)$,

$$
P\left(k_{0}, k_{0}^{2}\right)=\lim _{\substack{k \rightarrow k_{0} \\|\operatorname{Im} k|<\left|k_{0}\right|}} P\left(k, k_{0}^{2}\right)
$$

and $P\left(k, k_{0}^{2}\right)$ is the analytic continuation to $\left\{k \in \mathbb{C}|\operatorname{Im} k|<\left|k_{0}\right|\right\}$ of $B^{-1}(k) P\left\{k_{0}^{2}\right\} B(k)$.
(v) $R\left(k, k^{2}\right)=R\left(-\bar{k}, \bar{k}^{2}\right)^{*} \quad \forall k \in \mathbb{C}^{++}$.
(vi) If in addition $V$ is bounded, then $\sigma_{p}(H)$ is a bounded set and

$$
\left\|R\left(k, k^{2}\right)\right\|_{\mathscr{L}(\mathfrak{Q}, \mathfrak{P} *)}=O\left(|k|^{-1}\right) \quad \text { as }|k| \rightarrow \infty
$$

Remarks: (i) We will see in Sec. $V$ that positive eigenvalues decouple from the scattering amplitude and do not give singularities of the cross section. This is a well-known result (see, e.g., Ref. 4); it is worth noticing that, in the time-dependent approach of Enss and Simon, ${ }^{9}$ possible positive energy eigenvalues do not enter at any place.
(ii) Property (iii) is not as trivial as it looks; the main reason is that, although $1-P\left(k, k_{0}^{2}\right)$ projects out of the eigenvalue $k_{0}^{2}$ of $H(k)$, it is not an orthogonal projection in the intermediate space $\mathfrak{P}\left(\mathbb{R}^{n}\right)$, so that it does not necessarily have the same decoupling effect as in $L^{2}\left(\mathbb{R}^{n}\right)$.

The proof of Theorem 4.1 is perturbative and involves the following sequence of intermediate lemmas.

Lemma 4.2: (i) The limits

$$
R_{0}\left(k, k^{2}\right)=\lim _{\epsilon 0^{+}} R_{0}\left(k, k^{2}+i \epsilon\right)
$$

exist in the weak operator topology of $\mathscr{L}\left(\mathfrak{B}, \mathfrak{P}^{*}\right)$ for all $k \in \mathbb{C}^{+} \backslash\{0\}$ and are analytic in $k \in \mathbb{C}^{+} \backslash \mathbb{R}$ with weakly continuous boundary values on $\mathbb{R} \backslash\{0\}$.
(ii) $R_{0}\left(k, k^{2}\right)=R_{0}\left(-\bar{k}, \bar{k}^{2}\right)^{*} \quad \forall k \in \mathbb{C}^{++}$.
(iii) Let $\delta>0$. For $k \in \mathbb{C}^{+},|k| \geqslant \delta$,

$$
\left\|R_{0}\left(k, k^{2}\right)\right\|_{\mathscr{L}_{\left(\mathscr{B}, \mathcal{B}^{*}\right)} \leqslant C|k|^{-1},}
$$

where $C$ is a constant depending only on $\delta$.
Proof: Existence of $R_{0}\left(k, k^{2}\right)$ for $k \in \mathbb{C}^{+} \backslash\{0\}$ in the weak operator topology of $\mathscr{L}(\mathfrak{B}, \mathfrak{B} *)$ follows as in Ref. 1 from an $a$ priori estimate

$$
\begin{gather*}
|k|\|u\|_{\mathfrak{Q} \cdot\left(\mathbb{R}^{n}\right)} \leqslant C\left\|\left[H_{0}(k)-k^{2}-i \epsilon\right] u\right\|_{\mathfrak{Q}\left(\mathbf{R}^{n}\right)}, \\
u \in \mathscr{H}^{2}\left(\mathbb{R}^{n}\right) \quad k \in \mathbb{C}, \quad|k| \geqslant \delta, \quad \in \in \mathbb{R}, \tag{4.1}
\end{gather*}
$$

which is proved in Appendix A.
Actually, (4.1) implies uniform boundedness in
$\mathscr{L}\left(\mathfrak{B}, \mathfrak{B}^{*}\right)$ of $R_{0}\left(k, k^{2}+i \epsilon\right)$ for $k$ in any compact subset of $\mathbb{C}^{+} \backslash\{0\}$ and $\epsilon>0$. Existence of the weak limits as $\epsilon$ tends to 0 follows from the consideration of the mean values $\left\langle u, R_{0}\left(k, k^{2}+i \epsilon\right) v\right\rangle$, where $u, v \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. We have, for $\epsilon>0$,

$$
\left\langle u, R_{0}\left(k, k^{2}+i \epsilon\right) v\right\rangle
$$

$$
=\int_{\mathbb{R}^{n}} \frac{\overline{\hat{u}}(\xi) \hat{v}(\xi)}{\left(\xi+k \omega_{-}\right)^{2}-k^{2}-i \epsilon} d^{n} \xi
$$

$$
=\int_{\mathbf{R}^{n}} \frac{\overline{\hat{u}}\left(\xi-\bar{k} \omega_{-}\right) \hat{v}\left(\xi-k \omega_{-}\right)}{\xi^{2}-k^{2}-i \epsilon} d^{n} \xi
$$

where we have used analyticity of the Fourier transforms $\hat{u}$ and $\hat{v}$ to perform the complex change of variables. In the last integral, another deformation of contour allows to avoid the singularity at $\xi^{2}=k^{2}$ when $k \in \mathbb{R} \backslash\{0\}$; then existence of the limits for $\epsilon=0$ is obvious as well as analyticity of these limits in $k \in \mathbb{C}^{+} \backslash\{0\}$. Now previously established uniform boundedness of $R_{0}\left(k, k^{2}+i \epsilon\right)$ and density of $\mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ in $\mathfrak{B}\left(\mathbb{R}^{n}\right)$ implies existence of the weak limits $R_{0}\left(k, k^{2}\right)$ in $\mathscr{L}\left(\mathfrak{B}, \mathfrak{P}^{*}\right)$ for $k \in \mathbb{C}^{+} \backslash\{0\}$ and continuity in $k$ of these limits.

To prove analyticity in $\mathbb{C}^{+} \backslash \mathbb{R}$, we can use again the density of $\mathscr{C}{ }_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ in $\mathfrak{B}\left(\mathbb{R}^{n}\right)$ and the analyticity of $\left\langle u_{n}, R_{0}\left(k, k^{2}\right) v_{n}\right\rangle$, for $u_{n}, v_{n} \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, in $k \in \mathbb{C}^{+} \backslash \mathbb{R}$. We have shown that such functions are uniformly bounded by $\left\|R_{0}\left(k, k^{2}\right)\right\|_{\mathscr{L}^{(\mathfrak{B}, \mathfrak{B} *}}\left\|u_{n}\right\|_{\mathfrak{H}}\left\|v_{n}\right\|_{\mathfrak{B}}$. So if $u_{n} \rightarrow u, v_{n} \rightarrow v$ in $\mathfrak{F}\left(\mathbb{R}^{n}\right)$, then the limit $\left\langle u, R_{0}\left(k, k^{2}\right) v\right\rangle$ also is analytic in $\mathbb{C}^{+} \backslash \mathbb{R}$ by a well-known result on limits of uniformly bounded sequences of analytic functions. From this follows that $R_{0}\left(k, k^{2}\right)$ is weakly analytic in $\mathbb{C}^{+} \backslash \mathbb{R}$, and hence analytic (Ref. 18, p. 152-3).

The symmetry (ii) is obtained by taking the limit $\epsilon=0$ in

$$
R_{0}\left(k, k^{2}+i \epsilon\right)=R_{0}\left(-\bar{k}, \bar{k}^{2}-i \epsilon\right)^{*}, \quad \epsilon>0
$$

Hence $R_{0}\left(k, k^{2}\right)$ obeys Schwarz reflection around $i \mathbb{R}^{+}$.
Finally (iii) follows from the a priori estimate (4.1) giving $\left\|R_{0}\left(k, k^{2}+i \epsilon\right)\right\|_{\mathscr{L}\left(\mathfrak{Q}, \mathfrak{Q}^{*}\right)} \leqslant C|k|^{-1}$ for $|k| \geqslant \delta$ and the required estimate in the limit $\epsilon=0$.

Let $K(k, z)=V R_{0}(k, z), z \in \rho_{0}(k)$. Recall [see remark (ii) in Sec. IIB] that, if $V$ is a short-range potential, then $\{K(k, z)\}$ is an analytic family of compact operators in $\mathfrak{B}\left(\mathbb{R}^{n}\right)$ as long as $z \in \rho_{0}(k)$.

Lemma 4.3: Let $V$ be a short-range potential. Then the limits

$$
K\left(k, k^{2}\right)=\lim _{\epsilon เ 0^{+}} K\left(k, k^{2}+i \epsilon\right), \quad k \in \mathbb{C}^{+} \backslash\{0\}
$$

exist in the norm operator topology of $\mathscr{L}(\mathfrak{B}, \mathfrak{B})$ and are analytic in $\mathbb{C}^{+} \backslash \mathbb{R}$ with norm continuous boundary values on $\mathbb{R} \backslash\{0\}$. Furthermore, $K\left(k, k^{2}\right)$ is compact for $k \in \mathbb{C}^{+} \backslash\{0\}$.

Proof: The standard compactness arguments of Agmon ${ }^{1,6}$ imply with some simple modifications that $K\left(k, k^{2}\right)$ is compact on $L_{s}^{2}\left(\mathbb{R}^{n}\right)$ for $\frac{1}{2}<s<s_{0}$ and also on $\mathfrak{B}\left(\mathbb{R}^{n}\right)$.

Analyticity properties are straightforward consequences of analyticity results of Lemma 4.2.

Lemma 4.4: Let $V$ be a short-range potential, $k \in \mathbb{C}^{+} \backslash \mathbb{R}$. Then

$$
\begin{equation*}
K\left(k, k^{2}\right)=\lim _{\substack{k^{\prime} \rightarrow k \\\left|\operatorname{Im} k^{\prime}\right|<\operatorname{lm} k}} K\left(k^{\prime}, k^{2}\right) \tag{4.2}
\end{equation*}
$$

in the norm operator topology of $\mathscr{L}(\mathfrak{B}, \mathfrak{B})$. Furthermore, the eigenvalues of $K\left(k^{\prime}, k^{2}\right)$ are independent of $k^{\prime}$ for $\left|\operatorname{Im} k^{\prime}\right| \leqslant \operatorname{Im} k$.

Proof: By the same type of arguments as in Lemma 4.2, one can show that

$$
R_{0}\left(k, k^{2}\right)=\lim _{\substack{k^{\prime} \rightarrow k \\\left|\operatorname{Im} k^{\prime}\right|<\operatorname{Im} k}} R_{0}\left(k^{\prime}, k^{2}\right)
$$

in the weak topology of $\mathscr{L}\left(\mathfrak{B}, \mathfrak{B}^{*}\right)$. By the compactness properties of $V$, this implies, as in Lemma 4.3, the norm convergence property (4.2). Now let $\mathscr{O}=\left\{k^{\prime} \in \mathbb{C},\left|\operatorname{Im} k^{\prime}\right|<\operatorname{Im} k\right\}$; the family $\left\{K\left(k^{\prime}, k^{2}\right), k^{\prime} \in \mathscr{O}\right\}$ is an analytic family of compact operators in $\mathscr{L}(\mathfrak{B}, \mathfrak{B})$ since $k^{2} \in \rho_{0}\left(k^{\prime}\right)$ for $k^{\prime} \in \mathscr{O}$. Accordingly, the eigenvalues of $K\left(k^{\prime}, k^{2}\right)$ are branches of analytic functions. ${ }^{18}$ But, since $B(\tau), \tau \in \mathbb{R}$, is unitary on $\mathfrak{B}\left(\mathbb{R}^{n}\right)$, the operators $K\left(k^{\prime}+\tau, k^{2}\right)$ and $K\left(k^{\prime}, k^{2}\right)$ are equivalent for all real $\tau$. So eigenvalues of $K\left(k^{\prime}, k^{2}\right)$ only depend on $\operatorname{Im} k^{\prime}$, which implies that they are constant. This concludes the proof.

Lemma 4.5: Let $V$ a short-range potential. Then:
(i) $-1 \in \sigma_{p}\left(K\left(k, k^{2}\right)\right), k \in \mathbb{C}^{+} \backslash\{0\}$, iff $k^{2} \in \sigma_{p}(H)$.
(ii) Nonzero eigenvalues of $H$ are isolated and have finite multiplicities. The corresponding eigenfunctions are in $L_{s}^{2}\left(\mathbb{R}^{n}\right)$, for any real $s$.

Proof: Assume first that $k \in \mathbb{R} \backslash\{0\}$. Since $B(k)$ is unitary on $\mathfrak{B}\left(\mathbb{R}^{n}\right)$, it follows that $K\left(k, k^{2}\right)$ has the same point spectrum as $K\left(0, k^{2}\right)$. By Lemma 4.4, this is also true for $k \in \mathbb{C}^{+} \backslash\{0\}$. Then the statements of the lemma follow from the well-known Agmon bootstrap argument. ${ }^{1,6}$

The next result is a version of Klein-Zemach theorem ${ }^{4}$ :
Lemma 4.6: Let $V$ a bounded short-range potential. Then
(i) Let $\delta>0$. For $k \in \mathbb{C}^{+},|k| \geqslant \delta$, one has
$\left\|K\left(k, k^{2}\right)\right\|_{\mathscr{A}(\mathcal{Q}, \mathcal{W})} \leqslant C|k|^{-1}$,
where $C$ is a constant depending only on $\delta$.
(ii) $\sigma_{p}(H)$ is a bounded set.

Proof: (i) This is an immediate consequence of Lemma 4.2 (iii).
(ii) This follows directly from (i) and Lemma 4.5 (i). Now we come to the following:
Proof of Theorem 4.1: Since $H(k)=H_{0}(k)+V$, one has by the second resolvent equation
$R\left(k, k^{2}+i \epsilon\right)\left(1+K\left(k, k^{2}+i \epsilon\right)\right)=R_{0}\left(k, k^{2}+i \epsilon\right)$
for $\epsilon>0$. Assume that $k \in \mathbb{C}^{+} \backslash \Sigma$; then, by Lemma 4.5 and the Fredholm alternative, $1+K\left(k, k^{2}\right)$ is invertible and, by Lemma 4.3, its inverse $\left(1+K\left(k, k^{2}\right)\right)^{-1}$ is the norm limit of $\left(1+K\left(k, k^{2}+i \epsilon\right)\right)^{-1}$ as $\epsilon \downarrow 0^{+}$. Hence, by Lemma 4.2(i),

$$
R\left(k, k^{2}+i \epsilon\right)=R_{0}\left(k, k^{2}+i \epsilon\right)\left(1+K\left(k, k^{2}+i \epsilon\right)\right)^{-1}
$$

converges in the weak operator topology of $\mathscr{L}\left(\mathfrak{B}, \mathfrak{P}^{*}\right)$ as $\epsilon \downarrow 0^{+}$and

$$
\begin{equation*}
R\left(k, k^{2}\right)=R_{0}\left(k, k^{2}\right)\left(1+K\left(k, k^{2}\right)\right)^{-1} \tag{4.4}
\end{equation*}
$$

Then, by the analytic Fredholm theorem, Lemmas 4.2(i), 4.3, and $4.5, R\left(k, k^{2}\right)$ is meromorphic in $\mathbb{C}^{+} \backslash \mathbb{R}$ with poles on $\left(\Sigma \subset i \mathbb{R}^{+}\right) \backslash\{0\}$ and has continuous boundary values on $\mathbf{R} \backslash \boldsymbol{\Sigma}$.

This shows (i) and (ii) of Theorem 4.1.
Property (v) follows as for $R_{0}\left(k, k^{2}\right)$ [Lemma 4.2(ii)] from taking the limit $\epsilon=0$ in
$R\left(k, k^{2}+i \epsilon\right)=R\left(-\bar{k}, \bar{k}^{2}-i \epsilon\right)^{*}, \epsilon>0$.
The estimate in (vi) follows from (4.4), Lemma 4.2(iii) and Lemma 4.6(i), while the boundedness of $\sigma_{p}(H)$ is just Lemma 4.6(ii).

The proof of (iii) is given in Appendix B.
Finally, we want to investigate the poles of $R\left(k, k^{2}\right)$ on $i \mathbb{R}^{+}$. Let $k_{0}^{2} \in\left[\sigma_{p}(H) \cap \mathbb{R}^{-}\right] \backslash\{0\}$. Consider first $P\left(k, k_{0}^{2}\right)$ for $k \in \mathbb{R}$; by the O'Connor-Combes-Thomas theorem, ${ }^{14}$ $P\left(k, k_{0}^{2}\right)$ is analytic in $\left\{k \in \mathbb{C},|\operatorname{Im} k|<\left|k_{0}\right|\right\}$ as a compact operator-valued family in $\mathscr{L}\left(L^{2}, L^{2}\right)$, hence also in $\mathscr{L}(\mathfrak{B}$, $\left.\mathfrak{B}^{*}\right)$. Consider now the Laurent expansion of $R\left(k, k^{2}\right)$ around $k_{0}$, which we can write in the form

$$
R\left(k, k^{2}\right)=\sum_{l=1}^{N} \frac{D_{l}}{\left(k^{2}-k_{o}^{2}\right)^{l}}+\hat{R}\left(k, k^{2}\right)
$$

where $D_{l} \in \mathscr{L}\left(\mathfrak{B}, \mathfrak{B}^{*}\right)$ and $\hat{R}\left(k, k^{2}\right)$ is the regular part of $R\left(k, k^{2}\right)$ in the neighborhood of $k_{0}$. Let $u, v \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and $u(k)=B(k) u, v(k)=B(k) v, k \in \mathbb{R}$. These $\mathfrak{B}\left(\mathbb{R}^{n}\right)$-valued functions obviously have analytic continuations to $\mathbb{C}$. Consider, for $k \in \mathbb{C}^{+} \backslash \Sigma$ :

$$
\begin{align*}
g(k) & =\left\langle u, R\left(k, k^{2}\right) v\right\rangle \\
& =\sum_{l=1}^{N} \frac{\left\langle u, D_{l} v\right\rangle}{\left(k^{2}-k_{0}^{2}\right)^{l}}+\left\langle u, \hat{R}\left(k, k^{2}\right) v\right\rangle \tag{4.5}
\end{align*}
$$

For $k$ real, one has also, by unitarity of $B(k)$ :

$$
\begin{equation*}
g(k)=\left\langle u(\bar{k}), R\left(0, k^{2}\right) v(k)\right\rangle \tag{4.6}
\end{equation*}
$$

where $R\left(0, k^{2}\right)$ denotes the weak limit in $\mathscr{L}\left(\mathfrak{R}, \mathfrak{B}^{*}\right)$ of $\left(H-k^{2}-i \epsilon\right)^{-1}$ as $\epsilon \downarrow 0^{+}$. The rhs of (4.6) has a meromorphic continuation to $\mathbb{C}^{+}$since $u(\bar{k}), v(k)$ and $R\left(0, k^{2}\right)$ do; around the pole $k_{0}$, one has, from the spectral theorem, an expansion

$$
\begin{aligned}
g(k)= & \frac{\left\langle u(\bar{k}), P\left\{k_{0}^{2}\right\} v(k)\right\rangle}{k_{0}^{2}-k^{2}} \\
& +\left\langle u(\bar{k}), \widehat{R}\left(0, k^{2}\right) v(k)\right\rangle
\end{aligned}
$$

where $\hat{R}\left(0, k^{2}\right)$ is the reduced resolvent of $H$. Comparing with (4.5), one gets $D_{l}=0$ for $l>1$ and

$$
\begin{equation*}
\left\langle u, D_{1} v\right\rangle=-\left\langle u\left(\bar{k}_{0}\right), P\left\{k_{0}^{2}\right\} v\left(k_{0}\right)\right\rangle . \tag{4.7}
\end{equation*}
$$

Now, for $k$ real,

$$
\left\langle u(\bar{k}), P\left\{k_{0}^{2}\right\} v(k)\right\rangle=\left\langle u, P\left(k, k_{0}^{2}\right) v\right\rangle
$$

Since both terms in this equality have analytic continuations to $\left\{k \in \mathbb{C},|\operatorname{Im} k|<\left|k_{0}\right|\right\}$, equality also holds in this strip, and therefore (4.7) gives

$$
\left\langle u, D_{1} v\right\rangle=-\lim _{\substack{k \rightarrow k_{0} \\|\operatorname{Im} k|<\left|k_{0}\right|}}\left\langle u, P\left(k, k_{0}^{2}\right) v\right\rangle
$$

showing in particular, since $\left.D_{1} \in \mathscr{L}(\mathfrak{B}, \mathfrak{B})^{*}\right)$, that the weak limit of $P\left(k, k_{0}^{2}\right)$ as $k \rightarrow k_{0},|\operatorname{Im} k|<\left|k_{0}\right|$, exists in $\mathscr{L}\left(\mathfrak{B}, \mathfrak{B}^{*}\right)$.

## V. PROPERTIES OF THE CROSS SECTION

In this section and in the following, we will consider potentials $V$ such that

$$
\begin{gather*}
|V(x)| \leqslant C(1+|x|)^{-(n+1) / 2}(\log (2+|x|))^{-1-\epsilon}  \tag{A}\\
C, \epsilon>0
\end{gather*}
$$

We will investigate mostly the non-Born part $t\left(k ; \omega_{-}\right)$of the forward scattering amplitude and the total scattering cross section $\sigma\left(k ; \omega_{-}\right)$at fixed incident direction $\omega_{-} \in S^{n-1}$.

For $k \in \mathbb{R}^{+} \backslash\{0\}$,

$$
t\left(k ; \omega_{-}\right)=\frac{1}{(2 \pi)^{n}} \lim _{\epsilon 10^{+}}\left\langle V e^{i k \omega_{-} \cdot x}, R\left(0, k^{2}+i \epsilon\right) V e^{i k \omega_{-} \cdot x}\right\rangle
$$

By (3.4), one has

$$
\begin{equation*}
t\left(k ; \omega_{-}\right)=\frac{1}{(2 \pi)^{n}}\left\langle V, R\left(k, k^{2}\right) V\right\rangle \tag{5.1}
\end{equation*}
$$

The cross section $\sigma\left(k ; \omega_{-}\right)$is related to the imaginary part of $t\left(k ; \omega_{-}\right)$by the optical theorem which will be stated below. So let us show first:

Theorem 5.1: Let $V$ satisfy assumption (A). Then
(i) $t\left(k ; \omega_{-}\right)$is finite and continuous on $\mathbb{R}^{+} \backslash\{0\}$.
(ii) $\left|t\left(k ; \omega_{-}\right)\right|=O\left(k^{-1}\right)$ as $k \rightarrow \infty$.

Proof: Since $V \in \mathfrak{B}\left(\mathbb{R}^{n}\right)$, continuity of $t\left(k ; \omega_{-}\right)$on $\mathbb{R}^{+} \backslash \Sigma$ follows from Theorem 4.1(i). So we only need to investigate $t\left(k ; \omega_{-}\right)$for $k$ in the neighborhood of any point $k_{0} \in \mathbb{R}^{+} \backslash\{0\}$ such that $k_{0}^{2} \in \sigma_{p}(H)$. For $k$ near $k_{0}, k \neq k_{0}$, we make in (5.1) the splitting

$$
\begin{aligned}
t\left(k ; \omega_{-}\right)= & \frac{1}{(2 \pi)^{n}}\left[\left(k_{0}^{2}-k^{2}\right)^{-1}\left\langle V, P\left(k, k_{0}^{2}\right) V\right\rangle\right. \\
& \left.+\left\langle V, \widehat{R}\left(k, k^{2}\right) V\right\rangle\right]
\end{aligned}
$$

The second term on the right-hand side is continuous at $k_{0}$ by Theorem 4.1 (iii). Let us show that the first one, which can be rewritten as

$$
\left\langle V e^{i k \omega_{-} \cdot x}, P\left\{k_{0}^{2}\right\} V e^{i k \omega_{-} \cdot x}\right\rangle
$$

vanishes when $k$ approaches $k_{0}$.
For this, since $P\left\{k_{0}^{2}\right\}$ is finite dimensional, it is enough to verify that, if $\varphi_{0} \in L^{2}\left(\mathbb{R}^{n}\right)$ satisfies $\left(H-k_{0}^{2}\right) \varphi_{0}=0$, then
$\lim _{k \rightarrow k_{0}}\left(k_{0}^{2}-k^{2}\right)^{-1}\left|\left\langle V, \varphi_{0} e^{-i k \omega_{-} \cdot x}\right\rangle\right|^{2}=0$ when $\omega_{-} \in S^{n-1}$.
Since $\mathscr{D}(H)=\mathscr{D}\left(H_{0}\right)$, one has $\left(H_{0}-k_{0}^{2}\right) \varphi_{0}=-V \varphi_{0}$; as stated in Lemma 4.5, the Fourier transform $\hat{\varphi}_{0}$ of $\varphi_{0}$ is in $\mathscr{C}_{\infty}\left(\mathbb{R}^{n}\right)$ and, accordingly, $\left(V \varphi_{0}\right) \hat{\left(k \omega_{-}\right)}$
$=\left(k_{0}^{2}-k^{2}\right) \hat{\varphi}_{0}\left(k \omega_{-}\right)$. So
$\left(k_{0}^{2}-k^{2}\right)^{-1}\left|\left\langle V, \varphi_{0} e^{-i k \omega_{-} \cdot x}\right)\right|^{2}=(2 \pi)^{n}\left(k_{0}^{2}-k^{2}\right)\left|\hat{\varphi}_{0}\left(k \omega_{-}\right)\right|^{2}$, which has a zero limit as $k \rightarrow k_{0}$. This concludes the proof of (i).

The asymptotic estimate (ii) follows immediately from (5.1) and theorem 4.1(vi).

The method used in the proof of Theorem 5.1 works as well for the analysis of the non-Born term $t\left(k ; \omega_{-}, \omega_{+}\right)$ given by (3.1). One obtains in this way the following:

Theorem 5.2: Let $V$ satisfy assumption (A). Then:
(i) $t\left(k ; \omega_{-}, \omega_{+}\right)$is finite and continuous on $\left(\mathbb{R}^{+} \backslash\{0\}\right) \times S^{n-1} \times S^{n-1}$.
(ii) $\left|t\left(k ; \omega_{-}, \omega_{+}\right)\right|=O\left(k^{-1}\right)$ as $k \rightarrow \infty$, uniformly in $\omega_{ \pm} \in S^{n-1}$.

Proof: With our previous notational convention (3.4), one can rewrite $t\left(k ; \omega_{-}, \omega_{+}\right)$as
$t\left(k ; \omega_{-}, \omega_{+}\right)=\left[1 /(2 \pi)^{n}\right]\left\langle V\left(k ; \omega_{-}, \omega_{+}\right), R\left(k, k^{2}\right) V\right\rangle$
with $V\left(k ; \omega_{-}, \omega_{+}\right)(x)=V(x) e^{i k\left(\omega_{+}-\omega_{-}\right) \cdot x}$.
Now $V\left(k ; \omega_{-}, \omega_{+}\right)$is strongly continuous in $\mathfrak{B}\left(\mathbb{R}^{n}\right)$ for $\left(k ; \omega_{\ldots}, \omega_{+}\right) \in\left(\mathbb{R}^{+} \backslash\{0\}\right) \times S^{n-1} \times S^{n-1}$; the verification is elementary with the definition of $\mathfrak{B}\left(\mathbb{R}^{n}\right)$. This gives the continuity of $t\left(k ; \omega_{-}, \omega_{+}\right)$for $\left(k ; \omega_{-}, \omega_{+}\right) \in\left(\mathbb{R}^{+} \backslash \Sigma\right) \times S^{n-1}$ $\times S^{n-1}$. Near $k_{0} \in \mathbb{R}^{+} \backslash\{0\}$ such that $k_{0}^{2} \in \sigma_{p}(H)$, one can decompose as before

$$
\begin{aligned}
& t\left(k ; \omega_{-}, \omega_{+}\right) \\
& =\quad\left[1 /(2 \pi)^{n}\right]\left[\left(k_{0}^{2}-k^{2}\right)^{-1}\left\langle V\left(k ; \omega_{-}, \omega_{+}\right), P\left(k, k_{0}^{2}\right) V\right\rangle\right. \\
& \left.\quad+\left\langle V\left(k ; \omega_{-}, \omega_{+}\right), \widehat{R}\left(k, k^{2}\right) V\right\rangle\right] .
\end{aligned}
$$

The second term is continuous at $k_{0}$ by Theorem 4.1 (iii). The first one can be rewritten as
$\left(k_{0}^{2}-k^{2}\right)^{-1}\left\langle V\left(k ; 0, \omega_{+}\right), P\left\{k_{0}^{2}\right\} V\left(k ;-\omega_{-}, 0\right)\right\rangle$;
one shows that its limit at $k=k_{0}$ vanishes as in the proof of Theorem 5.1(i).

Finally (ii) follows from (5.2) and theorem 4.1(vi).
We now turn to the analysis of the cross section $\sigma\left(k ; \omega_{-}\right)$given by (3.2). However, contrarily to the case of $\sigma_{B}\left(k ; \omega_{-}\right)$, the integral form of $\sigma\left(k ; \omega_{-}\right)$in terms of $F$ is not very convenient for our purpose. A standard consequence of the unitarity of the $S$ matrix is the "optical theorem" stating that

$$
\begin{equation*}
\sigma\left(k ; \omega_{-}\right)=\left(2 C_{n}^{2} / \pi k\right) \operatorname{Im} t\left(k ; \omega_{-}\right) . \tag{5.3}
\end{equation*}
$$

It is a rather elementary exercise to justify (5.3) under our assumption on $V$, using the connection between the kernel of the $S$ matrix and the function $T\left(k ; \omega_{-}, \omega_{+}\right)$, namely
$(S-I)\left(k \omega_{+}, k^{\prime} \omega_{-}\right)=-2 i \pi \delta\left(k^{2}-k^{\prime 2}\right) T\left(k ; \omega_{-}, \omega_{+}\right)$.
From (5.3) and Theorem 5.1 follows our main result on the cross section:

Theorem 5.3: Let $V$ satisfy assumption (A). Then:
(i) $\sigma\left(k ; \omega_{-}\right)$is finite and continuous on $\mathbb{R}^{+} \backslash\{0\}$.
(ii) $\sigma\left(k ; \omega_{-}\right)=O\left(k^{-2}\right)$ as $k \rightarrow+\infty$.

Remark: By (3.3) and Lemma 4.2(i), $\sigma_{B}\left(k ; \omega_{-}\right)$is also continuous on $\mathbb{R}^{+} \backslash\{0\}$.

To conclude this section, let us give an estimate of the correction $\sigma\left(k ; \omega_{-}\right)-\sigma_{B}\left(k ; \omega_{-}\right)$to the Born approximation of the cross section.

Theorem 5.4: Let $V$ satisfy assumption (A). Then

$$
\begin{equation*}
\left|\sigma\left(k ; \omega_{-}\right)-\sigma_{B}\left(k ; \omega_{-}\right)\right|=O\left(k^{-3}\right) \quad \text { as } k \rightarrow \infty \tag{5.4}
\end{equation*}
$$

Proof: By the optical theorems (5.3) and (3.3), one has

$$
\begin{aligned}
& \sigma\left(k ; \omega_{-}\right)-\sigma_{B}\left(k ; \omega_{-}\right) \\
&=\frac{2 C_{n}^{2}}{\pi k} \frac{1}{(2 \pi)^{n}} \operatorname{Im}\left\langle V\left[R\left(k, k^{2}\right)-R_{0}\left(k, k^{2}\right)\right] V\right\rangle \\
&=-\frac{2 C_{n}^{2}}{\pi k} \frac{1}{(2 \pi)^{\mathrm{n}}} \operatorname{Im}\left\langle V, R\left(k, k^{2}\right) K\left(k, k^{2}\right) V\right\rangle
\end{aligned}
$$

In the last equality, we have used the resolvent equation (4.4). Now, by Theorem 4.1(vi) and Lemma 4.6(i),

$$
\left\langle V, R\left(k, k^{2}\right) K\left(k, k^{2}\right) V\right\rangle=O\left(k^{-2}\right) \quad \text { as } k \rightarrow+\infty .
$$

This completes the proof.
Remark: As noticed in Sec. VII, the estimate (5.4) is weakened if $V$ has local singularities.

## VI. ANALYTICITY PROPERTIES OF THE FORWARD SCATTERING AMPLITUDE

Continuation of the scattering amplitude in the complex plane is a fundamental problem in scattering theory, leading, if one has a suitable low energy behavior (see the Introduction), to the powerful dispersion relations

$$
\begin{align*}
\operatorname{Re} t\left(k ; \omega_{-}\right)= & \frac{2}{\pi} \int_{0}^{+\infty} \frac{k^{\prime} \operatorname{Im} t\left(k^{\prime} ; \omega_{-}\right)}{k^{\prime 2}-k^{2}} d k^{\prime} \\
& +\sum_{j} \frac{r_{j}}{k^{2}-k_{j}^{2}} \tag{6.1}
\end{align*}
$$

The sum in the rhs extends over $k_{j}^{2} \in\left[\sigma_{p}(H) \cap \mathbb{R}^{-}\right] \backslash\{0\}$ and $r_{j}$ is the "residue" given by (6.2) below. For $n \geqslant 3$, the sum is finite under our assumption (A) on $V$. We refer to Ref. 5 for a derivation of (6.1). For potential scattering, $n=3$, the analyticity problem is reviewed in Simon's monograph. ${ }^{4}$ Our approach allows a unified treatment in any dimension; since we consider only the non-Born part of the scattering amplitude, our assumption (A) on the potential weakens the traditional decay assumption

$$
V(x)=O\left(|x|^{-3-\epsilon}\right), \quad \epsilon>0, \text { as }|x| \rightarrow \infty,
$$

in the case $n=3$. Indeed, since the Born part is real, it does not enter into the dispersion relations which involve only the imaginary part of the forward amplitude, whose quotient by $k$ is proportional to the scattering cross section by (5.3). In this way, our decay assumption (A) on the potential appears as optimal as long as physical dispersion relations are concerned.

The main statement of this section is:
Theorem 6.1: Let $V$ satisfy assumption (A). Then:
(i) $t\left(k ; \omega_{-}\right)$has a meromorphic continuation to $\mathrm{C}^{+}$with simple poles on $\left(\Sigma \cap i \mathbb{R}^{+}\right) \backslash\{0\}$.
(ii) If $k_{j}^{2} \in\left[\sigma_{p}(H) \cap \mathbb{R}^{-}\right] \backslash\{0\}$, then the residue at $k=k_{j}$ is given by

$$
\begin{equation*}
\left(2 k_{j}\right)^{-1} r_{j}=-\left[1 /(2 \pi)^{n}\right]\left\langle V, P\left(k_{j}, k_{j}^{2}\right) V\right\rangle \tag{6.2}
\end{equation*}
$$

where $P\left(k_{j}, k_{j}^{2}\right) \in \mathscr{L}\left(\mathfrak{B}, \mathfrak{B}^{*}\right)$ is defined in Theorem $4.1(\mathrm{iv})$.
(iii) $t\left(k ; \omega_{-}\right)=t \overline{\left(-\bar{k} ; \omega_{-}\right)}, \quad k \in \mathbb{C}^{+} \backslash \Sigma$.
(iv) $\left|t\left(k ; \omega_{-}\right)\right|=O\left(|k|^{-1}\right)$ as $|k| \rightarrow \infty, k \in \mathbb{C}^{+}$.

Proof: Since $V \in \mathfrak{B}\left(\mathbb{R}^{n}\right)$ (see Sec. IIB), Theorem 6.1 immediately follows from (3.4) and Theorem 4.1, the meromorphic continuation of $t\left(k ; \omega_{-}\right)$being provided by $\left[1 /(2 \pi)^{n}\right]\left\langle V, R\left(k, k^{2}\right) V\right\rangle$.

## VII. HIGH-ENERGY BEHAVIORS FOR SINGULAR POTENTIALS

In the previous sections, we have considered only bounded potentials. Here, we allow local singularities of
the type $1 /\left|x-x_{0}\right|^{\alpha}, \alpha<2$. For simplicity, we will consider only one singularity at $x_{0}=0$; with more work it is possible to extend the results to a finite number of singular centers. Notice first that the restriction $\alpha<2$ allows us to define self-adjoint realizations of $-\Delta+V$ on $L^{2}\left(\mathbb{R}^{n}\right)$; we refer to Ref. 15 for the various ways to define a self-adjoint $H$ in this case.

For $s \in \mathbb{R}$, we define $\rho_{s}(x)=1 /|x|^{s}$ and $\tilde{\rho}_{s}(x)=1 /(1+|x|)^{s}$; one has

Theorem 7.1: Assume that $V(x)=v(x) /|x|^{\alpha}$ with $v \in L^{\infty}\left(\mathbb{R}^{n}\right)$ and $1<\alpha<2$. Then, for any $s, \frac{1}{2}<s<1$,
(i) $\left\|\tilde{\rho}_{s} R\left(k, k^{2}\right) \tilde{\rho}_{s}\right\|=O\left(|k|^{-1}\right)$ as $|k| \rightarrow \infty, k \in \mathbb{C}^{+}$,
(ii) $\left\|\rho_{s} R\left(k, k^{2}\right) \rho_{s}\right\|=\boldsymbol{O}\left(|k|^{-2+2 s}\right)$ as $|k| \rightarrow \infty, k \in \mathrm{C}^{+}$.

Remark: Obviously, this result applies as well to shortrange potentials having a weaker singularity $1 /|x|^{\alpha}, \alpha \leqslant 1$. It shows that the conditions on the potential imposed in Theorem 4.1 (vi) can certainly be drastically weakened without altering the asymptotic behavior of $R\left(k, k^{2}\right)$.

Proof of Theorem 7.1: Write $V=U W$, with $U=v \rho_{\alpha / 2}$ and $W=\rho_{\alpha / 2}$. Let $\eta>0$. (i) By the resolvent Eq. (4.4), for $k \in \mathbb{C}^{+}$and $s \in \mathbb{R}$,

$$
\begin{align*}
\tilde{\rho}_{s} R\left(k, k^{2}\right) \tilde{\rho}_{s}= & \tilde{\rho}_{s} R_{0}\left(k, k^{2}\right) \tilde{\rho}_{s} \\
& -\tilde{\rho}_{s} R\left(k, k^{2}\right) U W R_{0}\left(k, k^{2}\right) \tilde{\rho}_{s} \tag{7.1}
\end{align*}
$$

By Lemma 4.2(iii),

$$
\begin{equation*}
\| \tilde{\rho}_{s} R_{0}\left(k,\left.k^{2}\left|\tilde{\rho}_{s} \| \leqslant C\right| k\right|^{-1}, \quad k \in \mathbb{C}^{+},|k| \geqslant \eta\right. \tag{7.2}
\end{equation*}
$$

Applying Theorem C .1 to $\tilde{\rho}_{s} \leqslant \rho_{s}, \frac{1}{2}<s<1$, we get
$\| W R_{0}\left(k,\left.k^{2}\left|\tilde{\rho}_{s} \| \leqslant C^{\prime}\right| k\right|^{-2+\alpha / 2+s}, \quad k \in C^{+},|k| \geqslant \eta\right.$,
and
$\left\|\tilde{\rho}_{s} R\left(k, k^{2}\right) U\right\|=O\left(|k|^{-2+\alpha / 2+s}\right) \quad$ as $|k| \rightarrow \infty, k \in \mathbb{C}^{+}$.
Therefore,

$$
\begin{align*}
& \left\|\tilde{\rho}_{s} R\left(k, k^{2}\right) U W R_{0}\left(k, k^{2}\right) \tilde{\rho}_{s}\right\| \\
& \quad=O\left(|k|^{-4+\infty+2 s}\right) \quad \text { as }|k| \rightarrow \infty, k \in \mathbb{C}^{+} \tag{7.3}
\end{align*}
$$

So (i) holds if $1<2 s<3-\alpha$ and, since $\| \tilde{\rho}_{s} R\left(k, k^{2} \mid \tilde{\rho}_{s} \|\right.$ is decreasing in $s$, it holds for all $\frac{1}{2}<s<1$.
(ii) Replacing $\tilde{\rho}_{s}$ by $\rho_{s}$ in (7.1), we have, for $s \in \mathbb{R}$,

$$
\begin{align*}
\rho_{s} R\left(k, k^{2}\right) \rho_{s}= & \rho_{s} R_{0}\left(k, k^{2}\right) \rho_{s} \\
& -\rho_{s} R\left(k, k^{2}\right) U W R_{0}\left(k, k^{2}\right) \rho_{s}
\end{align*}
$$

By Theorem C. 1(i), for $\frac{1}{2}<s<1$,

$$
\left\|\rho_{s} R_{0}\left(k, k^{2}\right) \rho_{s}\right\| \leqslant C|k|^{-2+2 s}, \quad k \in \mathbb{C}^{+},|k| \geqslant \eta .
$$

Applying now Theorem C.1, we get

$$
\begin{align*}
& \| \rho_{s} R\left(k, k^{2}\right) U W R_{0}\left(k, k^{2} \mid \rho_{s} \|\right. \\
& \quad=O\left(|k|^{-4+\alpha+2 s}\right) \quad \text { as }|k| \rightarrow \infty, k \in \mathbb{C}^{+}
\end{align*}
$$

Since $\alpha<2$, applying $\left(7.2^{\prime}\right)$ and $\left(7.3^{\prime}\right)$ in $\left(7.1^{\prime}\right)$, we obtain the desired result.

Applying Theorem 7.1 to $t\left(k ; \omega_{-}\right)$and $t\left(k ; \omega_{-}, \omega_{+}\right)$, we obtain

Theorem 7.2: Assume that $V$ satisfies the following condition: $V(x)=v(x) /|x|^{\alpha}$, with $v \in L^{\infty}\left(\mathbb{R}^{n}\right), n \geqslant 3$, and
$1<\alpha<2$, and, for some $\epsilon>0, V(x)=O\left(|x|^{-(n+1) / 2-\epsilon}\right)$ as $|x| \rightarrow \infty$.

Then:
(i) If $1<\alpha<\frac{3}{2},\left|t\left(k ; \omega_{-}\right)\right|=O\left(|k|^{-1}\right),|k| \rightarrow \infty, k \in \mathbb{C}^{+}$.
(ii) If $\frac{3}{2} \leqslant \alpha<2,\left|t\left(k ; \omega_{-}\right)\right|=O\left(|k|^{-1+\delta}\right)$ for any $\delta>O$, as $|k| \rightarrow \infty, k \in \mathbb{C}^{+}$.
The same result holds for $t\left(k ; \omega_{-}, \omega_{+}\right)$, as $k \rightarrow+\infty$, uniformly in $\omega_{ \pm} \in S^{n-1}$.

Before proving Theorem 7.2, we can state its immediate consequence, by means of the optical theorem (5.3):

Theorem 7.3: Assume that $V$ satisfies the condition of Theorem 7.2. Then:
(i) If $1<\alpha<\frac{3}{2}, \sigma\left(k ; \omega_{-}\right)=O\left(k^{-2}\right)$ as $k \rightarrow+\infty$.
(ii) If $\frac{3}{2} \leqslant \alpha<2, \sigma\left(k ; \omega_{-}\right)=O\left(k^{-2+\delta}\right)$, for any $\delta>0$, as
$k \rightarrow+\infty$.
Now we come to the proof:
Proof of Theorem 7.2: (i) By (3.4), this is a direct consequence of Theorem 7.1(i), since, in this case, $V \in L_{s}^{2}\left(\mathbb{R}^{n}\right)$ for any $s, \frac{1}{2}<s<\frac{1}{2}+\epsilon$.
(ii) $\mathrm{By}(3.4)$, this is a direct consequence of Theorem 7.1(ii). Indeed, in this case, $\rho_{-s} V \in L^{2}\left(\mathbb{R}^{n}\right)$ for $s=\frac{1}{2}$ $+\delta / 2, \delta / 2<\epsilon$, and arbitrarily small, and we can write
$\left\langle V, R\left(k, k^{2}\right) V\right\rangle=\left\langle\rho_{-s} V, \rho_{s} R\left(k, k^{2}\right) \rho_{s}\left(\rho_{-s} V\right)\right\rangle$.
Remark: For $n \geqslant 4,\left|t\left(k ; \omega_{-}\right)\right|=O\left(|k|^{-1}\right)$ as $|k| \rightarrow \infty$, $k \in \mathbb{C}^{+}$, for any $1<\alpha<2$ since, in this case, $V \in L_{s}^{2}\left(\mathbb{R}^{n}\right)$ for any $s, \frac{1}{2}<s<\frac{1}{2}+\epsilon$.

Finally, we prove the asymptotic estimate of the correction to the Born approximation of $\sigma\left(k ; \omega_{-}\right)$which, for any $\alpha<2$, is weaker than in the case of bounded potentials:

Theorem 7.4: Assume that $V$ satisfies the condition of Theorem 7.2. Then $\mid \sigma\left(k ; \omega_{-}\right)-\sigma_{B}(k$; $\left.\omega_{-}\right) \|=O\left(k^{-4+\alpha+\delta}\right)$ for any $\delta>0$ as $k \rightarrow+\infty$.

Remarks: (i) Comparing Theorems 7.3 and 7.4 and also 3.1 , we see that $\sigma\left(k ; \omega_{-}\right)-\sigma_{B}\left(k ; \omega_{-}\right)$is really a correction to $\sigma_{B}\left(k ; \omega_{-}\right)$since, in any case, the former decreases more rapidly than the latter as $k \rightarrow+\infty$.
(ii) In general, it is not clear whether the estimate for $\alpha>1$ can be improved by another method. In fact, it seems reasonable to expect that, the stronger the singularities of $V$ are, the slower is the decay of $\sigma\left(k ; \omega_{-}\right)-\sigma_{B}\left(k ; \omega_{-}\right)$for large $k$; this is suggested in particular by the analysis of Jensen who obtained in Ref. 11 another estimate in the case of the cross sections averaged over all incident directions in $\mathbb{R}^{3}$. The potentials considered by Jensen are of the type $V(x)=\left(1+|x|^{2}\right)^{-\beta} v(x)$ with $\beta>1$ and $v \in L^{P}\left(\mathbb{R}^{3}\right)$, $\frac{3}{2} \leqslant p \leqslant+\infty$, which locally corresponds exactly to our condition $\alpha<2$; so (for $n=3$ ), he covers a larger class than ours in the sense that the local singularities do not have to be in finite number. However, his result for the averaged cross sections $\bar{\sigma}(k)$ and $\bar{\sigma}_{B}(k)$,

$$
\begin{equation*}
\left|\bar{\sigma}(k)-\bar{\sigma}_{B}(k)\right|=O\left(k^{-3+3 / 2 p}\right) \quad \text { as } k \rightarrow+\infty \tag{7.4}
\end{equation*}
$$

coincides with ours only for $p=+\infty$, that is $\alpha=0$ (see our Theorem 5.4) and is weaker for $\frac{3}{2} \leqslant p<+\infty$, that is $0<\alpha<2$. For example, for $\alpha=1$ (Coulomb and Yukawa potentials), (7.4) becomes
$\left|\bar{\sigma}(k)-\bar{\sigma}_{B}(k)\right|=O\left(k^{-5 / 2+\delta}\right), \quad$ for any $\delta>0$, as $k \rightarrow \infty$, while our Theorem 7.4 gives

$$
\begin{aligned}
& \left|\sigma\left(k ; \omega_{-}\right)-\sigma_{B}\left(k ; \omega_{-}\right)\right| \\
& \quad=O\left(k^{-3+\delta}\right) \quad \text { for any } \delta>0, \text { as } k \rightarrow \infty
\end{aligned}
$$

Proof of Theorem 7.4: As in the proof of Theorem 5.4, one has

$$
\begin{aligned}
\sigma\left(k ; \omega_{-}\right) & -\sigma_{B}\left(k ; \omega_{-}\right) \\
= & -\frac{2 C_{n}^{2}}{\pi k} \frac{1}{(2 \pi)^{n}} \operatorname{Im}\left\langle V, R\left(k, k^{2}\right) U W R_{0}\left(k, k^{2}\right) V\right\rangle
\end{aligned}
$$

Using the same trick as in the proof of Theorem 7.2, this implies that, for $s=\frac{1}{2}+\delta / 2, \delta / 2<\epsilon$ and arbitrarily small,

$$
\begin{aligned}
& \left|\sigma\left(k ; \omega_{-}\right)-\sigma_{B}\left(k ; \omega_{-}\right)\right| \\
& \quad \leqslant \frac{2 C_{n}^{2}}{\pi k} \frac{1}{(2 \pi)^{n}}\left\|\rho_{-s} V\right\|^{2}\left\|\rho_{s} R\left(k, k^{2}\right) U W R_{0}\left(k, k^{2}\right) V\right\| .
\end{aligned}
$$

So, by (7.3')

$$
\begin{aligned}
& \left|\sigma\left(k ; \omega_{-}\right)-\sigma_{B}\left(k ; \omega_{-}\right)\right| \\
& \quad=O\left(k^{-4+a+\delta}\right) \text { for any } \delta>0 \text { as } k \rightarrow+\infty .
\end{aligned}
$$

## VIII. DILATION ANALYTIC POTENTIALS: ANALYTIC CONTINUATION ON THE UNPHYSICAL SHEET

We recall that a potential is said to be dilation analytic if the family $\left\{V_{\lambda}, \lambda \in \mathbb{R}^{+}\right\}$, where $V_{\lambda}(x)=V\left(\lambda^{-1} x\right)$, has an analytic continuation as a family of compact operators from $\mathscr{H}^{2}\left(\mathbb{R}^{n}\right)$ to $L^{2}\left(\mathbb{R}^{n}\right)$. We refer to Ref. 19 for the investigation of the family $\left\{H(\lambda)=\lambda^{2} H_{0}+V_{\lambda}\right\}$ and in particular a proof that it is analytic of type $A$ with essential spectrum $\lambda^{2} \mathbb{R}^{+}$, its point spectrum containing, in addition to the point spectrum of $H$, some complex eigenvalues in the sector $\{z \in \mathbb{C}, 2 \arg \lambda<\arg z<0\}$, in case $\arg \lambda<0$. Such complex eigenvalues are commonly interpreted as resonances. ${ }^{20}$ Actually, we could now repeat the arguments of Sec. IV, using the dilation group instead of the boost group, provided the potential is dilation analytic. We refer to Ref. $14(\mathrm{~b})$ for details. The important point is that this extra assumption allows to reach regions $\left\{k \in \mathbb{C}, \theta_{0}<\arg k<0\right\}$ and to prove meromorphy of the scattering amplitude in these regions, with possible poles only at resonance eigenvalues. We will not develop the detailed proofs; they are developed and used in Ref. 21 in the special case of electron-atom scattering.
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## APPENDIX A: A PRIORI ESTIMATE FOR $H_{0}(k)$

Following Agmon, ${ }^{1}$ we establish the a priori estimate used in the proof of Lemma 4.2(iii). In fact, we prove it for any $k=\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{C}^{n}$ and not only for $k \omega_{-}$, where $k \in \mathbb{C}$ and $\omega_{-}$is a unit vector in $\mathbb{R}^{n}$.

Before this, we need to list some properties of Besov norms. ${ }^{2}$ First, recall the following two equivalent norms on $\mathfrak{B}\left(\mathbb{R}^{n}\right)$ :

$$
\|u\|_{\mathfrak{P}^{*}}=\sup _{j>0}\left[\frac{1}{R_{j}} \int_{\Omega_{j}}|u(x)|^{2} d x\right]^{1 / 2}
$$

(see Sec. II for the definitions of $R_{j}$ and $\Omega_{j}$ ) and

$$
\|u\|_{\mathbb{R}^{*}}^{\prime}=\sup _{R>1}\left[\frac{1}{R} \int_{|x|<R}|u(x)|^{2} d x\right]^{1 / 2} .
$$

Let now $\varphi \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right), \varphi \geqslant 0, \varphi(x)=1$ for $|x| \leqslant 1$ and $\operatorname{supp} \varphi \subset\left\{x \in \mathbb{R}^{n},|x|<2^{N}\right\}$ for some $N \geqslant 1$.

Define $\varphi^{\gamma}(x)=\varphi(\gamma x)$ for $0<\gamma \leqslant 1$,

$$
\varphi_{R}^{\gamma}(x)=-\frac{1}{R^{1 / 2}} \varphi^{\gamma}\left(\frac{x}{R}\right) \quad \text { for } R>1
$$

and

$$
\|u\|_{\mathbb{B}^{*}}^{\gamma}=\sup _{R>1}\left\|\varphi_{R}^{\gamma} u\right\|_{L^{2}} .
$$

If $\chi$ is the characteristic function of $\operatorname{supp} \varphi$, define similarly $\chi^{\gamma}, \chi_{R}^{\gamma}$, and $\|u\|_{\mathbb{B}^{*}}^{\chi_{\gamma}}$.

One can easily prove that

$$
\begin{equation*}
\frac{1}{2}\|u\|_{\mathfrak{P}^{*}}^{\prime} \leqslant\|u\|_{\mathfrak{P}^{*}} \leqslant\|u\|_{\mathfrak{P}^{*}} \tag{A1}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u\|_{\mathfrak{Q}^{*}} \leqslant\|u\|_{\mathfrak{P}^{*}} \leqslant\|u\|_{\mathfrak{P}^{*}}^{\boldsymbol{q}^{r}} \tag{A2}
\end{equation*}
$$

and it is not much more difficult to show that we have also

$$
\begin{equation*}
\|u\|_{\mathbb{1}^{*}}^{\varphi^{r}} \leqslant\left(2^{N / 2+1} / \gamma^{1 / 2}\right)\|u\|_{\mathfrak{B} *}^{\prime} \tag{A3}
\end{equation*}
$$

and

$$
\|u\|_{\mathbb{Q}^{*}}{ }^{\gamma} \leqslant\left(2^{N / 2} / \gamma^{1 / 2}\right)\|u\|_{\mathfrak{Q}^{*}}^{\prime}
$$

Therefore, all the norms $\|\cdot\|_{\mathfrak{B}^{*}},\|\cdot\|_{\mathfrak{B}^{*}},\|\cdot\|_{\mathfrak{B}^{*}}^{\boldsymbol{q}^{\gamma}}$, and $\|\cdot\|_{\mathfrak{B}^{*}}^{\gamma}$ are equivalent.

Now we can state:
Theorem A.1: Let $\delta>0$. Then, for any $u \in \mathscr{H}^{2}\left(\mathbb{R}^{n}\right)$, $k \in \mathbb{C}^{n},|k| \geqslant \delta$, and $\epsilon \in \mathbb{R}$,

$$
\begin{equation*}
|k|\|u\|_{\mathfrak{B} \cdot\left(\mathbb{R}^{n}\right)} \leqslant C\left\|\left(H_{0}(k)-k^{2}-i \epsilon\right) u\right\|_{\mathfrak{* ^ { * } ( \mathbf { R } ^ { n } )}} \tag{A4}
\end{equation*}
$$

where $C$ is a constant depending only on $\delta$.
For the proof of this theorem, we need four lemmas.
Lemma A.2: For any $u \in \mathscr{R}^{1}(\mathbb{R})$ and $\lambda \in \mathbb{C}$,

$$
\begin{equation*}
\|u\|_{\mathfrak{P} \bullet_{(\mathbf{R})} \leqslant}\left\|\left(\frac{d}{d x}-\lambda\right) u\right\|_{L^{\prime}(\mathbf{R})} \tag{A5}
\end{equation*}
$$

Proof: We can assume $\operatorname{Re} \lambda \leqslant 0$ without loss of generality. Let $f=(d / d x-\lambda) u$.

If $f \not \ddagger L^{1}(\mathbb{R})$, then the right-hand side of (A5) is infinite and there is nothing to prove. Suppose then $f \in L^{1}(\mathbb{R})$. We have

$$
u(x)=\int_{-\infty}^{x} f(t) e^{\lambda(x-t)} d t
$$

Thus

$$
|u(x)| \leqslant \int_{-\infty}^{+\infty}|f(t)| d t=\|f\|_{L^{\prime}(\mathbf{R})}
$$

So

$$
\int_{a_{j}}|u(x)|^{2} d x \leqslant R_{j}\|f\|_{L^{\prime}(\mathbf{R})}^{2} \quad \forall j>0
$$

and finally

$$
\sup _{j>0} \frac{1}{R_{j}} \int_{\Omega_{j}}|u(x)|^{2} d x \leqslant\|f\|_{L^{\prime}(\mathbf{R})}^{2}
$$

Lemma A.3: Let $x=\left(x_{1}, x^{\prime}\right)$, where $x^{\prime}=\left(x_{2}, \ldots, x_{n}\right)$. Then, for any $u \in \mathfrak{P}\left(\mathbb{R}^{n}\right)$,

$$
\int_{-\infty}^{+\infty}\left\|u\left(x_{1}, \cdot\right)\right\|_{L^{2}\left(\mathbf{R}^{n-1}\right)} d x_{1} \leqslant \sqrt{2}\|u\|_{\mathfrak{Y}\left(\mathbf{R}^{n}\right)}
$$

Proof: Set $u=\Sigma_{j=1}^{\infty} u_{j}$, where $u_{j}=\chi_{j} u$ and $\chi_{j}$ is the characteristic function of $\Omega_{j}$.
Then
$\int_{-\infty}^{+\infty}\left\|u\left(x_{1},\right)\right\|_{L^{2}\left(\mathbf{R}^{n-1}\right)} d x_{1} \leqslant \sum_{j=1}^{\infty} \int_{-\infty}^{+\infty}\left\|u_{j}\left(x_{1}, \cdot\right)\right\|_{L^{2}\left(\mathbf{R}^{n-1}\right)} d x_{1}$.
For any $j$, since $u_{j}\left(x_{1}, x^{\prime}\right)=0$ for any $x^{\prime} \in \mathbb{R}^{n-1}$ if $\left|x_{1}\right|>R_{j}$,

$$
\begin{aligned}
\int_{-\infty}^{+\infty} & \left\|u_{j}\left(x_{1}, \cdot\right)\right\|_{L^{2}\left(\mathbf{R}^{n-1}\right)} d x_{1} \\
& =\int_{-R_{j}}^{R_{j}}\left\|u_{j}\left(x_{1}, \cdot\right)\right\|_{L^{2}\left(\mathbf{R}^{n-1}\right)} d x_{1} .
\end{aligned}
$$

By Schwarz inequality, this gives

$$
\begin{aligned}
\int_{-\infty}^{+\infty} & \left\|u_{j}\left(x_{1} \cdot \cdot\right)\right\|_{L^{2}\left(\mathbf{R}^{n-1}\right)} d x_{1} \\
& \leqslant \sqrt{2 R_{j}}\left(\int_{\mathbf{R}}\left\|u_{j}\left(x_{1} \cdot \cdot\right)\right\|_{L^{2}\left(\mathbf{R}^{n-1},\right.}^{2} d x_{1}\right)^{1 / 2} \\
& =\sqrt{2 R_{j}}\left(\int_{\mathbf{R}^{n}}\left|u_{j}(x)\right|^{2} d x\right)^{1 / 2} \\
& =\sqrt{2}\left(R_{j} \int_{\Omega_{j}}|u(x)|^{2} d x\right)^{1 / 2} .
\end{aligned}
$$

So finally

$$
\int_{-\infty}^{+\infty}\left\|u\left(x_{1}, \cdot\right)\right\|_{L^{2}\left(\mathbf{R}^{n-1}\right)} \leqslant \sqrt{2}\|u\|_{\mathfrak{B}\left(\mathbf{R}^{n}\right)} .
$$

Lemma A.4: Let $D_{j}=-i \partial / \partial x_{j}$. For any $u \in \mathscr{H}^{2}\left(\mathbb{R}^{n}\right)$, $k \in \mathbb{C}^{n}, z \in \mathbb{C}$, and $j=1, \ldots, n$,

$$
\left\|\left(D_{j}+k_{j}\right) u\right\|_{\mathfrak{B}^{*}\left(\mathbf{R}^{n}\right)} \leqslant 2 \sqrt{2}\left\|\left(H_{0}(k)-z\right) u\right\|_{\mathfrak{B}_{\left(\mathbf{R}^{n}\right)}} .
$$

Proof: It is sufficient to prove the estimate for $u \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Consider first the case $n=1$. Let $D=-i d /$ $d x, k \in \mathbb{C}, z \in \mathbb{C}$, and $\lambda \in \mathbb{C}$ such that $z=-\lambda^{2}$. By Lemma A.2, we have
$\|(D+k) u\|_{\mathfrak{P} *(\mathbb{R})}$

$$
\begin{aligned}
& \leqslant \frac{1}{2}\left[\|[i(D+k)+\lambda] u\|_{\mathbb{Q}^{*}(\mathbf{R})}\right. \\
& \left.\quad+\|[i(D+k)-\lambda] u\|_{\mathbb{R}^{*}(\mathbf{R})}\right] \\
& \leqslant \frac{1}{2}\left[\|[i(D+k)-\lambda][i(D+k)+\lambda] u\|_{L^{\prime}(\mathbf{R})}\right. \\
& \left.\quad+\|[i(D+k)+\lambda][i(D+k)-\lambda] u\|_{L^{\prime}(\mathbf{R})}\right] \\
& =\left\|\left[-(D+k)^{2}-\lambda^{2}\right] u\right\|_{L^{\prime}(\mathbf{R})} .
\end{aligned}
$$

So

$$
\|(D+k) u\|_{\mathfrak{B}^{*}(\mathbf{R})} \leqslant\left\|\left[(D+k)^{2}-z\right] u\right\|_{L^{\prime}(\mathbf{R})} .
$$

Let now $n$ be arbitrary and choose $j=1$. Write
$k=\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{C}^{n}, u(x)=u\left(x_{1}, x^{\prime}\right)$, where $x^{\prime}=\left(x_{2}, \ldots, x_{n}\right)$ and denote by $\hat{u}\left(x_{1}, p^{\prime}\right)$ the Fourier transform of $u$ with respect to $x^{\prime}$, with $p^{\prime}=\left(p_{2}, \ldots, p_{n}\right)$.

The result for $n=1$ gives us, for any fixed $p^{\prime}$,

$$
\begin{aligned}
& \left\|\left(D_{1}+k_{1}\right) \hat{u}\left(\cdot, p^{\prime}\right)\right\|_{\mathfrak{B}^{*}(\mathbf{R})} \\
& \leqslant \\
& \quad \|\left[\left(D_{1}+k_{1}\right)^{2}+\left(p_{2}+k_{2}\right)^{2}+\cdots\right. \\
& \left.\quad+\left(p_{n}+k_{n}\right)^{2}-z\right] \hat{u}\left(\cdot, p^{\prime}\right) \|_{L^{\prime}(\mathbf{R})} .
\end{aligned}
$$

Therefore, by (A1), we have, for any $R>1$,

$$
\begin{aligned}
& \frac{1}{R} \int_{\left|x_{1}\right|<R}\left|\left(D_{1}+k_{1}\right) \hat{u}\left(x_{1}, p^{\prime}\right)\right|^{2} d x_{1} \\
& \quad \leqslant 4\left(\int _ { - \infty } ^ { + \infty } \left[\left(D_{1}+k_{1}\right)^{2}+\left(p_{2}+k_{2}\right)^{2}+\cdots\right.\right. \\
& \left.\left.\quad+\left(p_{n}+k_{n}\right)^{2}-z\right] \hat{u}\left(x_{1}, p^{\prime}\right) d x_{1}\right)^{2}
\end{aligned}
$$

Integrating now both terms of this inequality with respect to $p^{\prime}$ and applying, on one hand, Schwarz inequality to the integral of the right-hand side, and, on the other hand, Parseval's formula, we obtain

$$
\begin{aligned}
& \frac{1}{R} \int_{\left|x_{1}\right|<R}\left|\left(D_{1}+k_{1}\right) u(x)\right|^{2} d x \\
& \quad \leqslant 4\left(\int_{-\infty}^{+\infty}\left\|\left[H_{0}(k)-z\right] u\left(x_{1}, \cdot\right)\right\|_{L^{2}\left(\mathbf{R}^{n-1}\right)} d x_{1}\right)^{2}
\end{aligned}
$$

By Lemma A.3, the right-hand side of this inequality is smaller than

$$
8\left\|\left(H_{0}(k)-z\right) u\right\|_{\mathfrak{B}\left(\mathbf{R}^{n}\right)}^{2} .
$$

By (A1),

$$
\begin{aligned}
\left\|\left(D_{1}+k_{1}\right) u\right\|_{\mathfrak{B}^{*}\left(\mathbf{R}^{n}\right)}^{2} & \leqslant \sup _{R>1} \frac{1}{R} \int_{|x|<R}\left|\left(D_{1}+k_{1}\right) u(x)\right|^{2} d x \\
& \leqslant \sup _{R>1} \frac{1}{R} \int_{\left|x_{1}\right|<R}\left|\left(D_{1}+k_{1}\right) u(x)\right|^{2} d x
\end{aligned}
$$

So, finally,

$$
\left\|\left(D_{1}+k_{1}\right) u\right\|_{\mathfrak{B}^{*}\left(\mathbf{R}^{n}\right)}^{2} \leqslant 8\left\|\left(H_{0}(k)-z\right) u\right\|_{\mathfrak{P}\left(\mathbf{R}^{n}\right)}^{2}
$$

for any $u \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and in fact for any $u \in \mathscr{H}^{2}\left(\mathbb{R}^{n}\right)$ by a density argument (see Ref. 1).

Lemma A.5: Let $\delta>0$. Then, for any $u \in \mathscr{H}^{2}\left(\mathbb{R}^{n}\right)$, $k \in \mathbb{C}^{n},|k| \geqslant \delta$, and $\epsilon \in \mathbb{R}$,

$$
\begin{align*}
|k|\|u\|_{\mathfrak{B} *\left(\mathbf{R}^{n}\right)} \leqslant & C_{\delta}\left(\left\|\left(H_{0}(k)-k^{2}-i \epsilon\right) u\right\|_{\mathfrak{B} *\left(\mathbf{R}^{n}\right)}\right. \\
& \left.+2 \sum_{j=1}^{n}\left\|\left(D_{j}+k_{j}\right) u\right\|_{\mathfrak{B} *\left(\mathbf{R}^{n}\right)}\right) \tag{A6}
\end{align*}
$$

where $C_{\delta}$ is a constant depending only on $\delta$.
Proof: Let $k=a+i b \in \mathbb{C}^{n}$ and $\epsilon \in \mathbb{R}$.
We prove first (A6) with $L^{2}$-norms. Let

$$
F(p)=\left|(p+k)^{2}-k^{2}-i \epsilon\right|^{2}+4 \sum_{j=1}^{n}\left|p_{j}+k_{j}\right|^{2}
$$

An easy estimate shows that, for $|k| \geqslant \delta$,

$$
\begin{equation*}
F(p) \geqslant \mathscr{C}_{\delta}^{2}|k|^{2}, \quad \text { where } \mathscr{C}_{\delta}^{2}=\min \left(2, \delta^{2} / 4\right) \tag{A7}
\end{equation*}
$$

Let now $u \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Multiplying both sides of (A7) by $|\hat{u}(p)|^{2}$, integrating on $\mathbb{R}^{n}$, and applying Parseval's formula, we get, for any $k \in \mathbb{C}^{n},|k| \geqslant \delta$, and $\epsilon \in \mathbb{R}$ $\mathscr{C}_{\delta}^{2}|k|^{2}\|u\|^{2} \leqslant\left\|\left(H_{0}(k)-k^{2}-i \epsilon\right) u\right\|^{2}+4 \sum_{j=1}^{n}\left\|\left(D_{j}+k_{j}\right) u\right\|^{2}$ and then
$\mathscr{C}_{\delta}|k|\|u\| \leqslant\left\|\left(H_{0}(k)-k^{2}-i \epsilon\right) u\right\|+2 \sum_{j=1}^{n}\left\|\left(D_{j}+k_{j}\right) u\right\|$.

Let now $\varphi_{R}^{\gamma}, 0<\gamma \leqslant 1$, and $R>1$, as defined in the beginning of this appendix, and apply (A8) to $\varphi_{R}^{\gamma} u \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ :

$$
\begin{align*}
\mathscr{C}_{\delta}|k|\left\|\varphi_{R}^{\gamma} u\right\| \leqslant & \left\|\left(H_{0}(k)-k^{2}-i \epsilon\right)\left(\varphi_{R}^{\gamma} u\right)\right\| \\
& +2 \sum_{j=1}^{n}\left\|\left(D_{j}+k_{j}\right)\left(\varphi_{R}^{\gamma} u\right)\right\| . \tag{A9}
\end{align*}
$$

Remark now that, for any $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}, x \in \mathbb{R}^{n}$, and $R>1$,

$$
\begin{equation*}
\left|D^{\alpha} \varphi_{R}^{\gamma}(x)\right| \leqslant \gamma C_{\alpha}(\varphi) \chi_{R}(x), \tag{A10}
\end{equation*}
$$

where $C_{\alpha}(\varphi)=C_{\alpha} \sup _{1 \leqslant|\alpha| \leqslant 2}\left\|D^{\alpha} \varphi\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)}, C_{\alpha}$ depending only on $\alpha$.

By means of (A10), we can evaluate the right-hand side of (A9):

$$
\begin{aligned}
& \left\|\left(H_{0}(k)-k^{2}-i \epsilon\right)\left(\varphi_{\gamma}^{R} u\right)\right\| \\
& \leqslant\left\|\varphi_{R}^{\gamma}\left(H_{0}(k)-k^{2}-i \epsilon\right) u\right\| \\
& \quad+2 \sum_{j=1}^{n}\left\|\left(D_{j} \varphi_{R}^{\gamma}\right)\left(D_{j}+k_{j}\right) u\right\|+\sum_{j=1}^{n}\left\|\left(D_{j}^{2} \varphi_{R}^{\gamma}\right) u\right\| .
\end{aligned}
$$

So

$$
\begin{align*}
& \left\|\left(H_{0}(k)-k^{2}-i \epsilon\right)\left(\varphi_{\gamma}^{R} u\right)\right\| \\
& \quad \leqslant\left\|\varphi_{R}^{\gamma}\left(H_{0}(k)-k^{2}-i \epsilon\right) u\right\| \\
& \quad+\gamma 2 C_{1}(\varphi) \sum_{j=1}^{n}\left\|\chi_{R}\left(D_{j}+k_{j}\right) u\right\|+\gamma n C_{2}(\varphi)\left\|\chi_{R} u\right\| \tag{A11}
\end{align*}
$$

and

$$
\left\|\left(D_{j}+k_{j}\right)\left(\varphi_{R}^{\gamma} u\right)\right\| \leqslant\left\|\varphi_{R}^{\gamma}\left(D_{j}+k_{j}\right) u\right\|+\left\|\left(D_{j} \varphi_{R}^{\gamma}\right) u\right\| .
$$

So

$$
\begin{equation*}
\left\|\left(D_{j}+k_{j}\right)\left(\varphi_{R}^{\gamma} u\right)\right\| \leqslant\left\|\varphi_{R}^{\gamma}\left(D_{j}+k_{j}\right) u\right\|+\gamma C_{1}(\varphi)\left\|\chi_{R} u\right\| . \tag{A12}
\end{equation*}
$$

Applying (A11) and (A12) in (A9), we have

$$
\begin{aligned}
& \mathscr{C}_{\delta}|k| \\
& \quad\left\|\varphi_{R}^{\gamma} u\right\| \\
& \quad \leqslant \varphi_{R}^{\gamma}\left(H_{0}(k)-k^{2}-i \epsilon\right) u\left\|+2 \sum_{j=1}^{n}\right\| \varphi_{R}^{\gamma}\left(D_{j}+k_{j}\right) u \| \\
& \quad+\gamma\left[2 C_{1}(\varphi) \sum_{j=1}^{n}\left\|\chi_{R}\left(D_{j}+k_{j}\right) u\right\|\right. \\
& \left.\quad+n\left(C_{1}(\varphi)+C_{2}(\varphi)\right)\left\|\chi_{R} u\right\|\right]
\end{aligned}
$$

Take the supremum over all $R>1$. This gives, using (A2),

$$
\begin{align*}
& \mathscr{C}_{\delta}|k|\|u\|_{\mathfrak{P}^{*}} \\
& \leqslant\left\|\left(H_{0}(k)-k^{2}-i \epsilon\right) u\right\|_{\mathfrak{B}^{*}}^{q^{\gamma}}+2 \sum_{j=1}^{n}\left\|\left(D_{j}+k_{j}\right) u\right\|_{\mathfrak{B}^{*}}^{q^{\gamma}} \\
&+\gamma\left[2 C_{1}(\varphi)\left\|\left(D_{j}+k_{j}\right) u\right\|_{\mathfrak{P}^{*}}^{\gamma}\right. \\
&\left.\quad+n\left(C_{1}(\varphi)+C_{2}(\varphi)\right)\|u\| \|_{\mathfrak{P}^{*}}^{\gamma^{\gamma}}\right] \tag{A13}
\end{align*}
$$

Applying (A3) and (A3') in (A13), we get

$$
\begin{align*}
& \mathscr{C}_{\delta}|k|\|u\|_{\mathfrak{R}^{*}} \leqslant 2^{N / 2+1} \\
& \quad \times\left[\left\|\left(H_{0}(k)-k^{2}-i \epsilon\right) u\right\|_{\mathfrak{P}^{*}}+2 \sum_{j=1}^{n}\left\|\left(D_{j}+k_{j}\right) u\right\|_{\mathfrak{P}^{*}}\right] \\
& \quad+\gamma^{1 / 2} 2^{N / 2}\left[2 C_{1}(\varphi) \sum_{j=1}^{n}\left\|\left(D_{j}+k_{j}\right) u\right\|_{\mathfrak{R}^{*}}\right. \\
& \left.\quad+n\left(C_{1}(\varphi)+C_{2}(\varphi)\right)\|u\|_{\mathfrak{P}^{*}}\right] . \tag{A14}
\end{align*}
$$

Since $0<\gamma \leqslant 1$, (A14) gives, setting

$$
C_{\delta}=2^{N / 2+1}\left(2+C_{1}(\varphi)\right) / \mathscr{C}_{\delta}:
$$

$$
\begin{align*}
&|k|\|u\|_{\mathfrak{P}^{*}} \leqslant \frac{1}{2} C_{\delta}\left[\left\|\left(H_{0}(k)-k^{2}-i \epsilon\right) u\right\|_{\mathfrak{P}^{*}}\right. \\
&\left.+2 \sum_{j=1}^{n}\left\|\left(D_{j}+k_{j}\right) u\right\|_{\mathfrak{R}^{*}}\right] \\
&+|k| \gamma^{1 / 2} \frac{2^{N / 2} n\left(C_{1}(\varphi)+C_{2}(\varphi)\right)}{\delta \mathscr{C}_{\delta}}\|u\|_{\mathfrak{P}^{* *}} \tag{A15}
\end{align*}
$$

Finally, choosing $\gamma$ such that

$$
\gamma^{1 / 2} 2^{N / 2} n\left(C_{1}(\varphi)+C_{2}(\varphi)\right) / \delta \mathscr{C}_{\delta} \leqslant \frac{1}{2}
$$

(A15) becomes

$$
\begin{aligned}
|k|\|u\|_{\mathfrak{B}^{*}} \leqslant & C_{\delta}\left(\left\|\left(H_{0}(k)-k^{2}-i \epsilon\right) u\right\|_{\mathfrak{P}^{*}}\right. \\
& \left.+2 \sum_{j=1}^{n}\left\|\left(D_{j}+k_{j}\right) u\right\|_{\mathfrak{P}^{*}}\right)
\end{aligned}
$$

which is the desired result for $u \in \mathscr{C}_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. The result for $u \in \mathscr{H}^{2}\left(\mathbb{R}^{n}\right)$ follows again by a density argument.

Now, we can give:
Proof of Theorem A. 1: Let $u \in \mathscr{H}^{2}\left(\mathbf{R}^{n}\right), k \in \mathbb{C}^{n},|k| \geqslant \delta$, and $\epsilon \in \mathbb{R}$. By Lemma A.5,

$$
|k|\|u\|_{\mathfrak{P}^{*}} \leqslant C_{\delta}\left[\left\|\left(H_{0}(k)-k^{2}-i \epsilon\right) u\right\|_{\mathfrak{Q}^{*}}\right.
$$

$$
\left.+2 \sum_{j=1}^{n}\left\|\left(D_{j}+k_{j}\right) u\right\|_{\mathfrak{R} *}\right]
$$

By Lemma A.4,

$$
\left\|\left(D_{j}+k_{j}\right) u\right\|_{\mathfrak{B}_{*} *} \leqslant 2 \sqrt{2}\left\|\left(H_{0}(k)-k^{2}-i \epsilon\right) u\right\|_{\mathfrak{B}} .
$$

Thus, finally,
$|k|\|u\|_{\mathfrak{R}} \leqslant C_{\delta}(1+4 \sqrt{2} n)\left\|\left(H_{0}(k)-k^{2}-i \epsilon\right) u\right\|_{\mathfrak{F}}$
since
$\|\cdot\|_{\mathfrak{G} *} \leqslant\|\cdot\|_{\mathfrak{Y}}$.

## APPENDIX B

We provide here the tools for the proof of (iii) in Theorem 4.1.

Lemma B.1: Let $V$ be a short-range potential. Then, if $k_{0}^{2} \in \sigma_{p}(H) \cap \mathbb{R}^{+}, k_{0}^{2} \neq 0$, there exists a real neighborhood $v\left(k_{0}\right)$ of $k_{0}$ and a norm continuous family $\left\{\Gamma(k), k \in v\left(k_{0}\right)\right\}$ of bounded linear operators on $\mathfrak{B}\left(\mathbb{R}^{n}\right)$ such that
$\left(1-P\left(k, k_{0}^{2}\right)\right)\left(1+K\left(k, k^{2}\right)\right) \Gamma(k)=1-P\left(k, k_{0}^{2}\right)$
and, for $k \in v\left(k_{0}\right) \backslash\left\{k_{0}\right\}$,
$\left(1-P\left(k, k_{0}^{2}\right)\right) R\left(k, k^{2}\right)=\left(1-P\left(k, k_{0}^{2}\right)\right) R_{0}\left(k, k^{2}\right) \Gamma(k)$.

Proof: We refer to Refs. 1, 6, and 22 for a proof that the null space $N\left(1+V R\left(0, k_{0}^{2}\right)^{*}\right)$ is $P\left\{k_{0}^{2}\right\} \mathscr{H}$. Equivalently,

$$
\begin{equation*}
N\left(1+K\left(k_{0}, k_{0}^{2}\right)^{*}\right)=P\left(k_{0}, k_{0}^{2}\right) \mathscr{H} \tag{B2}
\end{equation*}
$$

Actually, since $P\left\{k_{0}^{2}\right\}$ is finite-dimensional and $P\left\{\mathbf{k}_{0}^{2}\right\} L^{2}\left(\mathbb{R}^{n}\right) \subset L_{s}^{2}\left(\mathbb{R}^{n}\right)$ for all $s \in \mathbb{R}, P\left(k_{0}, k_{0}^{2}\right)$ is a bounded operator on $\mathfrak{B}\left(\mathbb{R}^{n}\right)$ and $\mathfrak{B}^{*}\left(\mathbb{R}^{n}\right)$. This also applies to $\left\{P\left(k, k_{0}^{2}\right), k \in \mathbb{R}\right\}$, which is readily seen to be norm continuous in $k \in \mathbb{R}$ on both $\mathfrak{B}\left(\mathbb{R}^{n}\right)$ and $\mathfrak{B}^{*}\left(\mathbb{R}^{n}\right)$. Now, by (B2), the range of $1+K\left(k_{0}, k_{0}^{2}\right)$ is equal to $\left(1-P\left(k_{0}, k_{0}^{2}\right)\right) \mathfrak{B}\left(\mathbb{R}^{n}\right)$; in fact, both subspaces are closed, since $K\left(k_{0}, k_{0}^{2}\right)$ and $P\left(k_{0}, k_{0}^{2}\right)$ are compact on $\mathfrak{B}\left(\mathbb{R}^{n}\right)$, and they have the same annihilator in $\mathfrak{B} *\left(\mathbb{R}^{n}\right)$, namely, $P\left(k_{0}, k_{0}^{2}\right) L^{2}\left(\mathbb{R}^{n}\right)$. By the general theory of Fredholm operators, ${ }^{23}$ there exists a bounded linear operator $\Gamma\left(k_{0}\right)$ on $\mathfrak{B}\left(\mathbf{R}^{n}\right)$ such that, with $Q\left(k_{0}, k_{0}^{2}\right)$ $=1-P\left(k, k_{0}^{2}\right)$, one has

$$
\left(1+K\left(k_{0}, k_{0}^{2}\right)\right) \Gamma\left(k_{0}\right)=Q\left(k_{0}, k_{0}^{2}\right) .
$$

Consider now $A(k)=Q\left(k, k_{0}^{2}\right)\left(1+K\left(k, k^{2}\right)\right)$; then $\{A(k), k \in \mathbb{R} \backslash\{0\}\}$ is norm continuous in $k$ on $\mathfrak{B}\left(\mathbb{R}^{n}\right)$ since both factors are. Since, furthermore, the kernels and cokernels of $A(k)$ and $A\left(k_{0}\right)$ have the same dimensions for $k$ in a neighborhood $v\left(k_{0}\right)$ of $k_{0}$, there exists a continuous family $\left\{\Gamma(k), k \in v\left(k_{0}\right)\right\}$ of right pseudo-inverses of $A(k)$ such that

$$
A(k) \Gamma(k)=Q\left(k, k_{0}^{2}\right)
$$

Now, applying $R\left(k, k^{2}\right)$ to the left of this equality, $k \in v\left(k_{0}\right) \backslash\left\{k_{0}\right\}$, one gets

$$
\begin{aligned}
& R\left(k, k^{2}\right) Q\left(k, k_{0}^{2}\right) \\
& \quad=R\left(k, k^{2}\right) Q\left(k, k_{0}^{2}\right)\left(1+K\left(k, k^{2}\right)\right) \Gamma(k) \\
& \quad=Q\left(k, k_{0}^{2}\right) R_{0}\left(k, k^{2}\right) \Gamma(k)
\end{aligned}
$$

In the last equality, we have used the easily justified $R\left(k, k^{2}\right) Q\left(k, k_{0}^{2}\right)=Q\left(k, k_{0}^{2}\right) R\left(k, k^{2}\right)$ and (4.4).

Lemma B.2: $\left(1-P\left(k, k_{0}^{2}\right)\right) R\left(k, k^{2}\right)$ satisfies (iii) of Theorem 4.1.

Proof: This follows immediately from (B1) since $Q\left(k, k_{0}^{2}\right)$ and $\Gamma(k)$ are norm continuous on $\mathfrak{B}^{*}\left(\mathbb{R}^{n}\right)$ and $\mathfrak{B}\left(\mathbf{R}^{n}\right)$, respectively, for $k \in v\left(k_{0}\right)$ and $R_{0}\left(k, k^{2}\right)$ is weakly continuous in $\mathscr{L}\left(\mathfrak{B}, \mathfrak{F}^{*}\right)$ by Lemma $4.2(\mathrm{i})$.

## APPENDIX C

We give a technical estimate, based on scaling arguments, which is needed in the proof of Theorem 7.1.

Theorem C.1: Assume that $V$ satisfies the condition of Theorem 7.1. Then, for $\frac{1}{2}<s_{1}, s_{2}<1$, one has
(i) $\left\|\rho_{s_{1}} R_{0}\left(k, k^{2}\right) \rho_{s_{2}}\right\|$

$$
=O\left(|k|^{-2+s_{1}+s_{2}}\right) \quad \text { as }|k| \rightarrow \infty, k \in \mathbb{C}^{+}
$$

(ii) $\left\|\rho_{\alpha / 2} R\left(k, k^{2}\right) \rho_{s_{2}}\right\|$
$=O\left(|k|^{-2+\alpha / 2+s_{2}}\right)$ as $|k| \rightarrow \infty, k \in \mathbb{C}^{+}$.
Proof: (i) We show this result first for $R_{0}\left(k, k^{2}\right)$ and for $k \in \mathbb{R}^{+}$. The proof extends easily to $k \in \mathbb{C}^{+}$. An essential role is played by the fact that, for $0 \leqslant s<1, \rho_{s}$ is a bounded map
from $\mathscr{H}^{+1}\left(\mathbb{R}^{n}\right)$ to $L^{2}\left(\mathbb{R}^{n}\right)$ and from $L^{2}\left(\mathbb{R}^{n}\right)$ to $\mathscr{H}^{-1}\left(\mathbb{R}^{n}\right)$ (see, e.g., Ref. 15). Accordingly, $\rho_{s_{1}} R_{0}\left(k, k^{2}+i \epsilon\right) \rho_{s_{2}}$ makes sense as a bounded operator on $L^{2}\left(\mathbb{R}^{n}\right)$ for $\epsilon>0$. By unitarity of the scaling transformation $D(k): u(x) \mapsto k^{n / 2} u(k x)$ and since $D^{-1}(k) H_{0}(k) D(k)=k^{2} H_{0}(1)$, one has

$$
\begin{aligned}
\| \rho_{s_{1}} & \left(H_{0}(k)-k^{2}-i \epsilon\right)^{-1} \rho_{s_{2}} \| \\
& =k^{-2+s_{1}+s_{2}}\left\|\rho_{s_{1}}\left(H_{0}(1)-1-i \epsilon k^{-2}\right)^{-1} \rho_{s_{2}}\right\| \\
& =k^{-2+s_{1}+s_{2}} \| \rho_{s_{1}}\left(H_{0}-1-i \epsilon k^{-2} \mid \rho_{s_{2}} \|\right.
\end{aligned}
$$

So it remains to show that the last factor on the rhs of this equality is uniformly bounded on $L^{2}\left(\mathbb{R}^{n}\right)$ as $k \rightarrow+\infty$, $\epsilon \downarrow 0^{+}$. Using the first iteration of the resolvent equation and the fact that $\tilde{\rho}_{s_{1}}\left(H_{0}-1-i \epsilon k^{2}\right)^{-1} \tilde{\rho}_{s_{2}}$ is uniformly bounded for $s_{1}, s_{2}>\frac{1}{2}$ by Agmon's theory, ${ }^{1}$ it is enough to show that $\rho_{s_{1}}\left(H_{0}+1\right)^{-1} \rho_{s_{2}}, \rho_{s_{1}}\left(H_{0}+1\right)^{-2} \rho_{s_{2}}$, and $\rho_{s_{1}}\left(H_{0}+1\right)^{-1} \tilde{\rho}_{s_{1}}$ are bounded. For the first two terms, this follows from the previously mentioned properties of the mappings $\rho_{s}$. For the last one, it is enough to use the commutation property

$$
\begin{aligned}
\rho_{s_{1}}\left(H_{0}\right. & +1)^{-1} \tilde{\rho}_{s_{1}} \\
= & \tilde{\rho}_{s_{1}} \rho_{s_{1}}\left(H_{0}+1\right)^{-1} \\
& +\rho_{s_{1}}\left(H_{0}+1\right)^{-1}\left[H_{0}, \tilde{\rho}_{s_{1}}\right]\left(H_{0}+1\right)^{-1}
\end{aligned}
$$

It is easy to show that, since $s_{1}<1$, the commutator [ $H_{0}, \tilde{\rho}_{s_{1}}^{-1}$ ] is $H_{0}$-bounded, so that [ $\left.H_{0}, \tilde{\rho}_{s_{1}}\right]\left(H_{0}+1\right)^{-1}$ is bounded on $L^{2}\left(\mathbb{R}^{n}\right)$. The other terms $\tilde{\rho}_{s_{1}} \rho_{s_{1}}\left(H_{0}+1\right)^{-1}$ and $\rho_{s_{1}}\left(H_{0}+1\right)^{-1}$ also are by relative boundedness arguments.
(ii) We now apply this result to $R\left(k, k^{2}\right)$; by the second resolvent equation

$$
\begin{aligned}
\rho_{\alpha / 2} R\left(k, k^{2}\right) \rho_{s_{2}}= & \rho_{\alpha / 2} R_{0}\left(k, k^{2}\right) \rho_{s_{2}} \\
& -\rho_{\alpha / 2} R_{0}\left(k, k^{2}\right) U \rho_{\alpha / 2} R\left(k, k^{2}\right) \rho_{s_{2}},
\end{aligned}
$$

where $U=v \rho_{\alpha / 2}$. By (i), $\left\|\rho_{\alpha / 2} R_{0}\left(k, k^{2}\right) U\right\|=O\left(k^{-2+\alpha}\right)$ as $k \rightarrow \infty$, so that, for $k$ large enough, $1+\rho_{\alpha / 2} R_{0}\left(k, k^{2}\right) U$ is invertible and

$$
\begin{aligned}
& \rho_{\alpha / 2} R\left(k, k^{2}\right) \rho_{s_{2}} \\
& \quad=\left(1+\rho_{\alpha / 2} R_{0}\left(k, k^{2}\right) U\right)^{-1} \rho_{\alpha / 2} R_{0}\left(k, k^{2}\right) \rho_{s_{2}}
\end{aligned}
$$

which concludes the proof by another application of (i).
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For the two-body system wave operators are shown to be strongly approximatable by finite rank operators which are obtained from finite rank approximations of the full and asymptotic Hamiltonian in the sense of strong resolvent convergence. This is demonstrated for short-range potentials plus the Coulomb potential with expansion functions chosen in momentum space as step functions. A generalization to the $N$-body system is indicated.
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## I. INTRODUCTION

In a previous paper ${ }^{1}$ a new approach has been suggested by the author for the calculation of quantum mechanical $S$ matrix elements between wave packets. It is based on strong approximations of the wave operators by exponentials of bounded or even finite-rank operators. The approximation using finite-rank operators is practically very convenient because the calculation of the approximate wave operator essentially reduces to the diagonalization of two finite, real, symmetric matrices (corresponding to the full and asymptotic Hamiltonian). In Ref. 1 the finite-rank approximation has been derived as a second step from an approximation of the wave operators by exponentials of bounded (but not finiterank) operators. In the first step the approximation of wave operators by exponentials of bounded operators is achieved by some "deformation" of the unbounded Hamiltonians. For example, the kinetic energy Hamiltonian $H^{0}$ is substituted by a bounded Hamiltonian $H_{S}^{0}$

$$
\begin{equation*}
H^{0} \rightarrow H_{S}^{0}=E / S \arctan \left(S H^{0} / E\right), \tag{1.1}
\end{equation*}
$$

where $E>0$ is a scaling factor of energy dimension and $S>0$ is an approximation parameter. If, in the simplest case, the potential $V$ is a bounded operator (which is not valid for the Coulomb potential), one can substitute the full Hamiltonian $H$ by a bounded Hamiltonian $H_{S}$ via

$$
\begin{equation*}
H \rightarrow H_{S}=H_{S}^{0}+V \tag{1.2}
\end{equation*}
$$

If the Moller wave operator $\Omega^{( \pm)}$is substituted by $\Omega_{S, T}$ via

$$
\begin{align*}
& \Omega^{( \pm)}=s-\lim _{t \rightarrow \mp \infty} \exp (i H t) \exp \left(-i H^{0} t\right)  \tag{1.3}\\
& \rightarrow \Omega_{S, T}=\exp \left(i H_{S} T\right) \exp \left(-i H_{S}^{0} T\right)
\end{align*}
$$

it can be shown ${ }^{1}$ that $\Omega_{S, T}$ tends strongly to $\Omega^{( \pm)}$for suitably chosen $S \rightarrow 0, T \rightarrow \mp \infty$.

This approach can be generalized to include a large class of short-range unbounded potentials, like, e.g., the Yukawa potential, if the wave operator exists and the potential can be "deformed" to a bounded one. Also the Coulomb potential can be included which requires "deformations" of $H^{0}$, of Dollard's anomalous term in the wave operator ${ }^{2}$ and of the Coulomb potential.

In a second step an approximation of the wave operators by exponentials of finite-rank operators was intro-
duced, ${ }^{1}$ which, in the simplest case of a bounded short-range potential, substitutes

$$
\begin{align*}
& H_{S}^{0} \rightarrow H_{S, N}^{0}=P_{N} H_{S}^{0} P_{N},  \tag{1.4a}\\
& H_{S} \rightarrow H_{S, N}=P_{N} H_{S} P_{N} \tag{1.4b}
\end{align*}
$$

where $P_{N}$ is an orthogonal projector on the first $N$ elements of a complete orthogonal function system. Substituting

$$
\begin{equation*}
\Omega_{S, T} \rightarrow \Omega_{S, N, T}=\exp \left(i H_{S, N} T\right) \exp \left(-i H_{S, N}^{0} T\right) \tag{1.5}
\end{equation*}
$$

one can show ${ }^{1}$ that $\Omega_{S, N, T}$ tends strongly to $\Omega^{( \pm)}$for suitably chosen $S \rightarrow 0, N \rightarrow \infty, T \rightarrow \mp \infty$.

For practical calculations the approximation by exponentials of finite-rank operators seems very convenient because its evaluation basically means the diagonalization of the finite, real, symmetric matrices corresponding to $H_{S, N}, H_{S, N}^{0}$.

This approach has been tested in practical calculations of $S$-matrix elements in the two-body system with a shortrange potential, with a Coulomb potential and with a sum of both, and was found to give results converging to the reference solution. ${ }^{3}$ Also it has been applied in the three-body system for $p+d$ scattering. ${ }^{4.5}$ The first results demonstrate the practical applicability of the method.

In practical calculations it has turned out, however, that the approximation by exponentials of finite-rank operators can be obtained directly from projections, i.e., by avoiding the "deformations" which were intended for the boundedness of the approximate Hamiltonians. For a bounded short-range potential that means

$$
\begin{align*}
& H^{0} \rightarrow H_{N}^{0}=P_{N} H^{0} P_{N},  \tag{1.6a}\\
& H \rightarrow H_{N}=P_{N} H P_{N},  \tag{1.6b}\\
& \Omega^{( \pm 1} \rightarrow \Omega_{N, T}=\exp \left(i H_{N} T\right) \exp \left(-i H_{N}^{\mathrm{o}} T\right) . \tag{1.6c}
\end{align*}
$$

The validity of the direct approximation of wave operators by exponentials of finite-rank operators, Eq. (1.6), compared with the indirect one, Eqs. (1.4), (1.5) would improve and strengthen the method because one source of numerical error could be avoided. It is the aim of this paper to demonstrate that the direct approximation is actually valid. In particular we will prove it for bounded or $H^{0}$-relatively bounded short-range potentials and also the Coulomb potential, using as expansion functions the step functions in momentum space.

In Sec. II, we discuss the two-body case. In Sec. III a generalization to the $N$-body case is indicated.

## II. TWO-BODY SYSTEM

In the two-body system we assume that the center of mass motion can be split off and consider only the relative motion. For simplicity we drop spin dependence, which can be included also. (The notation is taken from Ref. 1.) I quote a result given by Weidmann, ${ }^{6}$ which will be used in the following.

Definition of strong resolvent convergence (src). Let $T_{n}(n \in \mathbb{N}), T$ be self-adjoint operators with domains $D\left(T_{n}\right), D(T)$, respectively, in a Hilbert space $\mathscr{H} . T_{n}$ is said to converge to $T$ in the sense of strong resolvent convergence if $\left(z-T_{n}\right)^{-1} \xrightarrow{s}(z-T)^{-1}$ for some $z \in \mathbb{C} \backslash \mathbb{R}$.

Theorem on src: Let $T_{n}(n \in \mathbb{N}), T$ be self-adjoint operators with domains in a Hilbert space $\mathscr{H}$. Assume there is a core $C$ of $T$, i.e., a subset of $D(T)$ with the property $\overline{T_{i C}}=T$. For every $f \in C$, let $f \in D\left(T_{n}\right)$ for $n$ larger than some $n_{0}$ and $T_{n} f \rightarrow T f$. Then $T_{n}$ converges to $T$ in the sense of src. Moreover $u\left(T_{n}\right) \xrightarrow{s} u(T)$ for every continuous bounded function $u$ defined on $\mathbb{R}$, in particular $\exp \left(i T_{n}\right) \xrightarrow{s} \exp (i T)$.

In the following we want to use this theorem. Thus we have to find cores $C, C^{\text {as }}$ for the Hamiltonian $H$ and the asymptotic Hamiltonian $H^{\text {as }}$, respectively, and finite-rank Hamiltonians $H_{n}, H_{n}^{\text {as }}$ such that for $f \in C H_{n} f \rightarrow H f$, for $g \in C^{\text {as }} H_{n}^{\text {as }} g \rightarrow H^{\text {as }} g$.

In the following we use the momentum space, which means in this section the relative momentum between the two particles. We denote by $\mathscr{H}=\mathscr{L}_{2}\left(\mathbb{R}^{3}\right)$ the usual Hilbert space and $\mathscr{H}_{0}$ by

$$
\begin{equation*}
\mathscr{H}_{0}=\left\{\left.h(q)\left|\int_{0}^{\infty} d q q^{2}\right| h(q)\right|^{2} \text { exists }\right\} \tag{2.1}
\end{equation*}
$$

with the usual scalar product.
We want to deal with the expansion functions above referred to as step functions.

Definition 1: For each $N \in \mathbb{N}$ let $\left\{q_{i}^{(N)} \mid i=1, \ldots, N+1\right\}$ denote a monotonous discretization of the interval $\left[0, q_{\mathrm{cut}}^{(N)}\right]$, with $q_{1}^{(N)}=0, q_{N+1}^{(N)}=q_{\mathrm{cut}}^{(N)}$, such that with increasing $N$

$$
q_{\mathrm{cut}}^{(N)} \rightarrow \infty, \quad \Delta^{(N)}=\max _{i \in 1, \ldots, N}\left|q_{i+1}^{(N)}-q_{i}^{(N)}\right| \rightarrow 0
$$

Let

$$
h_{i}^{(N)}(q)=\alpha_{i}^{(N)} \Theta\left(q-q_{i}^{(N)}\right) \Theta\left(q_{i+1}^{(N)}-q\right),
$$

where $\alpha_{i}^{(N)}$ normalizes $h_{i}^{(N)}$ to 1, i.e.,

$$
\alpha_{i}^{(N)}=\left(\frac{1}{3} \cdot\left(q_{i+1}^{(N)}{ }^{3}-q_{i}^{(N) 3}\right)\right)^{-1 / 2} .
$$

The functions $h_{i}^{(N)}, i=1, \ldots, N ; N=1,2, \ldots$ form a complete basis of $\mathscr{H}_{0}$, with

$$
\left\langle h_{i}^{(N)} \mid h_{j}^{(N)}\right\rangle=\delta_{i j} .
$$

Hence,

$$
P_{N}=\sum_{i=1}^{N}\left|h_{i}^{(N)}\right\rangle\left\langle h_{i}^{(N)}\right|
$$

is an orthogonal projector on $\mathscr{H}_{0}$ with

$$
P_{N} \xrightarrow{s} 1 .
$$

From this set of expansion functions on $\mathscr{H}_{0}$, one can construct a set of expansion functions on $\mathscr{H}$, e.g., by using the spherical harmonics $Y_{l m}$

$$
h_{i, l, m}^{(N)}(\vec{q})=h_{i}^{(N)}(q) Y_{l, m}(\hat{q}) .
$$

Hence,

$$
P_{N}=\sum_{i=1}^{N} \sum_{l=0}^{N} \sum_{m=-l}^{l}\left|h_{i, l, m}^{(N)}\right\rangle\left\langle h_{i, l, m}^{(N)}\right|
$$

is an orthogonal projector on $\mathscr{H}$ with

$$
P_{N} \xrightarrow{s} 1 .
$$

## Now we claim

Proposition 1: Let $D=D\left(H^{0}\right)=\left\{\phi \mid \phi \in \mathscr{H}, H^{0} \phi \in \mathscr{H}\right\}$. For each $\psi \in D$ and using the projectors given in Definition 1 one has

$$
\begin{align*}
& \text { (i) } H^{0} P_{N} \psi \rightarrow H^{0} \psi,  \tag{2.2a}\\
& \text { (ii) } P_{N} H^{0} P_{N} \psi \rightarrow H^{0} \psi . \tag{2.2b}
\end{align*}
$$

Proof: The proof would be trivial, if $H^{0}$ would be bounded, which is not the case. But $H^{0}$ is rotationally symmetric and acts in the space of the angular variables $\hat{q}$ like a constant, hence it is sufficient to consider $\left.H^{0}\right|_{\mathscr{H}_{0}}$, with $D_{0}=\left\{\phi \mid \phi \in \mathscr{H}_{0}, H^{0} \phi \in \mathscr{H}_{0}\right\}$. One has for $\psi \in D_{0}$

$$
\begin{equation*}
\left\|H^{0} P_{N} \psi\right\|^{2}=\sum_{i=1}^{N}\left\langle\psi \mid h_{i}^{(N)}\right\rangle\left\langle h_{i}^{(N)}\right| H^{02}\left|h_{i}^{(N)}\right\rangle\left\langle h_{i}^{(N)} \mid \psi\right\rangle, \tag{2.3}
\end{equation*}
$$

where the $H^{02}$ matrix elements vanish off the diagonal which is a property of the step functions. One can estimate (omitting the upper index $N$ )

$$
\begin{align*}
\left|\left\langle\psi \mid h_{i}\right\rangle\right|^{2} & =\left|\int_{q_{i}}^{q_{i+1}} d q q^{2} \alpha_{i} \psi(q)\right|^{2} \\
& \leqslant \alpha_{i}^{2} \bar{\psi}_{i}^{2}\left(\int_{q_{i}}^{q_{i+1}} d q q^{2}\right)^{2}=\bar{\psi}_{i}{ }^{2} / \alpha_{i}^{2} \tag{2.4a}
\end{align*}
$$

where $\bar{\psi}_{i}^{2}=\sup _{q \in\left[q_{i} q_{i+1}\right]}|\psi(q)|^{2}$ and

$$
\begin{align*}
\left\langle h_{i}\right| H^{02}\left|h_{i}\right\rangle & =\int_{q_{i}}^{q_{i+1}} d q q^{2} \alpha_{i}^{2}\left(\frac{q^{2}}{2 m}\right)^{2} \\
& \leqslant \alpha_{i}^{2} \overline{H_{i}^{02}} \int_{q_{i}}^{q_{i+1}} d q q^{2}=\overline{H_{i}^{0}}, \tag{2.4b}
\end{align*}
$$

where

$$
\overline{H_{i}^{0}}=\sup _{q \in\left[q_{i} q_{i+1}\right]}\left(\frac{q^{2}}{2 m}\right)^{2}=\left(\frac{q_{i+1}^{2}}{2 m}\right)^{2}
$$

Hence,

$$
\begin{align*}
\left\|H^{0} P_{N} \psi\right\|^{2} & \leqslant \sum_{i=1}^{N} \bar{\psi}_{i}^{2} \alpha_{i}^{-2} \overline{H_{i}^{0}}{ }^{2} \\
& =\sum_{i=1}^{N} \int_{q_{i}}^{q_{i+1}} d q q^{2} \bar{\psi}_{i}^{2} \overline{H_{i}^{0}} . \tag{2.5}
\end{align*}
$$

The expression on the rhs is an upper sum of
$\int_{0}^{q_{\mathrm{cut}}} d q q^{2}|\psi(q)|^{2}\left(\frac{q^{2}}{2 m}\right)^{2}$.

Because of $\psi \in D_{0}$ that integral exists in the limit $q_{\text {cut }} \rightarrow \infty$, yielding $\left\|H^{0} \psi\right\|^{2}$. The upper sum
$\sum_{i=1}^{N} \int_{q_{i}}^{q_{i+1}} d q q^{2} \bar{\psi}_{i}{ }^{2}{\overline{H_{i}^{0}}}^{2}$
tends with $N \rightarrow \infty$ to the same limit, because by Definition 1 $q_{\mathrm{cut}}^{(N)} \rightarrow \infty, \Delta^{(N)} \rightarrow 0$, hence $\left\|H^{0} P_{N} \psi\right\|, N=1,2 \ldots$ has no accumulation point larger than $\left\|H^{0} \psi\right\|$ and there is an upper bound $M>0$,

$$
\begin{equation*}
\left\|H^{0} P_{N} \psi\right\|<M, \quad N=1,2, \ldots \tag{2.6}
\end{equation*}
$$

Because $P_{N} \xrightarrow{s} 1$, one has for every $\psi^{\prime}, \psi \in D_{0}$

$$
\begin{align*}
& \left\langle\psi^{\prime}\right| H^{0} P_{N}|\psi\rangle=\left\langle H^{0} \psi^{\prime} \mid P_{N} \psi\right\rangle \\
& \rightarrow\left\langle H^{0} \psi^{\prime} \mid \psi\right\rangle=\left\langle\psi^{\prime}\right| H^{0}|\psi\rangle \tag{2.7}
\end{align*}
$$

Because $D\left(H^{0}\right)$ is dense in $\mathscr{H}$ (see, e.g., Ref. 7), $D_{0}$ is dense in $\mathscr{H}_{0}$, and $\left\|H^{0} P_{N} \psi\right\|$ is bounded [Eq. (2.6)], one has for every $\phi \in \mathscr{H}_{0}, \psi \in D_{0}$

$$
\begin{equation*}
\langle\phi| H^{0} P_{N}|\psi\rangle \rightarrow\langle\phi| H^{0}|\psi\rangle \tag{2.8a}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
H^{0} P_{N} \psi^{\omega} \xrightarrow{\omega} H^{0} \psi \tag{2.8b}
\end{equation*}
$$

Now we claim for $\psi \in D_{0}$

$$
\begin{equation*}
\left\|H^{0} P_{N} \psi\right\| \rightarrow\left\|H^{0} \psi\right\| \tag{2.9}
\end{equation*}
$$

$\left\|H_{0} P_{N} \psi\right\|, N=1,2, \ldots$ has no accumulation point larger than $\left\|H^{0} \psi\right\|$. If a subsequence $\left\|H^{0} P_{N}, \psi\right\|, N^{\prime} \in \mathbb{N}$ would have a smaller accumulation point

$$
\begin{equation*}
\left\|H^{0} P_{N}, \psi\right\| \rightarrow\left\|H^{0} \psi\right\|-\delta, \quad \delta>0 \tag{2.10}
\end{equation*}
$$

then

$$
\begin{align*}
\left|\left\langle H^{0} \psi \mid H^{0} P_{N^{\prime}} \psi\right\rangle\right| & \leqslant\left\|H^{0} \psi\right\|\left\|H^{0} P_{N^{\prime}} \psi\right\| \\
& \rightarrow\left\|H^{0} \psi\right\|^{2}-\delta\left\|H^{0} \psi\right\|, \tag{2.11}
\end{align*}
$$

but ( 2.8 b ) implies

$$
\begin{equation*}
\left\langle H^{0} \psi \mid H^{0} P_{N^{\prime}} \psi\right\rangle \rightarrow\left\|H^{0} \psi\right\|^{2} \tag{2.12}
\end{equation*}
$$

which contradicts (2.11) and thus establishes (2.9).
Now Eq. (2.8b) and (2.9) together imply for $\psi \in D_{0}$

$$
\begin{equation*}
H^{0} P_{N} \psi \rightarrow H^{0} \psi \tag{2.13}
\end{equation*}
$$

Because $P_{N}$ is an orthogonal projection, $\left\|P_{N}\right\|=1$, and because of (2.13), one can estimate for $\psi \in D_{0}$

$$
\begin{equation*}
\left\|P_{N}\left(H^{0} P_{N} \psi-H^{0} \psi\right)\right\| \leqslant\left\|P_{N}\right\|\left\|H^{0} P_{N} \psi-H^{0} \psi\right\| \rightarrow 0 \tag{2.14}
\end{equation*}
$$

Because $P_{N} \xrightarrow{s} 1, \psi \in D_{0}, H^{0} \psi \in \mathscr{H}_{0}$ one has

$$
\begin{equation*}
P_{N} H^{0} \psi \rightarrow H^{0} \psi \tag{2.15}
\end{equation*}
$$

Equations (2.14), (2.15) imply

$$
\begin{equation*}
P_{N} H^{0} P_{N} \psi \rightarrow H^{o} \psi \tag{2.16}
\end{equation*}
$$

The generalization of Eqs. (2.13), (2.16) on $\mathscr{H}_{0}$ to Eq. (2.2) on $\mathscr{H}$ is straightforward due to the rotational symmetry of $H^{0}$.

If we want to also treat the case where the Coulomb interaction is involved, Dollard's anomalous term ${ }^{2}$ in the asymptotic Hamiltonian has to be approximated. It can be written as

$$
\begin{equation*}
A^{c}(t)=\operatorname{sign}(t)\left(\frac{m}{2 H^{0}}\right)^{1 / 2} e_{1} e_{2} \log \left(4|t| H^{0}\right) \tag{2.17}
\end{equation*}
$$

and the time-dependent asymptotic Hamiltonian as

$$
\begin{equation*}
H^{0 c}(t)=H^{0} \cdot t+A^{c}(t) \tag{2.18}
\end{equation*}
$$

Proposition 2: Let $D=D\left(H^{0 c}(t)\right)$
$=\left\{\phi \mid \phi \in \mathscr{H}, H^{0 c}(t) \phi \in \mathscr{H}\right\}$. For each $\psi \in D$ and using the projections from Definition 1 one has
(i) $H^{0 c}(t) P_{N} \psi \rightarrow H^{0 c}(t) \psi$,
(ii) $P_{N} H^{\mathrm{oc}}(t) P_{N} \psi \rightarrow H^{\mathrm{oc}}(t) \psi$.

Proof: Also $H^{o c}(t)$ is an unbounded but rotationally symmetric operator and one can proceed similarly as in Proposition 1. We consider $\left.H^{0 c}(t)\right|_{\mathscr{H}_{0}}$ with
$D_{0}=\left\{\phi \mid \phi \in \mathscr{H}_{0}, H^{0 c}(t) \phi \in \mathscr{H} \mathcal{O}_{0}\right\} . D$ is dense in $\mathscr{H}$ and $D_{0}$ is dense in $\mathscr{H}_{0}$. For $\psi \in D_{0}$ one has
$\left\|H^{0 c}(t) P_{N} \psi\right\|^{2}=\sum_{i=1}^{N}\left\langle\psi \mid h_{i}^{(N)}\right\rangle\left\langle h_{i}^{(N)}\right| H^{0 c}(t)^{2}\left|h_{i}^{(N)}\right\rangle\left\langle h_{i}^{(N)} \mid \psi\right\rangle$
and

$$
\begin{align*}
& \left\langle h_{i}\right| H^{0 c}(t)^{2}\left|h_{i}\right\rangle \\
& =\int_{q_{i}}^{q_{i+1}} d q q^{2} \alpha_{i}^{2}\left[\frac{q^{2}}{2 m} \cdot t\right. \\
& \left.+\operatorname{sign}(t) \frac{m}{q} e_{1} e_{2} \log \left(\frac{2 q^{2}}{m}|t|\right)\right]^{2} \\
& \leqslant \alpha_{i}{ }^{2}{\overline{H^{0 c}(t)_{i}}}^{2} \int_{q_{i}}^{q_{i+1}} d q q^{2}={\overline{H^{0 c}(t)_{i}}}^{2}, \tag{2.21}
\end{align*}
$$

where

$$
\begin{aligned}
& {\overline{H^{0 c}(t)_{i}}}^{2} \\
& \quad=\sup _{q \in\left[g_{i} q_{i+1}\right]}\left[\frac{q^{2}}{2 m} \cdot t+\operatorname{sign}(t) \frac{m}{q} e_{1} e_{2} \log \left(\frac{2 q^{2}}{m}|t|\right)\right]^{2} .
\end{aligned}
$$

Hence

$$
\begin{align*}
\left\|H^{o c}(t) P_{N} \psi\right\|^{2} & \leqslant \sum_{i=1}^{N}{\overline{\psi_{i}}}^{2} \alpha_{i}^{-2}{\overline{H^{0 c}(t)_{i}}}^{2} \\
& =\sum_{i=1}^{N} \int_{q_{i}}^{q_{i+1}} d q q^{2}{\overline{\psi_{i}}}^{2}{\overline{H^{\delta c}(t)_{i}}}^{2} \tag{2.22}
\end{align*}
$$

The rhs is an upper sum of
$\int_{0}^{q_{\mathrm{cut}}} d q q^{2}|\psi(q)|^{2}\left[\frac{q^{2}}{2 m} \cdot t+\operatorname{sign}(t) \frac{m}{q} e_{1} e_{2} \log \left(\frac{2 q^{2}}{m}|t|\right)\right]^{2}$.
Because $\psi \in D_{0}$ this integral exists in the limit $q_{\text {cut }} \rightarrow \infty$ yielding $\left\|H^{0 c}(t) \psi\right\|^{2}$. The upper sum

$$
\sum_{i=1}^{N} \int_{q_{i}}^{q_{i+1}} d q q^{2}{\overline{\psi_{i}}}^{2}{\overline{H^{o c}(t)_{i}}}^{2}
$$

tends with $N \rightarrow \infty$ to the same limit, because of
$q_{\text {cut }}^{(N)} \rightarrow \infty, \Delta^{(N)} \rightarrow 0$, hence $\left\|H^{0 c}(t) P_{N} \psi\right\|, N=1,2, \ldots$ has no accumulation point larger than $\left\|H^{0 c}(t) \psi\right\| \|$.

The rest of the proof is quite analogous to the steps in the proof of Proposition 1.

Now we have to establish the same kind of result for the full Hamiltonian $H$ as was established in Propositions 1 and 2 for the asymptotic Hamiltonian.

Proposition 3: Let $P_{N}$ denote the orthogonal projectors from Definition 1.
(i) If $V$ is bounded one has

$$
\begin{equation*}
P_{N} V P_{N} \xrightarrow{s} V \tag{2.23a}
\end{equation*}
$$

(ii) If $V$ is relatively bounded with respect to $H^{0}$ one has for $\psi \in D\left(H^{0}\right)$

$$
\begin{equation*}
P_{N} V P_{N} \psi \rightarrow V \psi \tag{2.23b}
\end{equation*}
$$

Proof: (i) is trivial.
(ii) is called relatively bounded with respect to $H^{0,}$, if $D\left(H^{0}\right) \subseteq D(V)$ and there are $\alpha>0, \beta>0$ such that for each $\psi \in D\left(H^{0}\right)$

$$
\begin{equation*}
\|V \psi\| \leqslant \alpha\|\psi\|+\beta\left\|H^{0} \psi\right\| . \tag{2.24}
\end{equation*}
$$

Because range $\left(P_{N}\right) \subseteq D\left(H^{0}\right), N=1,2, \ldots$, one implies for $\psi \in D\left(H^{0}\right)$

$$
\begin{equation*}
\left\|V\left(P_{N}-1\right) \psi\right\| \leqslant \alpha\left\|\left(P_{N}-1\right) \psi\right\|+\beta\left\|H^{\circ}\left(P_{N}-1\right) \psi\right\| \tag{2.25}
\end{equation*}
$$

The rhs tends to 0 with $N \rightarrow \infty$ because $P_{N} \xrightarrow{s} 1$ and because of Proposition 1.

Moreover

$$
\begin{equation*}
P_{N} V \psi \rightarrow V \psi . \tag{2.26}
\end{equation*}
$$

Thus Eqs. (2.25), (2.26) and $\left\|P_{N}\right\|=1$ imply (2.23b).
Now we are prepared to establish an improved result of Theorem 2 and Theorem 4 of Ref. 1.

Theorem: Assume the potential $V$ is such that it yields a self-adjoint Hamiltonian $H=H_{0}+V$ with $D(H)=D\left(H^{\circ}\right)$, moreover let $V$ be bounded or be relatively bounded with respect to $H^{0}$. Finally we assume that $V$ guarantees the existence of the Moller wave operators $\Omega^{( \pm)}$in the short-range case [given by Eq. (1.3)] or the Dollard ${ }^{2}$ modified wave operators $\Omega^{c( \pm)}$ given by

$$
\begin{equation*}
\Omega^{\mathrm{c} \pm 1}=s-\lim _{t \rightarrow \mp \infty} \exp (i H t) \exp \left(-i H^{0 c}(t)\right) \tag{2.27}
\end{equation*}
$$

in the case where long-range Coulomb forces are involved. Let $P_{N}, N=1,2, \ldots$ denote the orthogonal projections from Definition 1 and

$$
\begin{align*}
& H_{N}^{0}=P_{N} H^{0} P_{N}, \\
& H_{N}^{\circ(t)}=P_{N} H^{\circ c}(t) P_{N},  \tag{2.28}\\
& H_{N}=P_{N} H P_{N} .
\end{align*}
$$

Then for each $\psi \in \mathscr{H}$ one can find $N \in \mathbb{N}, T>0$ such that in the short-range case

$$
\left\|\Omega^{(+)} \psi-\exp \left(-i H_{N} T\right) \exp \left(i H_{N}^{0} T\right) \psi\right\|
$$

and

$$
\left\|\Omega^{(-)} \psi-\exp \left(i H_{N} T\right) \exp \left(-i H_{N}^{0} T\right) \psi\right\|
$$

become arbitrarily small. In the case where the Coulomb potential is involved

$$
\left\|\Omega^{c+1} \psi-\exp \left(-i H_{N} T\right) \exp \left(i H_{N}^{o_{c}}(T)\right) \psi\right\|
$$

and

$$
\left\|\Omega^{c \mid-)} \psi-\exp \left(i H_{N} T\right) \exp \left(-i H_{N}^{o_{c}^{c}}(T)\right) \psi\right\|
$$

become arbitrarily small. The corresponding approximated
$S$-matrices
$\left(\exp \left(i H_{N} T\right) \exp \left(-i H_{N}^{0} T\right)\right)^{\dagger} \exp \left(-i H_{N} T\right) \exp \left(i H_{N}^{0} T\right)$,
$\left(\exp \left(i H_{N} T\right) \exp \left(-i H_{N}^{0 c}(T)\right)\right)^{\dagger} \exp \left(-i H_{N} T\right) \exp \left(i H_{N}^{0 c}(T)\right)$ are unitary.

Proof: The proof relies on the theorem of src. Let us consider firstly the short-range case. Then the asymptotic Hamiltonian is $H^{0} . H^{0}$ is self-adjoint, the domain $D\left(H^{0}\right)$ being dense in $\mathscr{H}$ (see, e.g., Ref. 7). Hence $H^{0}$ is closed and $D\left(H^{0}\right)$ is a core of $H^{0}$. The expansion functions are such that range $\left(P_{N}\right) \subseteq D\left(H^{0}\right)$. Proposition 1 and the src theorem together imply for each $t \in \mathbb{R}$

$$
\begin{equation*}
\exp \left(i H_{N}^{0} t\right) \xrightarrow{s} \exp \left(i H^{0} t\right) \tag{2.29}
\end{equation*}
$$

For the full Hamiltonian one has by assumption that $H$ is self-adjoint with the domain $D(H)=D\left(H^{0}\right)$. Hence $H$ is closed and $D\left(H^{0}\right)$ is a core of $H$. Proposition 1, Proposition 3 and the src theorem imply for each $t \in \mathbb{R}$

$$
\begin{equation*}
\exp \left(i H_{N} t\right) \xrightarrow{s} \exp (i H t) \tag{2.30}
\end{equation*}
$$

Then the existence of the wave operators (strong limit) and Eqs. (2.29), (2.30) imply the claim for the short-range case. Let us consider the case, where the long-range Coulomb force is involved. The (time-dependent) asymptotic Hamiltonian is $H^{0 c}(t) . H^{0 c}(t)$ is self-adjoint (which is a special case of a more general result from Ref. 7) and $D\left(H^{0 c}(t)\right)$ is dense in $\mathscr{H} . H^{0 c}(t)$ is closed, $D\left(H^{0 c}(t)\right)$ is a core of $H^{0 c}(t)$ and the expansion functions obey range $\left(P_{N}\right) \subseteq D\left(H^{0 c}(t)\right)$. Proposition 2 together with the src theorem implies for $t \neq 0$.

$$
\exp \left(i H_{N}^{0 c}(t)\right) \xrightarrow{s} \exp \left(i H^{\mathrm{o} c}(t)\right)
$$

For the full Hamiltonian $H$, which now includes a Coulomb potential, one has to verify that the assumptions made above on the potential give no contradiction. The Coulomb potential is relatively bounded with respect to $H^{0}$ and $H^{0}+V^{\text {coul }}$ is a self-adjoint operator with $D(H)=D\left(H^{0}\right)$. This is shown, e.g., in Ref. 7. The rest of the proof in the long-range case is analogous to that of the short-range case. The finite-rank Hamiltonians $H_{N}^{0}, H_{N}^{0 c}(t), H_{N}$ are self-adjoint and hence the approximate $S$-matrices are unitary.

We want to remark that some general conditions can be given ${ }^{2,6,7}$ such that the potential meets the above assump-
tions. For example, this holds for the square-well potential, the Yukawa potential, separable potentials if the form factors are square integrable, the Coulomb potential and combinations of those.

## III. N-BODY SYSTEM

In this section a generalization of the result for the twobody system will be sketched without giving proofs (for notation see Ref. 1). Let us firstly consider only short-range potentials. Let $V^{i j}$ denote the interaction between the elementary particles $i, j$ and assume a total interaction of the form

$$
\begin{equation*}
V=\sum_{1<i<j \leqslant N} V^{i j} \tag{3.1}
\end{equation*}
$$

Corresponding to a cluster channel $\alpha$, which denotes which of the $N$ elementary particles form a composite particle, there is a channel interaction

$$
\begin{equation*}
V^{\alpha}=\sum_{\substack{1<i<j<N \\ j \not \subset a}} V^{i j} \tag{3.2}
\end{equation*}
$$

where $i j \subset \alpha$ indicates that the elementary particles $i$ and $j$ are both contained in the same composite particle of the cluster $\alpha$.

Let $H^{0}$ denote the free Hamiltonian, $H^{\alpha}=H^{0}+V^{\alpha}$ a channel Hamiltonian, $H=H^{0}+V$ the full Hamiltonian and

$$
\begin{equation*}
\Omega^{\alpha( \pm)}=s-\lim _{t \rightarrow \infty} \exp (i H t) \exp \left(-i H^{\alpha} t\right) \tag{3.3}
\end{equation*}
$$

the wave operators defined on $\mathscr{H}^{\alpha}$, a subspace of the Hilbert space $\mathscr{H}$, which is a projection on all the boundstate wave function for any composite particles in channel $\alpha$.

As a generalization of the set of expansion functions one could take the set of expansion functions from above for each single particle and form the tensor products. Alternatively, using a set of Jacobi coordinates in momentum space, one could take the set of expansion functions from above for each Jacobi variable and also form the tensor products. Using any of those generalized expansion functions, orthogonal projections $P_{N}$ can be defined with

$$
\begin{align*}
& P_{N}{ }^{s} 1, \quad H^{0} P_{N} \psi \rightarrow H^{0} \psi \\
& P_{N} H^{0} P_{N} \psi \rightarrow H^{0} \psi, \quad \psi \in D\left(H^{0}\right) \tag{3.4}
\end{align*}
$$

in analogy to Proposition 1. Now we assume that each pair interaction $V^{i j}$ is a bounded or relatively bounded operator with respect to $H^{0 i j}$, which describes the free relative motion of the particles $i, j$, i.e., there are $\alpha^{i j}>0, \beta^{i j}>0$ such that for each $\psi \in D\left(H^{0 i j}\right)$

$$
\begin{equation*}
\left\|V^{i j} \psi\right\|<\alpha^{i j}\|\psi\|+\beta^{i j}\left\|H^{0 i j} \psi\right\| \tag{3.5}
\end{equation*}
$$

For each $i, j$ there are Jacobi coordinates describing the relative motion complementary to the relative motion of particles $i, j$ (plus the center of mass motion) and there is a corresponding free Hamiltonian $H^{0 \text { compij }}$ with
$H^{0}=H^{0 i j}+H^{0 \text { comp } i j} . H^{0 i j}, H^{0 \text { comp } i j}$ commute and are nonnegative operators, hence Eq. (3.5) yields for $\psi \in D\left(H^{0}\right)$

$$
\begin{equation*}
\left\|V^{i j} \psi\right\| \leqslant \alpha^{i j}\|\psi\|+\beta^{i j}\left\|H^{0} \psi\right\| \tag{3.6}
\end{equation*}
$$

Thus Eqs. (3.4), (3.6), imply for $\psi \in D\left(H^{0}\right)$

$$
\begin{equation*}
P_{N} V^{i j} P_{N} \psi \rightarrow V^{i j} \psi \tag{3.7}
\end{equation*}
$$

in analogy to Proposition 3 and hence

$$
\begin{equation*}
P_{N} H P_{N} \psi \rightarrow H \psi \tag{3.8}
\end{equation*}
$$

In order to find finite-rank approximations for the asymptotic channel Hamiltonian $H^{\alpha}$ a set of expansion functions more suitable for channel $\alpha$ can be chosen. Thus corresponding to a channel $\alpha$ let $I=1,2, \ldots, I_{\max }$ count the distinct elementary or composite particles, now called generalized particles, in that channel. The expansion functions can be chosen as tensor products of the single generalized particle expansion functions or as tensor products of expansion functions corresponding to a set of Jacobi coordinates of the gen-
eralized particles. Let us denote the corresponding orthogonal projections $P_{N}^{\alpha}$, with

$$
\begin{align*}
& P_{N}^{\alpha} \psi \rightarrow \psi, \quad \psi \in \mathscr{H}^{\alpha}, \quad H^{\alpha} P_{N}^{\alpha} \psi^{\prime} \rightarrow H^{\alpha} \psi^{\prime} \\
& P_{N}^{\alpha} H^{\alpha} P_{N}^{\alpha} \psi^{\prime} \rightarrow H^{\alpha} \psi^{\prime}, \quad \psi^{\prime} \in D\left(H^{\alpha}\right) \cap \mathscr{H}^{\alpha} \tag{3.9}
\end{align*}
$$

That leads us to the following.
Conjecture: Let $V^{i j}, V^{\alpha}, V$ be defined as above, such that $H, H^{\alpha}$ are self-adjoint Hamiltonians with
$D(H)=D\left(H^{\alpha}\right)=D\left(H^{0}\right)$, let $V^{i j}$ be bounded or relatively bounded with respect to $H^{o i j}$, and assume the existence of the Moller wave operators $\Omega^{\alpha( \pm)}$. Let $P_{N}$ denote the above projectors and $H_{N}=P_{N} H P_{N}, H_{N}^{\alpha}=P_{N}^{\alpha} H^{\alpha} P_{N}^{\alpha}$. Then for each channel $\alpha, \psi \in \mathscr{H}{ }^{\alpha}$,

$$
\left\|\Omega^{\alpha\{+1} \psi-\exp \left(-i H_{N} T\right) \exp \left(i H_{N}^{\alpha} T\right) \psi\right\|
$$

and

$$
\left\|\Omega^{\alpha(-)} \psi-\exp \left(i H_{N} T\right) \exp \left(-i H_{N}^{\alpha} T\right) \psi\right\|
$$

can be made arbitrarily small for suitable $N \in \mathbf{N}, T>0$.
Finally we want to consider some of the elementary particles as charged and take into account the Coulomb potential. For a channel $\alpha$ let $e^{I}$ denote the charge of the generalized particle $I, m^{I}$ its mass, $m^{I J}$ the reduced mass of the generalized particles $I, J$ and $H^{0 J J}$ the Hamiltonian of the free relative motion of the generalized particles $I, J$. Let

$$
\begin{align*}
A^{I J c}(t) & =\operatorname{sign}(t) e^{I} e^{J}\left(\frac{m^{I J}}{2 H^{0 I J}}\right)^{1 / 2} \log \left(4|t| H^{0 I J}\right) \\
A^{\alpha c}(t) & =\sum_{\substack{1<I<J<I_{\max } \\
I J \subset \alpha}} A^{I J c}(t) \tag{3.10}
\end{align*}
$$

$A^{\alpha c}(t)$ denotes Dollard's anomalous term of the asymptotic channel Hamiltonian

$$
\begin{equation*}
H^{\alpha c}(t)=H^{\alpha} \cdot t+A^{\alpha c}(t) \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega^{\alpha d \pm 1}=s-\lim _{t \rightarrow \mp \infty} \exp (i H t) \exp \left(-i H^{\alpha c}(t)\right) \tag{3.12}
\end{equation*}
$$

is Dollard's modified wave operator defined on $\mathscr{H}^{\circ}$. Because the Coulomb potential is a relatively bounded operator, ${ }^{7}$ the finite-rank approximations of $H$ and $e^{i H t}$ can be used from the short-range case. The anomalous term in the asymptotic channel Hamiltonian has to be treated additionally. Because $A^{I J}(t)$ commutes with $A^{I^{\prime} J^{\prime} c}(t)$ for $I J$ different from $I^{\prime} J^{\prime}$, it is sufficient to find for each $I J$ a set of expansion functions.
Because $A^{I J c}(t)$ effects only the relative motion between the generalized particles $I, J$ one chooses the above expansion functions only in the Jacobi variable corresponding to that relative motion. Let $P_{N}^{I J}$ denote the corresponding orthogonal projectors, with

$$
\begin{equation*}
P_{N}^{I J} A^{I J c}(t) P_{N}^{I J} \psi \rightarrow A^{I J c}(t) \psi \tag{3.13}
\end{equation*}
$$

for $\psi \in D\left(A^{I J c}(t)\right)$. Thus we are led in the Coulomb case to the following.

Conjecture: Let $V^{i j}, V^{\alpha}, V$ be defined as above but may include also Coulomb potentials, such that $H, H^{a}$ are selfadjoint with $D(H)=D\left(H^{\alpha}\right)=D\left(H^{0}\right)$. Let $V^{i j}$ bebounded or relatively bounded with respect to $H^{0 i j}$, assume the existence of the wave operators $\Omega^{\alpha c( \pm)}$. Let $P_{N}$ denote orthogonal pro-
jectors corresponding to an arbitrary complete set of Jacobi variables. Let $P_{N}^{\alpha}, P_{N}^{I J}$ denote the orthogonal projectors as described above. Let

$$
\begin{align*}
& A_{N}^{I J c}(t)=P_{N}^{I J} A^{I J c}(t) P_{N}^{I J} \\
& A_{N}^{\alpha c}(t)=\sum_{1<I<J \subset I_{\max }} A_{N}^{I J c}(t)  \tag{3.14}\\
& H_{N}^{\alpha c}(t)=P_{N}^{\alpha} H^{\alpha} \cdot t P_{N}^{\alpha}+A_{N}^{\alpha c}(t), \\
& H_{N}=P_{N} H P_{N}
\end{align*}
$$

Then for each channel $\alpha, \psi \in \mathscr{H}^{\alpha}$

$$
\left\|\Omega^{\alpha c+1} \psi-\exp \left(-i H_{N} T\right) \exp \left(i H_{N}^{\alpha c}(T)\right) \psi\right\|
$$

and

$$
\left\|\Omega^{\alpha c \mid-1} \psi-\exp \left(i H_{N} T\right) \exp \left(-i H_{N}^{\alpha c}(T)\right) \psi\right\|
$$

can be made arbitrarily small for suitable $N \in \mathbb{N}, T>0$.

## IV. CONCLUSION

It has been shown in the two-body system and indicated in the $N$-body system, how wave operators can be approximated by finite-rank operators which makes its calculation relatively simple. That holds for a wide class of short-range potentials and includes the long-range Coulomb potential. The finite-rank approximations are obtained from a set of
expansion functions, using step functions in momentum space. The question can be asked, if that would also hold for other sets of expansion functions, like, e.g., the Hermite functions. The crucial point is to find a core $C$ such that $P_{N} H^{0} P_{N} \psi \rightarrow H^{0} \psi$ for $\psi \in C$. One can find $D_{0}$, a dense subset of $D\left(H^{0}\right)$ where that convergence property holds, but $D_{0}$ could not be verified to be a core.
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#### Abstract

(a) Absence of singular continuous spectrum for $H$ and unitary equivalence of $h_{0}(P)$ with the absolutely continuous part of $H$ is proved for the self-adjoint operator $H=h_{0}(P)+W_{S}(Q, P)$ $+W_{L}(Q, P)$ on $L^{2}\left(R^{n}\right)$, where (i) $h_{0}$ is a smooth, nonnegative, real valued function on $R^{n}$ of at most polynomial growth with $h_{0}(\infty)=\infty$, (ii) the critical values of $h_{0}$ has a countable closure, (iii) the symbol $W_{S}(x, \xi)$ is a smooth function of at most polynomial growth in $\xi$ and is of short range in $x$, and (iv) $W_{L}(x, \xi)$ is a smooth real-valued function of $x, \xi$ with at most a polynomial growth in $\xi$ and $O\left(|x|^{-\delta}\right)$ at $\infty$ for some $\delta>0$. Further we have (b) essential spectra of $H$ and $h_{0}(P)$ are equal and (c) eigenvalues of $H$ can accumulate only at the critical values of $h_{0}$.


PACS numbers: 03.65.Nk, $02.30 . \mathrm{Tb}, 03.65 . \mathrm{Fd}$

## 1. INTRODUCTION

Let the self-adjoint operator $H=h_{0}(P)+W_{S}(Q, P)$ $+W(Q, P)$ be as in Sec. 3 satisfying conditions (i)-(xi). Our aim is to prove

Theorem 1: (a)
$\sigma_{\text {ess }}(H)=\sigma_{\text {ess }}\left(H_{0}\right), H_{0}=h_{0}(P)$.
(b) There exists a unitary evolution $\exp [-i X(t, P)]$ such that the wave operator $\Omega_{ \pm}=\mathrm{s}-\lim _{t \rightarrow \pm \infty} \exp (i t H)$ $\times \exp [-i X(t, P)]$ exists.
(c) Range $\Omega_{ \pm}=\mathscr{H}_{c}(H)$, the continuous spectral subspace of $H$.
(d) $\{0\}=\mathscr{H}_{s c}(H)$, the singularly continuous spectral subspace of $H$.
(e) $\Omega_{ \pm}: L^{2}\left(R^{n}\right) \rightarrow \mathscr{H}_{\text {ac }}(H)$ (the absolutely continuous spectral subspace of $H$ ) is unitary and $\Omega_{ \pm}^{*} H \mid \mathscr{H}_{\text {ac }} \Omega_{ \pm}$ $=H_{0}$.
(f) The eigenvalues of $H$ can accumulate only at the critical values of $h_{0}$.

When $h_{0}(\xi)=\frac{1}{2} \xi^{2}, W(x, \xi)=W_{L}(x, \xi)=0$, and $W_{S}(x$, $\xi)=W_{S}(x)$ is of short range the existence of the wave operators $\Omega_{ \pm}$as strong limits of $\exp (i t H) \exp \left(-i t H_{0}\right)$ as $t \rightarrow \pm \infty$ for the pair $\left(H, H_{0}\right)$ is well known, ${ }^{1-4}$ where $H_{0}=h_{0}(P)$, $H=h_{0}(P)+W_{S}(Q, P)$. The completeness, i.e., Range $\Omega_{+}=$Range $\Omega_{-}=\mathscr{H}_{\text {ac }}(H)$ is also known using timeindependent methods. ${ }^{1,4,5}$ Using time-dependent methods strong asymptotic completeness, viz., Range $\Omega_{+}$
$=$ Range $\Omega_{-}=\mathscr{H}_{c}(H)$ was proved by Enss. ${ }^{6}$ The method was refined by Davies, ${ }^{7}$ Mourre, ${ }^{8}$ Perry, ${ }^{9}$ and Sinha. ${ }^{10}$ For extensions in this direction one can refer Simon ${ }^{11}$ and Umeda. ${ }^{12,13}$

When there is also long range present, i.e., when $H=\frac{1}{2} P^{2}+W_{S}(Q)+W(Q)$ with $W$ smooth long range potential of $O\left(|x|^{-\delta}\right)$ at $\infty$ for some $\delta>0$ existence of the wave operators was proved by Alsholm, ${ }^{14}$ Buslaev-Matveev, ${ }^{15}$ Hormander, ${ }^{16}$ and Berthier and Collet. ${ }^{17}$ Using time-independent methods, completeness was proved by many people which includes Lavine, ${ }^{18}$ Kitada and Ikebe-Isozaki, ${ }^{19}$ Agmon, ${ }^{20}$ Amrein, Martin, and Misra, ${ }^{21}$ and Thomas. ${ }^{22}$ By us-
ing time-dependent methods, completeness was proved by Enss ${ }^{23,24}$ for $\delta>(2 n+2) /(2 n+3)$, Perry, ${ }^{25}$ for $\delta>\frac{1}{2}$ with the further assumption $W$ is dilation analytic, Muthuramalingam and Sinha ${ }^{26,27}$ and Muthuramalingam ${ }^{28}$ for $\delta>\frac{1}{2}$; Muthuramalingam ${ }^{29}$ for $\delta=1$, and Kitada and Yajima ${ }^{30}$ for $\delta>0$. While Refs. 25 and 27-29 require the theory of asymptotic evolution of observable, Refs. 23, 24, and 30 do not require it. The results of Umeda ${ }^{13}$ for short range are extended here to long range. While we use the ideas of Enss, ${ }^{23}$ Kitada and Yajima, ${ }^{30}$ for estimating the norms we use the techniques of Hormander. ${ }^{16}$

Finally we sketch the contents of the article. In Sec. 2, we introduce a positive operator valued map $T$ which was introduced and used by Davies in Ref. 7. Also it was used successfully in Refs. 27 and 28. This operator $T$ will help us make calculations simultaneously in position and momentum variables. We derive certain simple useful properties of $T$. We also have some simple theorems on integral kernels.

In Sec. 3 we state the assumptions on the Hamiltonian $H$ and prove Theorem 1(a) using the arguments of Ref. 13. Let us remark that, in Ref. 13, (a) of Theorem 1 was a consequence of (c) and ( f ).

In Sec. 4, we derive the modified free evolution and a position-momentum-dependent evolution approximating the total evolution. This can be done either by solving the Hamilton-Jacobi equation ${ }^{16,30}$ or use iteration, ${ }^{14,15}$ and we use iteration. We derive various growth and decay properties of the iterations to be used in Secs. 5 and 6.

In Sec. 5 we sketch a proof of the existence of the wave operators for two reasons: (i) for the sake of fullness and (ii) to bring out the similarity between existence proof and completeness proof. We reproduce ${ }^{16}$ almost verbatim.

In Sec. 6 we prove that the total evolution can be approximated in operator norm by an auxiliary position-momentum dependent evolution. Here we closely follow. ${ }^{16}$

In Sec. 7 we prove Theorem (1) (c)-(f). In Sec. 8, we prove smoothness and growth properties of diffeomorphisms of functions used in Sec. 6.

We very freely use the techniques from Refs. 13, 16, 23, and 30 .

Throughout this publication $K$ will denote a generic constant and $F(M)$ the indicator (characteristic) function of the set $M$.

## 2. A POSITIVE OPERATOR VALUED MEASURE

Choose and fix some $c^{*}$ in $(0,1), \eta$ in $\mathscr{S}\left(R^{n}\right)$-the Schwartz space of rapidly decreasing functions such that $\hat{\eta}$-the Fourier transform of $\eta$ defined by

$$
\hat{\eta}(k)=(2 \pi)^{-n / 2} \int d x e^{-i k \cdot x} \eta(x)
$$

has

$$
\begin{equation*}
\text { supp } \hat{\eta} \subset\left\{k \in R^{n}:|k| \leqslant \frac{1}{8} c^{*}\right\} \tag{2.1}
\end{equation*}
$$

We further normalize $\eta$ by

$$
\begin{equation*}
\|\eta\|^{2}=\int d x|\eta(x)|^{2}=1 \tag{2.2}
\end{equation*}
$$

Define for $(x, k)$ in $R^{n} \times R^{n}$ the function $\eta_{x k}$ by

$$
\begin{equation*}
\eta_{x k}(y)=\eta(y-x) \exp [i k \cdot(y-x)] \tag{2.3}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left(\eta_{x k}\right)^{\hat{}}(p)=\hat{\eta}(p-k) \exp [-i x \cdot p] \tag{2.4}
\end{equation*}
$$

$\eta_{x k}$ is called a generalized coherent state.
Define $Z_{\eta}: L^{2}\left(R^{n}\right) \rightarrow L^{\infty}\left(R^{n} \times R^{n}\right)$ by

$$
\begin{equation*}
\left(Z_{\eta} f\right)(x, k)=\left\langle\eta_{x k} \mid f\right\rangle, \tag{2.5}
\end{equation*}
$$

where $\langle\mid\rangle$ denotes the inner product on $L^{2}\left(R^{n}\right)$, linear in the second variable. Then it is known ${ }^{31}$ that $Z_{\eta}$ takes values in $L^{2}\left(R^{n} \times R^{n}\right)$ and $Z_{\eta}: L^{2}\left(R^{n}\right) \rightarrow L^{2}\left(R^{n} \times R^{n}\right)$ is an isometry but not unitary. For any Borel subset $M$ of $R^{n} \times R^{n}$ let $F(M)$ denote the indicator (characteristic) function of $M$. For every Borel subset $M$ of $R^{n} \times R^{n}$ define the operator
$T(M): L^{2}\left(R^{n}\right) \rightarrow L^{2}\left(R^{n}\right)$ by

$$
\begin{equation*}
T(M)=Z_{\eta}^{*} F(M) Z_{\eta} \tag{2.6}
\end{equation*}
$$

Clearly $T$ is a positive operator-valued measure defined on the Borel subsets of $R^{n} \times R^{n}$ so that for Borel subsets $M_{1}$, $M_{2}$ of $R^{n} \times R^{n}$

$$
\begin{align*}
& 0 \leqslant T\left(M_{1} \cup M_{2}\right) \leqslant T\left(M_{1}\right)+T\left(M_{2}\right), \\
& T\left(M_{1} \cup M_{2}\right)=T\left(M_{1}\right)+T\left(M_{2}\right) \quad \text { if } M_{1}, M_{2} \text { are disjoint } \tag{2.8}
\end{align*}
$$

$$
\begin{equation*}
0 \leqslant T\left(M_{1}\right) \leqslant T\left(M_{2}\right) \text { if } M_{1} \subset M_{2}, \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leqslant T^{2}\left(M_{1}\right) \leqslant T\left(M_{1}\right) \leqslant T\left(R^{n} \times R^{n}\right)=1 . \tag{2.10}
\end{equation*}
$$

$T^{2}(M)$ stands for $(T(M))^{2}$.
An explicit representation of $T$ is given by

$$
\begin{equation*}
T(M)=(2 \pi)^{-n / 2} \int_{M} d x d k\left\langle\eta_{x k} \mid\right\rangle \eta_{x k} \tag{2.11}
\end{equation*}
$$

where the integral is the weak integral.
Let us remark that $Q=\left(Q_{1}, Q_{2}, \ldots, Q_{n}\right), P=\left(P_{1}, P_{2}, \ldots\right.$, $\left.P_{n}\right), P_{j}=-i \partial / \partial x_{j}=-i D_{j}$ will denote the self-adjoint operator families on $L^{2}\left(R^{n}\right)$ representing the position and momentum observables, respectively.

Of special interest is when $M_{1}=B_{1} \times R^{n}$ and $M_{2}=R^{n}$ $\times B_{2}$ with $B_{1}, B_{2}$ Borel subsets of $R^{n}$. In such a case
$T\left(B_{1} \times R^{n}\right)\left[T\left(R^{n} \times B_{2}\right)\right]$ is a multiplication operator in the position [momentum] space and is given by

$$
\begin{align*}
& T\left(B_{1} \times R^{n}\right)=\left(F\left(B_{1}\right) *|\eta|^{2}\right)(Q),  \tag{2.12}\\
& T\left(R^{n} \times B_{2}\right)=\left(F\left(B_{2}\right) *|\hat{\eta}|^{2}\right)(P), \tag{2.13}
\end{align*}
$$

where $*$ denotes the convolution operation. All the above can be found in Refs. 7, 31, and 32.

Lemma 2.1: (i) Let $0 \leqslant X \leqslant Y_{1}, 0 \leqslant X \leqslant Y_{2}$ be bounded selfadjoint operators on a Hilbert space with $Y_{1} Y_{2}$ compact. Then $X$ is compact.
(ii) For any two bounded Borel subsets $B_{1}, B_{2}$ of $R^{n}$ the operator $T\left(B_{1} \times B_{2}\right)$ is compact.
(iii) For any bounded Borel subset $M$ of $R^{n} \times R^{n}$ the operator $T(M)$ is compact.
(iv) Let $X, 0 \leqslant Y_{1}<Y_{2}$, be bounded operators on a Hilbert space. If $X Y_{2}$ is compact then so is $X Y_{1}$.

Proof: (i) Since $0 \leqslant Y_{1} X Y_{1} \leqslant Y_{1} Y_{2} Y_{1}$, we get $Y_{1} X Y_{1}$ is compact. Noting $\left(\sqrt{X} Y_{1} \sqrt{X}\right)^{2}=\sqrt{X} Y_{1} X Y_{1} \sqrt{X}$, we have $\checkmark X Y_{1} \sqrt{ } X$ is compact. The result follows by noting $0 \leqslant X^{2} \leqslant \sqrt{X} Y_{1} \sqrt{X}$.
(ii) It is well known that if $f_{1}$ and $f_{2}$ are bounded realvalued functions on $R^{n}$ vanishing at $\infty$, then the operator $f_{1}(Q) f_{2}(P)$ on $L^{2}\left(R^{n}\right)$ is compact. The result follows from (i) by taking $Y_{1}=T\left(B_{1} \times R^{n}\right), Y_{2}=T\left(R^{n} \times B_{2}\right)$, and $X=T\left(B_{1} \times B_{2}\right)$ and using (2.12), (2.13), and (2.9).
(iii) If $M$ is bounded, then there are two bounded Borel subsets of $R^{n}$ such that $M \subset B_{1} \times B_{2}$. The result follows from (i) and (ii) by noting $0 \leqslant T(M) \leqslant T\left(B_{1} \times B_{2}\right)$.
(iv) By assumption $|X| Y_{2}|X|$ is compact. Since $0 \leqslant|X| Y_{1}|X| \leqslant|X| Y_{2}|X|$, we have $|X| \sqrt{Y_{1}}$ is compact and now the result follows.
Q.E.D.

Lemma 2.2: (i) For Borel subsets $M_{1}, M_{2}$ of $R^{n} \times R^{n}$ and $f$ in $L^{2}\left(R^{n}\right)$

$$
\left\|T\left(M_{1} \cup M_{2}\right) f\right\|^{2} \leqslant\left[\left\|T\left(M_{1}\right) f\right\|+\left\|T\left(M_{2}\right) f\right\|\right]\|f\| .
$$

(ii) For $M_{1}, M_{2}$ as above and $Y$ any bounded operator on $L^{2}\left(R^{n}\right)$
$\left\|T\left(M_{1} \cup M_{2}\right) Y\right\|^{2} \leqslant\left[\left\|T\left(M_{1}\right) Y\right\|+\left\|T\left(M_{2}\right) Y\right\|\right]\|Y\|$.
(iii) For $M_{1} \subset M_{2}$ and $f$ in $L^{2}\left(R^{n}\right)$

$$
\left\|T\left(M_{1}\right) f\right\|^{2} \leqslant\left\|T\left(M_{2}\right) f\right\|\|f\|
$$

(iv) For $M_{1} \subset M_{2}$ and $Y$ any bounded operator on $L^{2}\left(R^{n}\right)$
$\left\|T\left(M_{1}\right) Y\right\|^{2} \leqslant\left\|T\left(M_{2}\right) Y\right\|\|Y\|$.
(v) Let $B_{2}$ be any Borel subset of $R^{n}, M$ any Borel subset of $R^{n} \times B_{2}$ and $\phi$ any bounded continuous function on $R^{n}$ such that $\operatorname{dist}\left(B_{2}, \operatorname{supp} \phi\right)>\frac{1}{8} c^{*}$. Then

$$
\phi(P) T(M)=0=T(M) \phi(P)
$$

Proof: (i) Follows from (2.7), (2.10), and CauchySchwartz inequality. (ii) Follows from (i). (iii) Follows from (2.9), (2.10), and Cauchy-Schwartz inequality. (iv) Follows from (iii). (v) Clearly it is enough to prove when $\phi$ is realvalued.

Case ( $i$ ): Let $M=R^{n} \times B_{2}$. Then by (2.13) the operator $T(M)$ is a multiplication operator in the momentum space
with support in a $\frac{1}{8} c^{*}$ neighborhood of $B_{2}$ and so the result is clear.

Case (ii): Let $M \subset R^{n} \times B_{2}$. Then by (iv) we get $\|T(M) \phi(P)\|^{2} \leqslant\left\|T\left(R^{n} \times B_{2}\right) \phi(P)\right\|\|\phi(P)\|$ so that by case $(\mathrm{i})$ $T(M) \phi(P)=0$. Taking adjoints, one gets $\phi(P) T(M)=0$.
Q.E.D.

Let us also note that, for any bounded complex valued function $\phi$ on $R^{n}$ and for any Borel subset $M$ of $R^{n} \times R^{n}$, we get

$$
\begin{align*}
{[\phi(P) T(M) f](q)=} & \int_{M} d x d k\left\langle\eta_{x k} \mid f\right\rangle \\
& \times \int d \xi \phi(\xi) \hat{\eta}(\xi-k) \\
& \times \exp [i(q \cdot \xi-x \cdot \xi)] \tag{2.14}
\end{align*}
$$

for $f$ in $L^{2}\left(R^{n}\right), q$ in $R^{n}$.
Lemma 2.3: Let $I: R^{n} \times R^{n} \rightarrow \mathbb{C}$ be a measurable function such that $s d q|I(q, x)| \leqslant C_{1}^{2}$ a.e. $x$ and $s d x|I(q, x)| \leqslant C_{2}^{2}$ a.e. $q$. Then the operator $\mathscr{F}: L^{2}\left(R^{n}\right) \rightarrow L^{2}\left(R^{n}\right)$ defined by $(\mathscr{F} f)(q)=\int d x I(q, x) f(x)$ is bounded and $\|\mathscr{F}\| \leqslant C_{1} C_{2}$.

Proof: The above lemma is the same as corollary of Theorem 6.24 of Ref. 3.

Lemma 2.4: Let $I: R^{n} \times R^{n} \times R^{n} \rightarrow \mathbb{C}$ be any measurable function and $B$ any bounded subset of $R^{n}$. Further let, for each fixed $k$ in $B, I(k, \cdot$,$) be the integral kernel of a bounded$ operator $\mathscr{F}(k): L^{2}\left(R^{n}\right) \rightarrow L^{2}\left(R^{n}\right)$ and

$$
C=\sup \{\|\mathscr{I}(k)\|: k \in B\}
$$

Define an operator on $\mathscr{S}\left(R^{n}\right)$ by

$$
(L f)(q)=\int_{R^{n} \times B} d x d k\left\langle\eta_{x k} \mid f\right\rangle I(k, q, x)
$$

for $f$ in $\mathscr{S}\left(R^{n}\right)$ and $q$ in $R^{n}$. Then $L$ is a bounded operator on $L^{2}\left(R^{n}\right)$ and

$$
\|L\| \leqslant[\operatorname{meas}(B)] C .
$$

Proof: Define $F(k, x)=\left\langle\eta_{x k} \mid f\right\rangle$ for $f$ in $\mathscr{S}\left(R^{n}\right)$. Then

$$
\begin{aligned}
\int d q & |(L f)(q)|^{2} \\
& =\int d q\left|\int_{B} d k[\mathscr{F}(k) F(k, \cdot)](q)\right|^{2} \\
& \leqslant[\operatorname{meas}(B)]^{2} \int d k \int d q|[\mathscr{F}(k) F(k, \cdot)](q)|^{2}
\end{aligned}
$$

by Cauchy-Schwartz inequality and Fubini's Theorem

$$
\begin{aligned}
& \leqslant[\operatorname{meas}(B)]^{2} \int_{B} d k\|\mathscr{F}(k) F(k, \cdot)\|^{2} \\
& \leqslant[\operatorname{meas}(B)]^{2} C^{2} \int d k d x \mid F(k, x) \|^{2} \\
& =[\operatorname{meas}(B)]^{2} C^{2}\|f\|^{2}
\end{aligned}
$$

The result is now clear.
Q.E.D.

We now state a result similar in spirit to that of Cal-deron-Vaillan court theorem. ${ }^{33}$ Unlike Ref. 33, we do not
use the notion of oscillatory integrals, and we give a simple proof for our case.

Theorem 2.5: Let $X: R^{n} \times R^{n} \rightarrow R, a: R^{n} \times R^{n} \rightarrow \mathbb{C}$ be $C^{\infty}$ functions with all the derivatives bounded. Assume that there is a compact set $C$ such that $a(x, \xi)=0$ if $\xi$ is not in $C, x$ in $R^{n}$. On $X$ we impose the following conditions:

$$
\begin{equation*}
\sup \left\{\left|\nabla_{\xi} \nabla_{x} X(x, \xi)-I\right|: \xi \in C_{1}, x \in R^{n}\right\} \leqslant \frac{1}{2} \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup \left\{\left|D_{\xi}^{\alpha} \nabla_{x} X(x, \xi)\right|: \xi \in C_{1}, x \in R^{n}\right\} \leqslant K_{\alpha} \text { for }|\alpha| \geqslant 1 \tag{2.16}
\end{equation*}
$$

where $C_{1}$ is a compact neighborhood of $C$.
Now define $A: R^{n} \times R^{n} \rightarrow \mathrm{C}$ by

$$
A(q, x)=\int_{C} d \xi a(x, \xi) \exp (i[q \cdot \xi-X(x, \xi)])
$$

Then $A(\cdot, \cdot)$ is the integral kernel of a bounded operator $\mathscr{A}$ on $L^{2}\left(R^{n}\right)$ and

$$
\|\mathscr{A}\| \leqslant K_{M}\left(C_{1}\right) \sum_{|\alpha|<M} \sup _{x, \xi}\left|D_{\xi}^{\alpha}(a(x, \xi))\right|, M \geqslant n+1,
$$

where $K_{M}\left(C_{1}\right)$ depends on $C$ and a bound on

$$
\sup \left\{\left|D_{\xi}^{\alpha} \nabla_{x} X(x, \xi)\right|: \xi \in C_{1}, x, 1 \leqslant|\alpha| \leqslant M+1\right\}
$$

Proof: Let $\mathscr{B}=\mathscr{A}^{*} \mathscr{A}$. Then an easy calculation shows that $B(q, x)$, the integral kernel of $\mathscr{B}$, is given by
$B(q, x)=\int_{C} d \xi \bar{a}(q, \xi) a(x, \xi) \exp (i[X(q, \xi)-X(x, \xi)])$.

Let $M(n, R), \mathrm{GL}(n, R)$ be the set of all $n \times n, n \times n$ invertible matrices over $R$ and $S=\left\{E \in M(n, R):|E-I| \leqslant \frac{1}{2}\right\}$. Then $S$ is a compact convex subset of $\operatorname{GL}(n, R)$. Now

$$
\begin{align*}
\nabla_{\xi}[ & X(q, \xi)-X(x, \xi)] \\
& =\int_{0}^{1} d \rho \nabla_{x} \nabla_{\xi} X(\rho q+(1-\rho) x, \xi) \cdot(q-x) \\
& =\phi(q, x, \xi) \cdot(q-x) \tag{2.18}
\end{align*}
$$

where, by $(2.15)$, the matrix $\phi(q, x, \xi)$ is in $S$ for all $\xi$ in $C_{1}, q$, $x$. From (2.18)

$$
\begin{align*}
|q-x| & =\left|[\phi(q, x, \xi)]^{-1} \nabla_{\xi}\{X(q, \xi)-X(x, \xi)\}\right| \\
& \leqslant K_{s}\left|\nabla_{\xi}\{X(q, \xi)-X(x, \xi)\}\right| \tag{2.19}
\end{align*}
$$

where $0<K_{S}<\infty$ depends only on $S$. By (2.16) and the mean value theorem we get

$$
\begin{equation*}
\left|D_{\xi}^{\alpha}\{X(q, \xi)-X(x, \xi)\}\right| \leqslant K_{\alpha}|q-x| \quad \text { for }|\alpha| \geqslant 1 \tag{2.20}
\end{equation*}
$$

Now apply the stationary phase Lemma A. 1 of Ref. 16 or Lemma I of the Appendix of Ref. 12 to (2.17), using (2.19) and (2.20), to get

$$
\begin{aligned}
|B(q, x)| \leqslant & K_{M}(1+|q-x|)^{-M} \\
& \times \sum_{|\alpha|<M^{q, x, \xi}} \sup _{\xi}\left|D_{\xi}^{\alpha}\{\bar{a}(q, \xi) a(x, \xi)\}\right|
\end{aligned}
$$

so that, by Lemma 2.3,
$\|\mathscr{A}\|^{2} \leqslant K_{M} \sum_{|\alpha|<M} \sup _{q, x, \xi}\left|D_{\xi}^{\alpha}\{\bar{a}(q, \xi) a(x, \xi)\}\right| \quad$ if $M \geqslant n+1$.

Now the result is immediate.
Q.E.D.

Remark 2.6: Suppose $X$ is as in Theorem 2.5 and $a: R^{n}$ $\times R^{n} \times R^{n} \rightarrow \mathbb{C}$ is $C^{\infty}$ with all the derivatives bounded and for some compact set $C$ we have $a(q, x, \xi)=0$ for $\xi$ not in $C$. Now define the kernel

$$
\begin{equation*}
A(q, x)=\int d \xi a(q, x, \xi) \exp (i[q \cdot \xi-X(x, \xi)]) \tag{2.21}
\end{equation*}
$$

and $\mathscr{A}$ be the operator on $L^{2}\left(R^{n}\right)$ induced by $A$.
For the simple case when $X(x, \xi)=x \cdot \xi,\|\mathscr{A}\|$ has a bound in terms of the derivatives of the symbol $a$ by the Calderon-Vaillan Court theorem. ${ }^{33}$

For the general $X$, the answer is not known to the author. If one can prove a result similar to Theorem 2.5 for (2.21), then the proof of Lemma 6.1 (vii) can be made short and simple.

The next lemma will be useful in the proof of Lemma 6.2 (ii). It is adapted from Ref. 34.

Lemma 2.7: Let $B$ be any bounded subset of $R^{n}$. For each $m=1,2, \ldots$ and $k$ in $B$, let $\mathscr{I}_{m}(k)$ be an integral operator on $L^{2}\left(R^{n}\right)$ with kernel $I_{m}(k, q, x)$ so that $\left[\mathscr{I}_{m}(k) f\right](q)$ $=\int d x I_{m}(k, q, x) f(x)$. Further assume that
(i) $\sup \left\{\left\|\mathscr{I}_{m}(k)\right\|: k\right.$ in $\left.B, m=1,2, \ldots\right\}<\infty$,
(ii) s-lim $m_{m \rightarrow \infty} \mathscr{I}_{m}(k)$ exists for each $k$ in $B$.

Define $\left(L_{m} f\right)(q)=\int_{R^{n} \times B} d x d k\left\langle\eta_{x k} \mid f\right\rangle I_{m}(k, q x)$.
Then s-lim ${ }_{m \rightarrow \infty} L_{m}$ exists.
Proof: Step $i$ : For $g$ in $L^{2}\left(R^{n}\right)$ define $G: R^{n} \rightarrow L^{2}\left(R^{n}\right)$ by $[G(k)](x)=\left\langle\eta_{x k} \mid g\right\rangle$. We show that $G(B)$ is a bounded subset of $L^{2}\left(R^{n}\right)$.

Let $\theta_{k}$ denote the multiplication operator (in the position variable) by $\overline{\hat{\eta}}(\cdot-k)$ and $\mathscr{F}$ the Fourier transform. Then, using Parseval's relations, we see that $G(k)=C \mathscr{F}^{-1} \theta_{k} \mathscr{F} g$ for some constant $C$. Since $\hat{\eta} \in C_{o}^{\infty}\left(R^{n}\right)$, $G$ is continuous. Since $B$ is bounded, it is a subset of a compact subset and so $G(B)$ is bounded in $L^{2}\left(R^{n}\right)$.

Step ii: For $g$ in $L^{2}\left(R^{n}\right)$ it suffices to show that $L_{m} g$ is a Cauchy sequence. With $G$ as in step (i), a careful look at the proof of Lemma 2.4 yields

$$
\begin{aligned}
& \left\|L_{m} g-L_{p} g\right\|^{2} \\
& \quad \leqslant[\operatorname{meas}(B)]^{2} \int_{B} d k\left\|\left[\mathscr{I}_{m}(k)-\mathscr{I}_{p}(k)\right] G(k)\right\|^{2}
\end{aligned}
$$

Now the result is a consequence of Lebesgue dominated convergence Theorem, the assumptions on $\mathscr{I}_{m}(k)$ and step (i).
Q.E.D.

## 3. THE HAMILTONIAN

In this section we state the assumptions on the free and total Hamiltonians $h_{0}(P), H$ and prove Theorem 1(a).

Let $h_{0}: R^{n} \rightarrow R$ be any function such that
(i) $h_{0}$ is $C^{\infty}$,
(ii) $\lim _{|\xi| \rightarrow \infty}\left|h_{0}(\xi)\right|=\infty$,
(iii) $\left|h_{0}(\xi)\right| \leqslant K(1+|\xi|)^{k} \forall \xi$ for suitable constants $K, k$,
(iv) $\left\{\xi: h_{o}^{\prime}(\xi)=0\right.$ or $\left.\operatorname{det} h_{0}^{\prime \prime}(\xi)=0\right\}$ is a (closed) subset of $R^{n}$ of (Lebesgue) measure 0 .

We shall denote by $H_{0}$ the closure in $L^{2}\left(R^{n}\right)$ of $h_{0}(P)$ with domain $\mathscr{P}\left(R^{n}\right)$.

For the part $W_{S}(Q, P)$ with the symbol $W_{S}(x, \xi)$, we make the same assumptions as in Ref. 13. For this we introduce, as in Ref. 13, the following notation; let $V$ be a measurable function on $R^{n}$. If there exist constants $\epsilon>0, \theta, \gamma$ in $R$, such that, for some constant $K$ and measurable set $\Gamma \subset R^{n}$ with

$$
\begin{equation*}
\operatorname{meas}\left(\Gamma \cap\left\{x \in R^{n}:|x| \geqslant r\right\}\right)=O\left(r^{-2 \theta}\right) \quad \text { as } r \rightarrow \infty \tag{3.1}
\end{equation*}
$$

the estimates

$$
\begin{align*}
& |V(x)| \leqslant K(1+|x|)^{-1-\epsilon} \quad \text { for } x \text { in } R^{n} \backslash \Gamma  \tag{3.2}\\
& |V(x)| \leqslant K(1+|x|)^{\gamma} \quad \text { for } x \text { in } \Gamma \tag{3.3}
\end{align*}
$$

are valid for a measurable function $V$ then we say $V$ is in $V$ $(\epsilon, \gamma, \theta)$. Our assumption on $W_{S}(x, \xi)$ is
(v) $W_{S}: R^{n} \times R^{n} \rightarrow \mathbb{C}$ is measurable and for each fixed $x$ the map $W_{S}(x, \cdot)$ is $C^{\infty}$ function of $\xi$,
(vi) there are constants $\epsilon>0, \gamma \geqslant-1, \theta>\gamma+1$, and $m^{*}$ in $R$ such that for some $V$ in $V(\epsilon, \gamma, \theta)$ the estimate

$$
\left|D_{\xi}^{\mu} W_{S}(x, \xi)\right| \leqslant|V(x)|(1+|\xi|)^{m^{*}}
$$

is valid for every multi-index $\mu$ with
$|\mu| \leqslant 2\left(2+\left[\frac{1}{2}(n+2|\gamma|)\right]\right)$. Here $[a]$ denotes the integral part of the real number $a$.

For the long range part $W(Q, P)$ we assume on the symbol $W(x, \xi)$ the following:
(vii) $W: R^{n} \times R^{n} \rightarrow R$ is a $C^{\infty}$ function and there is some $\delta$ in $\langle 0,1]$ such that for any compact subset $B$ of $R^{n}$

$$
\sup _{\xi \in B}\left|D_{\xi}^{\alpha} D_{x}^{\beta} W(x, \xi)\right| \leqslant K(B, \alpha, \beta)(1+|x|)^{-|\beta|-\delta}
$$

for all $\alpha, \beta$ where $K(B, \alpha, \beta)$ are constants,
(viii) for the same $m^{*}$ as in (vi) we have

$$
\left|D_{\xi}^{\mu} W(x, \xi)\right| \leqslant K_{\mu}(1+|x|)^{-\delta}(1+|\xi|)^{m^{*}}
$$

for suitable constants $K_{\mu}$ for all $\mu$ with $|\mu| \leqslant 2\left(\left[\frac{1}{2} n\right]+2\right)$.
Now let us recall that ${ }^{13}$ the operators $W_{S}(Q, P), W(Q, P)$ are given for $f$ in $\mathscr{S}\left(R^{n}\right)$ by

$$
\begin{align*}
& \left\{W_{S}(Q, P) f\right\}(q)=\int d \xi \hat{f}(\xi) W_{S}(q, \xi) \exp (i q \cdot \xi) \\
& \{W(Q, P) f\}(q)=\int d \xi \hat{f}(\xi) W(q, \xi) \exp (i q \cdot \xi) \tag{3.4}
\end{align*}
$$

When the above assumptions are satisfied we can prove
Lemma 3.1: Let $N$ be any positive integer such that $N \geqslant k$ and $N>m^{*}+n$. Then
(i) for some $\epsilon_{0}>0$ the operator $W_{S}(Q, P)$ $\left(1+P^{2}\right)^{-N / 2}(1+|Q|)^{1+\epsilon_{0}}$ is bounded,
(ii) $W(Q, P)\left(1+P^{2}\right)^{-N / 2}(1+|Q|)^{\delta}$ is bounded.

Proof: (i) is the same as Corollary 3.2 of Ref. 13 and proof of (ii) is similar to the proof of Corollary 3.2 of Ref. 13 by using the condition (viii).
Q.E.D.

By Lemma 3.1 we see that the operator $W_{S}$
$+W=W_{S}(Q, P)+W(Q, P)$ is defined on $\operatorname{Dom}\left((1+|P|)^{N}\right)$ taking values in $L^{2}\left(R^{n}\right)$. We make, as in Ref. 13, the final assumptions:
(ix) The operator $W_{S}+W$ is symmetric and
(x) $H_{0}+\left(W_{s}+W\right)$ on $\operatorname{Dom}\left(1+|P|^{N}\right)$ has a self-ad-
joint extension $H$ on $L^{2}\left(R^{n}\right)$ such that
$\operatorname{Dom} H \subset \operatorname{Dom}\left((1+|\mathrm{P}|)^{s}\right)$ for some $s>0$.
Also we may impose the following condition on critical values, viz.,
(xi) Closure of $\left\{h_{0}(\xi): h_{0}^{\prime}(\xi)=0\right.$ or $\left.\operatorname{det} h_{0}^{\prime \prime}(\xi)=0\right\}$ is a countable set.

Now we give some examples.
Example 3.2: (Hamiltonian for the static electromagnetic field): Take $h_{0}(\xi)=\frac{1}{2} \xi^{2}, W_{S}(Q, P)=W_{S, 0}(Q)$
$+\Sigma_{j=1}^{n} W_{S_{j}}(Q) P_{j}$ and $W(Q, P)=W_{0}(Q)+\Sigma_{j=1}^{n} W_{j}(Q) P_{j}$, where (i) the functions $W_{S_{i}}, W_{j}$ are all real-valued and $W_{j}$ are $C^{\infty}$ for $j=0,1,2, \ldots, n$, (ii) for some $\epsilon>0$ the operators $W_{s, 0}\left(H_{0}+1\right)^{-1}(1+|Q|)^{1+\epsilon}, W_{S_{j}}(Q)$
$\left(H_{0}+1\right)^{-1 / 2}(1+|Q|)^{1+\epsilon}$ are all bounded for $j=1,2, \ldots, n$, (iii) for some $\delta>0 \sum_{j=0}^{n}\left|D^{\alpha} W_{j}(x)\right| \leqslant K_{\alpha}(1+|x|)^{-|\alpha|-\delta}$ for suitable constants $K_{\alpha}$ for all multi-indices $\alpha$, and (iv) $0=\Sigma_{j=1}^{n} \partial W_{S_{j}}(x) / \partial x_{j}+\Sigma_{j=1}^{n} \partial W_{j}(x) / \partial x_{j}$ in the sense of distributions. The condition (iv) is only to ensure symmetry of $H$.

In this case note that (xi) is satisfied for $h_{0}$. Further, the symbols $W_{S}, W$ for the operators $W_{S}(Q, P), W(Q, P)$ are given by $W_{S}(x, \xi)=W_{S, 0}(x)+\Sigma_{j=1}^{n} W_{S, j}(x) \xi_{j}$ and $W(x, \xi)$ $=W_{0}(x)+\Sigma_{j=1}^{n} W_{j}(x) \xi_{j}$, respectively.

Though this example does not satisfy the condition (v) and (vi), nevertheless, Lemma 3.1 is valid. A careful look at the proofs will show that all the results hereafter are valid under the statement of Lemma 3.1. So Theorem 1 is valid for Example 3.2.

Example 3.3 ${ }^{13}$ : Let $n=3, H_{0}=\left(1+P^{2}\right)^{1 / 2}, W_{S}$ $(Q, P)=\left(1+Q^{2}\right)^{-\delta}\left(1+P^{2}\right)^{3 / 2}\left(1+Q^{2}\right)^{-\delta}$ with $\delta>\frac{1}{4}$ and $W(Q, P)=0$. Clearly, $h_{0}$ satisfies condition (xi). Let us note that the symbols $W, W_{s}$ for the operators $W(Q, P), W_{S}(Q P)$ are given by $W(x, \xi)=0$ and $W_{S}(x, \xi)=$ Osc $\iint d y d \lambda\left(1+x^{2}\right)^{-\delta}\left(1+(\xi+\lambda)^{2}\right)^{3 / 2}\left(1+(x+y)^{2}\right)^{-\delta}$ $\times \exp [-i(y \cdot \lambda)]$. For details see Refs. 12 and 13.

Now let the conditions (i)-(x) be satisfied. Let $\zeta \in C_{o}^{\infty}\left(R^{n}\right)$ be such that $\zeta(x)=1$ for $|x| \leqslant 1,0$ for $|x| \geqslant 2$, and $0 \leqslant \zeta(x) \leqslant 1$ for all $x$. Then

Lemma 3.4:(i) Theoperator $\zeta(Q / r)(H+i)^{-1}$ is compact for every $r>0$.
(ii) The operator $\zeta(Q / r)\left(H_{0}+i\right)^{-1}$ is compact for every $r>0$.
(iii) For $\psi$ in $C_{0}^{\infty}(R)$ the operator $\left(1+P^{2}\right)^{5 / 2} \psi(H)$ is bounded.
(iv) For $\psi$ in $C_{o}^{\infty}(R)$ the operator $\left(1+P^{2}\right)^{5 / 2} \psi\left(H_{0}\right)$ is bounded.
(v) for $\phi, \psi$ in $C_{0}^{\infty}(R)$ we have
$\lim _{r \rightarrow \infty}\left\|\left\{\phi(H)-\phi\left(H_{0}\right)\right\}[1-\zeta(Q / r)] \psi(H)\right\|=0$.
(vi) For $\phi, \psi$ in $C_{0}^{\infty}(R)$ we have

$$
\lim _{r \rightarrow \infty}\left\|\left\{\phi(H)-\phi\left(H_{0}\right)\right\}[1-\zeta(Q / r)] \psi\left(H_{0}\right)\right\|=0
$$

(vii) For $\phi: R \rightarrow \mathbb{C}$ continuous and vanishing at $\pm \infty$ the operator $\phi(H)-\phi\left(H_{0}\right)$ is compact.

Proof: (i) Same as Lemma 4.1 of Ref. 13.
(ii) Follows from the assumptions (i) and (ii) on $h_{0}$.
(iii) Same as Lemma 4.2 of Ref. 13.
(iv) Obvious.
(v) Same as Lemma 4.3 of Ref. 13.
(vi) Similar to the proof of Lemma 4.3 of Ref. 13.
(vii) Step $i$ : Assume that $\phi \in C_{0}^{\infty}(R)$ and $\phi$ is real valued. By ( i$)$ and $(\mathrm{v})$ the operator $\left\{\phi(H)-\phi\left(H_{0}\right)\right\} \phi(H)$ is compact. Similarly, using (ii) and (vi) we have the compactness of $\left[\phi(H)-\phi\left(H_{0}\right)\right] \phi\left(H_{0}\right)$. So $\left[\phi(H)-\phi\left(H_{0}\right)\right]^{2}$ is compact yielding the result.

Step ii: By step (i) the result is true for $\phi$ in $C_{o}^{\infty}(R)$. The result follows by noting that any $\phi$ as in hypothesis can be approximated uniformly by functions in $C_{0}^{\infty}(R)$. Q.E.D.

Proof of Theorem 1(a): By Lemma 3.4 (vii) the operator $(H+i)^{-1}-\left(H_{0}+i\right)^{-1}$ is compact. The result follows from Weyl's theorem on essential spectrum (given in, for example, Ref. 5 as Theorem XIII. 14).
Q.E.D.

## 4. ITERATIONS FOR THE SOLUTION OF A HAMILTONJACOBI EQUATION

In this section all we need to assume on $h_{0}$ is that $h_{0}$ is a $C^{\infty}$ real-valued function on $R^{n}$ and

$$
\begin{equation*}
G=\left\{\xi: h_{0}^{\prime}(\xi) \neq 0, \operatorname{det} h_{0}^{\prime \prime}(\xi) \neq 0\right\} \tag{4.1}
\end{equation*}
$$

is a nonempty (open) subset of $R^{n}$. On $W=W(x, \xi)$ we assume condition (vii) of Sec. 3.

Motivated by Ref. 30, we solve the Hamilton-Jacobi equation $\partial X(t, x, \xi) / \partial t=h_{0}(\xi)+W\left(\nabla_{\xi} X(t, x, \xi), \xi\right)$ with the initial condition $X(0, x, \xi)=x \cdot \xi$. What we do is simply use Picard's method of iteration.

Let $\delta$ be as in condition (vii) of Sec. 3. By decreasing $\delta$, if necessary we assume that $\delta>0$ and 1 is not in $\{0, \delta, 2 \delta, \ldots, j \delta$, ... $\}$. Choose an integer $m_{0}$ such that
$m_{0} \delta<1<\left(m_{0}+1\right) \delta$.
Let $C$ be a fixed compact subset of $G$ such that for some $c>0$ we have

$$
\begin{equation*}
C_{3 c}=\left\{p \in R^{n}: \operatorname{dist}(p, C) \leqslant 3 c\right\} \subset G . \tag{4.3}
\end{equation*}
$$

Let $x, \xi$ in $R^{n}$ be such that

$$
\begin{equation*}
x \cdot h_{0}^{\prime}(k) \geqslant 0 \quad \text { for some } k \text { in } C \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
|\xi-k| \leqslant \frac{1}{2} c \quad \text { with } k \text { as in (4.4). } \tag{4.5}
\end{equation*}
$$

Let

$$
\begin{equation*}
3 \mathrm{a}=\inf \left\{\left|h_{0}^{\prime}(k)\right|: k \in C_{3 c}\right\} \tag{4.6}
\end{equation*}
$$

We can further assume that $C_{3 c}$ is chosen so that $\xi \rightarrow h_{0}^{\prime}(\xi)$ is diffeomorphism on an open neighborhood of $C_{3 c}$ and

$$
\begin{equation*}
\sup \left\{\left|h_{0}^{\prime}\left(\xi_{1}\right)-h_{0}^{\prime}\left(\xi_{2}\right)\right|:\left|\xi_{1}-\xi_{2}\right| \leqslant 2 c, \xi_{1}, \xi_{2} \in C_{3 c}\right\} \leqslant a 2^{-1 / 2} . \tag{4.7}
\end{equation*}
$$

Then for $x, k, \xi$ as in (4.4), (4.5) and $s \geqslant 0$ we get

$$
\begin{align*}
& \left|x+s h_{o}^{\prime}(\xi)\right| \\
& \quad \geqslant\left|x+s h_{0}^{\prime}(k)\right|-s a 2^{-1 / 2} \quad \text { by }(4.7), \\
& \geqslant 2^{-1 / 2}(|x|+3 a s)-s a 2^{-1 / 2} \quad \text { by }(4.4),(4.6), \\
& \quad \geqslant 2^{-1 / 2}(|x|+2 a s) \quad \text { with } a>0 \tag{4.8}
\end{align*}
$$

For all the "position" $x$ and "momentum" $\xi$ [not necessarily
satisfying (4.4) and (4.5)] define $Y\left(m, t_{0}, t, x, \xi\right)$ for integral $m=0,1, \ldots, m_{0}$, time $t \geqslant t_{0} \geqslant 0$, by

$$
\begin{align*}
Y\left(0, t_{0}, t, x, \xi\right)= & 0  \tag{4.9}\\
Y\left(m, t_{0}, t, x, \xi\right)= & \int_{t_{0}}^{t} d s W\left(x+s \nabla h_{0}(\xi)\right. \\
& \left.+\nabla_{\xi} Y\left(m-1, t_{0}, s, x, \xi\right), \xi\right) \tag{4.10}
\end{align*}
$$

sothat if wedefine $X\left(m, t_{0}, t, x, \xi\right)=x \xi+t h_{0}(\xi)+Y\left(m, t_{0}, t\right.$, $x, \xi)$, then $\partial X\left(m, t_{0}, t, x, \xi\right) / \partial t=h_{0}(\xi)+W\left(\nabla_{\xi} X\left(m-1, t_{0}\right.\right.$, $t, x, \xi), \xi)$ and $X\left(m, t_{0}, t_{0}, x, \xi\right)=x \cdot \xi+t_{0} h_{0}(\xi)$.

We study the decay and growth properties of the $Y(m)$ in Lemma 4.1 which can be compared with Propositions 2.3 and 2.8 of Ref. 30.

Lemma 4.1: Let $x, \xi$ be as in (4.4) and (4.5), $0 \leqslant m \leqslant m_{0}$, $0 \leqslant M$. Then there exists a $t_{-1}=t_{-1}(m, M, C) \geqslant 0$ such that for $t \geqslant t_{0} \geqslant t_{-1}$ the following hold:
(i) $\left|D_{\xi}^{\alpha} Y\left(m, t_{0}, t, x, \xi\right)\right| \leqslant K_{\alpha x}(1+t)^{1-\delta}$ for $|\alpha| \leqslant M$.
(ii) $\left|D_{\xi}^{\alpha} D_{x}^{B} Y\left(m, t_{0}, t, x, \xi\right)\right|$

$$
\leqslant K_{\alpha \beta}(1+|x|)^{-\delta} \text { for } \beta \neq 0,|\alpha+\beta| \leqslant M .
$$

(iii) There exists $r_{0}=r_{0}\left(t_{-1}\right)$ such that, for all $r \geqslant r_{0}$ and $|x| \geqslant r$,
$\left|D_{\xi}^{\alpha} D_{x}^{\beta}\left\{W\left(x+\left(t-t_{0}\right) \nabla h_{0}(\xi)+\nabla_{\xi} Y\left(m_{0}, t_{0}, t, x, \xi\right), \xi\right)\right\}\right|$
$\left.\leqslant K_{\alpha \beta}| | x \mid+t\right)^{-\delta} \quad$ for $|\alpha+\beta| \leqslant m$,
(iv) There exists $r_{0}=r_{0}\left(t_{-1}\right)$ such that, for all $r \geqslant r_{0}$ and $|x| \geqslant r$,
$\mid D_{\xi}^{\alpha} D_{x}^{\beta}\left\{W\left(x+\left(t-t_{0}\right) \nabla h_{0}(\xi)+\nabla_{\xi} Y\left(m_{0}, t_{0}, t, x, \xi\right), \xi\right)\right.$
$\left.-W\left(x+t \nabla h_{0}(\xi)+\nabla_{\xi} Y\left(m_{0}, t_{0}, t, x, \xi\right), \xi\right)\right\} \mid$
$\leqslant K_{\alpha \beta} t_{0}\left(1+|x|+\left.t\right|^{-1-\delta} \quad\right.$ for $|\alpha+\beta| \leqslant M$.
(v) $\left|D_{\xi}^{\alpha} D_{x}^{\beta}\left\{Y\left(m, t_{0}, t, x, \xi\right)-Y\left(m-1, t_{0}, t, x, \xi\right)\right\}\right|$ $\leqslant K_{\alpha \beta}(1+t)^{1-m \delta}$
for $1 \leqslant m \leqslant m_{0},|\alpha+\beta| \leqslant M$.
(vi) $\mid D_{\xi}^{\alpha} D_{x}^{\beta}\left\{W\left(x+t \nabla h_{0}(\xi)\right.\right.$
$\left.+\nabla_{\xi} Y\left(m_{0}, t_{0}, t, x, \xi\right), \xi\right)$
$-W\left(x+t \nabla h_{0}(\xi)\right.$
$\left.\left.+\nabla_{\xi} \boldsymbol{Y}\left(m_{0}-1, t_{0}, t, x, \xi\right), \xi\right)\right\} \mid$
$\leqslant K_{\alpha \beta}(1+t)^{1-m_{0} \delta}(1+t+|x|)^{-1-\delta}$ for $|\alpha+\beta| \leqslant M$,
(vii) $\sup \left\{\mid W\left(t \nabla h_{0}(\xi)+\nabla_{\xi} Y\left(m_{0}, t_{0}, t, 0, \xi\right), \xi\right)\right.$

$$
-W\left(t \nabla h_{0}(\xi)\right.
$$

$$
\left.\left.+\nabla_{\xi} Y\left(m_{0}-1, t_{0}, t, 0, \xi\right), \xi\right) \mid: \xi \in C_{2 c}\right\}
$$

$$
\leqslant K(1+t)^{-\left(m_{0}+1 \mid \delta\right.} .
$$

(viii) $\lim _{t \rightarrow \infty} Y\left(m_{0}, t_{0}, t, x, \xi\right)-Y\left(m_{0}, t_{0}, t, 0, \xi\right)$ exists.
(ix) $\lim _{t \rightarrow \infty} Y\left(m_{0}, t_{0}, t+s, 0, \xi\right)$

$$
-Y\left(m_{0}, t_{0}, t, 0, \xi\right)=0 \quad \forall s
$$

Proof: Let us remark that the proof of (v)-(ix) will not depend on (iii) or (iv).
(i) and (ii): We prove simultaneously (i) and (ii) by induction on $m$. For the sake of simplicity we give the proof when
$n$ (the dimension of the space $R^{n}$ ) is 1 . The results are easily true when $m=0$. Assume the result to be true for $m \leqslant m_{0}-1$. Then

$$
\begin{align*}
& D_{\xi}^{\alpha} D_{x}^{\beta} Y\left(m+1, t_{0}, t, x, \xi\right) \\
&= \int_{t_{0}}^{t} d s D_{\xi}^{\alpha} D_{x}^{\beta}\left\{W \left(x+s h_{0}^{\prime}(\xi)\right.\right. \\
&\left.\left.\quad+\partial_{\xi} Y\left(m, t_{0}, s, x, \xi\right), \xi\right)\right\} \\
&= \int_{t_{0}}^{t} d s D_{\xi}^{\alpha} D_{x}^{\beta}\{W(Z, \xi)\} \tag{4.11}
\end{align*}
$$

where $Z=Z\left(m, t_{0}, s, x, \xi\right)=x+s h_{0}^{\prime}(\xi)+\partial_{\xi} Y\left(m, t_{0}, s, x\right.$, $\xi)$. By the induction hypothesis on $Y(m)$ it is clear that

$$
\begin{equation*}
\left|D_{\xi}^{\alpha} Z\right| \leqslant K_{\alpha}(1+s) \quad \text { for } \alpha \neq 0 \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|D_{\xi}^{\alpha} D_{x}^{\beta} Z\right| \leqslant K_{\alpha \beta} \quad \text { for } \beta \neq 0 . \tag{4.13}
\end{equation*}
$$

Also, using (4.8) and choosing $t_{-1}$ still larger if necessary, we easily get

$$
\begin{equation*}
|Z| \geqslant K_{0}(1+|x|+s) \quad \text { with } K_{0}>0 \tag{4.14}
\end{equation*}
$$

So using (4.14) and condition (vii) of Sec. 3

$$
\begin{aligned}
\left|Y\left(m+1, t_{0}, t, x, \xi\right)\right| & \leqslant \int_{t_{0}}^{t} d s|W(Z, \xi)| \\
& \leqslant K \int_{t_{0}}^{t} d s(1+|x|+s)^{-\delta} \\
& \leqslant K(1+t)^{1-\delta} .
\end{aligned}
$$

Thus we have proved (i) and (ii) for $m+1$ when $\alpha+\beta=0$.
Now let us assume that $\alpha+\beta \geqslant 1$. Then one can very easily prove, by induction on $\alpha+\beta$, the following:

CLAIM: $D_{\xi}^{\alpha} D_{x}^{\beta}(W(Z, \xi))$ is a finite linear combination of terms of the form $\left[W_{i, j}(Z, \xi)\right] \cdot\left(\partial_{\xi}^{a_{1}} \partial_{x}^{b_{1}} Z\right)^{\lambda_{1}} \ldots\left(\partial_{\xi}^{a_{p}} \partial_{x}^{b_{p}} Z\right)^{\lambda_{p}}$, where
(a) $W_{i j}(x, \xi)=\left(D_{\xi}^{j} D_{x}^{i} W\right)(x, \xi)$.
(b) $1 \leqslant i+j \leqslant \alpha+\beta$.
(c) the product $\left(\partial_{\xi}^{a} \partial_{x}^{b_{1}} Z\right)^{\lambda_{1}} \ldots\left(\partial_{\xi}^{a_{p}} \partial_{x}^{b_{p}} Z\right)^{\lambda_{p}}$ may or may not appear; if the product appears, then:
(d) $\lambda_{1}+\cdots+\lambda_{p} \leqslant i, \quad \lambda_{1}, \ldots, \lambda_{p} \geqslant 1$;
(e) $1 \leqslant a_{1}+b_{1}, \ldots, a_{p}+b_{p} \leqslant \alpha+\beta$;
(f) if $\beta \neq 0$, then $b_{1}+b_{2}+\cdots+b_{p} \geqslant 1$.

We sketch the proof of the CLAIM. For $\alpha+\beta=1$ either $\alpha=0, \beta=1$ or $\alpha=1, \beta=0$ in which case the claim is easily verified. Assume the claim to be true for all $\alpha, \beta$ with $\alpha+\beta=\gamma$. Now $\gamma+1$ can be obtained as $(\alpha+1)+\beta$ or $\alpha+(\beta+1)$ where $\alpha+\beta=\gamma$. In either case, using induction hypothesis the CLAIM is verified.

Now let us consider a typical term as in the CLAIM. Using (4.12), (4.13), (4.14), and condition (vii) of Sec. 3, we have

$$
\begin{aligned}
& \int_{t_{0}}^{t} d s \mid W_{i, j}(Z, \xi)\left(\partial_{\xi}^{a}, \partial_{x}^{b_{1}} Z\right)^{\lambda_{1} \ldots\left(\partial_{\xi}^{a_{p}} \partial_{x}^{b_{p}} Z\right)^{\lambda_{p}} \mid} \\
& \quad \leqslant K \int_{t_{0}}^{t} d s(1+|x|+s)^{-i-\delta}(1+s)^{i} \quad \text { if } \beta=0 \\
& \text { or }
\end{aligned}
$$

$$
\begin{aligned}
& \leqslant K \int_{t_{0}}^{t} d s(1+|x|+s)^{-i-\delta}(1+s)^{i-1} \quad \text { if } \beta \neq 0 \\
& \leqslant K \int_{t_{0}}^{t} d s(1+s)^{-\delta} \text { or } K \int_{t_{0}}^{t} d s(1+|x|+s)^{-1-\delta} \text { as }
\end{aligned}
$$

$\beta=0$ or $\beta \neq 0$, respectively,

$$
\begin{equation*}
\leqslant K(1+t)^{1-\delta} \text { or } K(1+|x|)^{-\delta} \text { as } \beta=0 \text { or } \beta \neq 0, \text { re- } \tag{4.15}
\end{equation*}
$$

spectively.
Now the result follows from (4.11), (4.15), and the CLAIM.
(iii) Put $Z=x+\left(t-t_{0}\right) h_{o}^{\prime}(\xi)+\partial_{\xi} Y\left(m_{0}, t_{0}, t, x, \xi\right)$.

Then choose $r_{0}$ large so that, by using (4.8) and (i)
$|Z| \geqslant K_{0}(1+|x|+t) \quad$ for some $K_{0}>0$.
Clearly,

$$
\begin{equation*}
\left|D_{\xi}^{\alpha} Z\right| \leqslant K_{\alpha}(1+t), \quad \alpha \neq 0 \text { by (i), } \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|D_{\xi}^{\alpha} D_{x}^{\beta} Z\right| \leqslant K_{\alpha \beta}, \quad \beta \neq 0, \text { by (ii). } \tag{4.18}
\end{equation*}
$$

Now the result follows as in (i) and (ii), by using CLAIM, (4.16), (4.17), and (4.18).
(iv) Put $Z=x+t h(\xi)+\partial_{\xi} Y\left(m_{0}, t_{0}, t, x, \xi\right)$,

$$
U(x, \xi)=-\left(\nabla_{x} W\right)(x, \xi) \cdot \nabla h_{0}(\xi),
$$

so that, by condition (vii) of Sec. 3, for any compact set $B$ of $R^{n}$
$\sup _{\xi \text { in } B}\left|D_{\xi}^{\alpha} D_{x}^{\beta} U(x, \xi)\right| \leqslant K(B, \alpha, \beta)(1+|x|)^{-|\beta|-1-\delta}$.

Then,

$$
\begin{align*}
& D_{\xi}^{\alpha} D_{x}^{\beta}\left\{W\left(x+\left(t-t_{0}\right) h_{0}^{\prime}(\xi)+\partial_{\xi} Y\left(m_{0}, t_{0}, t, x, \xi\right), \xi\right)\right. \\
&\left.-W\left(x+t h_{0}^{\prime}(\xi)+\partial_{\xi} Y\left(m_{0}, t_{0}, t, x, \xi\right), \xi\right)\right\} \\
&= t_{0} \int_{0}^{1} d \rho D_{\xi}^{\alpha} D_{x}^{\beta} U\left(Z-\rho t_{0} h_{0}^{\prime}(\xi), \xi\right) . \tag{4.20}
\end{align*}
$$

By (4.8), (i), and (ii) we have
$\left|Z-\rho t_{0} h_{0}^{\prime}(\xi)\right|$

$$
\geqslant K_{0}\left(1+|x|+t-\rho t_{0}\right)-K(1+t)^{1-\delta}
$$

for some $K_{0}>0$

$$
\begin{equation*}
\geqslant \frac{1}{2} K_{0}(1+|x|+t) \quad \text { if } r_{0} \text { is large }, \tag{4.21}
\end{equation*}
$$

$\left|D_{\xi}^{\alpha}\left\{Z-\rho t_{0} h_{0}^{\prime}(\xi)\right\}\right| \leqslant K_{\alpha}(1+t) \quad$ for $\alpha \neq 0$,
and

$$
\begin{equation*}
\left|D_{\xi}^{\alpha} D_{x}^{\beta}\left\{Z-\rho t_{0} h_{o}^{\prime}(\xi)\right\}\right| \leqslant K_{\alpha \beta} \quad \text { for } \beta \neq 0 . \tag{4.23}
\end{equation*}
$$

Now the result follows by (4.19), to (4.23) as in (i), (ii).
(v) We prove the result by induction on $m$. For $m=1$ the result follows from (i) and (ii). Now assume the result to be true for $m$ with $1 \leqslant m \leqslant m_{0}-1$.

$$
\begin{gather*}
Y\left(m, t_{0}, t, x, \xi\right)-Y\left(m-1, t_{0}, t, x, \xi\right) \\
=\int_{0}^{1} d \rho \int_{t_{0}}^{t} d s\left(\nabla_{x} W\right)(Z, \xi) \cdot U, \tag{4.24}
\end{gather*}
$$

where

$$
\begin{aligned}
Z= & Z\left(\rho, t_{0}, s, x, \xi\right) \\
= & x+\operatorname{sh}(\xi)+\rho \partial_{\xi}^{\prime} Y\left(m-1, t_{0}, s, x, \xi\right) \\
& +(1-\rho) \partial_{\xi} Y\left(m-2, t_{0}, s, x, \xi\right)
\end{aligned}
$$

and

$$
\begin{aligned}
U & =U\left(t_{0}, s, x, \xi\right) \\
& =\nabla_{\xi} Y\left(m-1, t_{0}, s, x, \xi\right)-\nabla_{\xi} Y\left(m-2, t_{0}, s, x, \xi\right)
\end{aligned}
$$

Note that by induction hypothesis we have

$$
\begin{equation*}
\left|D_{\xi}^{\alpha} D_{x}^{\beta} U\right| \leqslant K_{\alpha \beta}(1+s)^{1-(m-1) \delta} \quad \text { for } s \geqslant t_{0} . \tag{4.25}
\end{equation*}
$$

Also by (i) and (ii)

$$
\begin{align*}
\left|D_{\xi}^{\alpha} D_{x}^{\beta} Z\right| & \leqslant K_{\alpha \beta}(1+s) \quad \text { if } \beta=0, \alpha \neq 0,  \tag{4.26}\\
& \leqslant K_{\alpha \beta} \quad \text { if } \beta \neq 0 . \tag{4.27}
\end{align*}
$$

Furthermore, by choosing $t_{-1}$ large, if necessary, we have by (4.8)
$|Z| \geqslant K_{0}(1+|x|+s)$ for $s \geqslant t_{0}$, with $K_{0}>0$.
Now the result follows from the techniques of the proof of (i) and (ii) by using (4.24)-(4.28) and condition (vii) of Sec. 3.
(vi) Follows from (v) by writing

$$
\begin{aligned}
W(x+ & \left.t h_{0}^{\prime}(\xi)+\partial_{\xi} Y\left(m_{0}, t_{0}, t, x, \xi\right), \xi\right) \\
& -W\left(x+t h_{0}^{\prime}(\xi)+\partial_{\xi} Y\left(m_{0}-1, t_{0}, t, x, \xi\right), \xi\right) \\
= & \int_{0}^{1} d \rho \frac{d}{d \rho} W\left(x+t h_{0}^{\prime}(\xi)+\rho \partial_{\xi} Y\left(m_{0}, t_{0}, t, x, \xi\right)\right. \\
& \left.+(1-\rho) \partial_{\xi} Y\left(m_{0}-1, t_{0}, t, x, \xi\right), \xi\right)
\end{aligned}
$$

and using the techniques of the proof of (v).
(vii) Follows from (vi) by taking $\alpha+\beta=0, x=0$.
(viii) $\left|\partial\left\{Y\left(m_{0}, t_{0}, t, x, \xi\right)-Y\left(m_{0}, t_{0}, t, 0, \xi\right)\right\} / \partial t\right|$

$$
\begin{aligned}
= & \mid \int_{0}^{1} d \rho\left(\nabla_{x} W\right)\left(\rho x+t \nabla h_{0}(\xi)\right. \\
& \left.+\nabla_{\xi} Y\left(m_{0}-1, t_{0}, t, \rho x, \xi\right), \xi\right) \\
& \cdot\left\{x+\left(\nabla_{x} \nabla_{\xi} Y\right)\left(m_{0}-1, t_{0}, t, \rho x, \xi\right)\right\} \mid \\
\leqslant & \int_{0}^{1} d \rho\left(1+\mid \rho x+t \nabla h_{0}(\xi)\right. \\
& \left.+\nabla_{\xi} Y\left(m_{0}-1, t_{0}, t, \rho x, \xi\right) \mid\right)^{-1-\delta}(|x|+K)
\end{aligned}
$$

by (ii) and condition (vii) of Sec. 3,

$$
\begin{equation*}
\leqslant(1+|t|)^{-1-\delta}(|x|+K) \quad \text { by (i) and (4.8). } \tag{4.29}
\end{equation*}
$$

The result follows from (4.29) by noting $\delta>0$.
(ix) Clearly for $\tau$ very large we get by (i) and (4.6)
$\left|\tau h_{0}^{\prime}(\xi)+\partial_{\xi} Y\left(m_{0}-1, t_{0}, \tau, 0, \xi\right)\right| \geqslant 2 a \tau \quad$ with $a>0$ so that

$$
\begin{align*}
& \left|W\left(\tau h_{0}^{\prime}(\xi)+\partial_{\xi} Y\left(m_{0}-1, t_{0}, \tau, 0, \xi\right), \xi\right)\right| \\
& \quad \leqslant K(1+\tau)^{-\delta} \tag{4.30}
\end{align*}
$$

By (4.30) we get
$\left|Y\left(m_{0}, t_{0}, t+s, 0, \xi\right)-Y\left(m_{0}, t_{0}, t, 0, \xi\right)\right|$

$$
\leqslant K \int_{t}^{t+s} d \tau(1+\tau)^{-\delta}
$$

The result follows by noting $\lim _{t \rightarrow \infty} \int_{t}^{t+s} d \tau(1+\tau)^{-\delta}$ $=0$.

We define the modification for the free evolution to be $Y\left(m_{0}, t, \xi\right)$, where

$$
\begin{equation*}
Y(m, t, \xi)=Y(m, 0, t, 0, \xi) \quad \text { for } t \geqslant 0 . \tag{4.31}
\end{equation*}
$$

Then we have
Lemma 4.2: (i) For $C$ and $t_{0}$ as in Lemma 4.1 and $0 \leqslant m \leqslant m_{0}$, we get
(a) $\sup \left\{\left|D_{\xi}^{\alpha}\left\{Y(m, t, \xi)-Y\left(m, t_{0}, t, 0, \xi\right)\right\}\right|: t \geqslant t_{0}\right.$, $\left.\xi \in C_{2 c}\right\} \leqslant K_{\alpha}$,
(b) $\lim _{t \rightarrow \infty} Y(m, t, \xi)-Y\left(m, t_{0}, t, 0, \xi\right)$ exists for $\xi$ in $C_{2 c}$.
(ii) $\lim _{t \rightarrow \infty} Y\left(m_{0}, t, \xi\right)-Y\left(m_{0}, t_{0}, t, 0, \xi\right)$ exists for $\xi$ in $C_{2 c}$.
(iii) $\lim _{t \rightarrow \infty} Y\left(m_{0}, t+s, \xi\right)-Y\left(m_{0}, t, \xi\right)=0$ for all $s$ and all $\xi$ in $G$ given by (4.1).

Proof: (i) We prove by induction on $m$. For $m=0$ it is easy to verify. Assume the result to be true for $m$ with $0 \leqslant m \leqslant m_{0}$. For $t \geqslant t_{0}$ define $\psi(m, t, \xi)$ by

$$
\begin{equation*}
\psi(m, t, \xi)=Y(m, t, \xi)-Y\left(m, t_{0}, t, 0, \xi\right) . \tag{4.32}
\end{equation*}
$$

Then by induction hypothesis

$$
\begin{equation*}
\sup \left\{\left|D_{\xi}^{\alpha} \psi(m, t, \xi)\right|: t \geqslant t_{0}, \xi \in C_{2 c}\right\} \leqslant K_{\alpha}<\infty, \tag{4.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \psi(m, t, \xi) \text { exists for } \xi \text { in } C_{2 c} \tag{4.34}
\end{equation*}
$$

Then by (4.32) we have for $t \geqslant t_{0}$

$$
\begin{aligned}
& \psi(m+1, t, \xi) \\
&= \int_{0}^{t_{0}} d s W\left(s h_{0}^{\prime}(\xi)+\partial_{\xi} Y(m, s, \xi), \xi\right) \\
&+\int_{t_{0}}^{t} d s \int_{0}^{1} d \rho\left(\nabla_{x} W\right)\left(s h_{0}^{\prime}(\xi)+\rho \partial_{\xi} \psi(m, s, \xi)\right. \\
&\left.+\partial_{\xi} Y\left(m, t_{0}, s, 0, \xi\right), \xi\right) \nabla_{\xi} \psi(m, s, \xi)
\end{aligned}
$$

Now the result follows by (4.32), (4.33), (4.34) and using the technique of the proof of Lemma 4.1(i).
(ii) Follows from (i)(b) by taking $m=m_{0}$.
(iii) Let $C$ be as in Lemma 4.1. Then by Lemma 4.1(ix) and Lemma 4.2(ii), we get for $\xi$ in $C$

$$
\lim _{t \rightarrow \infty}\left\{Y\left(m_{0}, t+s, \xi\right)-Y\left(m_{0}, t, \xi\right)\right\}=0
$$

The result follows by noting $G$ is a union of such sets $C$.
Q.E.D.

Remark 4.3: We can define for $t \leqslant t_{0} \leqslant 0$ the function $Y$ by (4.9), (4.10) and prove results similar to (a) Lemma 4.1 when (4.4) is replaced by $x \cdot h_{0}^{\prime}(k) \leqslant 0$ and (b) Lemma 4.2.

## 5. EXISTENCE OF THE WAVE OPERATOR

This section closely follows Ref. 16. Let $Y\left(m_{0}, t_{0}, t, 0, \xi\right)$ and $Y\left(m_{0}, t, \xi\right)$ be as in (4.10) and (4.31), respectively. Define $X(t, \xi), X\left(t_{0}, t, \xi\right)$ by

$$
\begin{align*}
& X(t, \xi)=t h_{0}(\xi)+Y\left(m_{0}, t, \xi\right) \quad \forall \xi \in G \text { of }(4.1),  \tag{5.1}\\
& X\left(t_{0}, t, \xi\right)=t h_{0}(\xi)+Y\left(m_{0}, t_{0}, t, 0, \xi\right) \quad \forall \xi \in G, t \geqslant t_{0} \tag{5.2}
\end{align*}
$$

Let $H_{0}=h_{0}(P), H$ be the free and total Hamiltonians given by conditions (i)-(iv), statement of Lemma 3.1, (vii), (ix), and ( x ) of Sec. 3. Define the free, modified free, total unitary evolutions $U_{t}, Z_{t}, V_{t}$, and for $t \geqslant t_{0}$ a unitary evolution $Z\left(t_{0}, t\right)$ by

$$
\begin{align*}
& U_{t}=\exp \left(-i t H_{0}\right), \quad Z_{t}=\exp [-i X(t, P)] \\
& V_{t}=\exp (-i t H), \quad Z\left(t_{0}, t\right)=\exp \left[-i X\left(t_{0}, t, P\right)\right] \tag{5.3}
\end{align*}
$$

The aim of this section is to show
(i) $\Omega_{+}=s-\lim V_{t}^{*} Z_{t}$ exist,
(ii) $V_{t} \Omega_{+}=\Omega_{+} U_{t} \forall t$,
(iii) Range $\Omega_{+} \subset \mathscr{H}_{\mathrm{ac}}(H)$, the absolutely continuous space for $H$.

Lemma 5.1: Let the compact set $C$ and $c>0$ be as in (4.3) and further assume that $\xi \rightarrow \nabla h_{0}(\xi)$ is a diffeomorphism on a neighborhood of $C_{3 c}$. Let $\phi \in C_{0}^{\infty}(G)$ be such that

$$
\begin{equation*}
\operatorname{supp} \phi \subset\left\{\xi \in R^{n}: \operatorname{dist}(\xi, C)<c\right\} \tag{5.4}
\end{equation*}
$$

Let $f \in \mathscr{S}\left(\boldsymbol{R}^{n}\right)$. Then
(i) $\int_{t_{0}}^{\infty} d t\left\|(1+\mid Q)^{-1-\epsilon_{0}} Z\left(t_{0}, t\right) \phi(P) f\right\|<\infty$.
(ii) $\int_{t_{0}}^{\infty} d t\left\|W_{s}(Q, P) Z\left(t_{0}, t\right) \phi(P) f\right\|<\infty$.
(iii) $\int_{t_{10}}^{\infty} d t \|\left(W\left(t h_{0}^{\prime}(P)+\partial Y\left(m_{0}-1, t_{0}, t, 0, P\right) / \partial P, P\right)\right.$
$\left.-W\left(\partial X\left(t_{0}, t, P\right) / \partial P, P\right)\right\} \phi(P) \|<\infty$.
(iv) $\int_{t_{0}}^{\infty} d t \|\left\{W(Q, P)-W\left(\partial X\left(t_{0}, t, P\right) / \partial P, P\right)\right\}$
$\times \boldsymbol{Z}\left(t_{0}, t\right) \phi(P) f \|<\infty$.
(v) $\Omega_{+}^{\phi}=\underset{t \rightarrow \infty}{\mathrm{~s}-\lim _{t}} V_{t}^{*} \mathrm{Z}\left(t_{0}, t\right) \phi(P)$ exists.

Proof: (i) Let $a>0$ be as in (4.6). Then (i) follows if we can show

$$
\int_{t_{0}}^{\infty} d t\left\|F(|Q| \leqslant a t) Z\left(t_{0}, t\right) \phi(P) f\right\|<\infty
$$

Clearly,

$$
\begin{align*}
& \left(Z\left(t_{0}, t\right) \phi(P) f\right)(q) \\
& \quad=\int d \xi \phi(\xi) \hat{f}(\xi) \exp \left(i\left[q \cdot \xi-X\left(t_{0}, t, \xi\right)\right]\right) \tag{5.5}
\end{align*}
$$

For $\xi$ in $C_{2 c}$ and $|q| \leqslant a t$, we have

$$
\begin{align*}
& \left|\nabla_{\xi}\left\{q \cdot \xi-X\left(t_{0}, t, \xi\right)\right\}\right| \\
& \quad \geqslant t\left|\nabla h_{0}(\xi)\right|-|q|-\left|\nabla_{\xi} Y\left(m_{0}, t_{0}, t, 0, \xi\right)\right| \\
& \quad \geqslant 2 \text { at }-K(1+t)^{1-\delta \quad \text { by Lemma 4.1(ii) and (4.6) }} \\
& \quad \geqslant \frac{3}{2} \text { at for } t \geqslant t_{0} \text { with } t_{0} \text { large; } \tag{5.6}
\end{align*}
$$

also by Lemma 4.1(i)

$$
\begin{equation*}
\left|D_{\xi}^{\alpha}\left\{q \cdot \xi-X\left(t_{0}, t, \xi\right)\right\}\right| \leqslant K t \quad \text { for }|\alpha| \geqslant 1 . \tag{5.7}
\end{equation*}
$$

Now apply the stationary phase Lemma A.I of Ref. 16 or Lemma I of the Appendix of Ref. 12 to (5.5) using (5.6) and (5.7) to get

$$
\begin{align*}
\mid F(|q| & \leqslant a t)\left\{Z\left(t_{0}, t\right) \phi(P) f\right\}(q) \mid \\
& \leqslant K_{M}(1+t)^{-M} F(|q| \leqslant a t) \sum_{|\alpha|<M}\left\|D_{\xi}^{\alpha}\{\phi(\xi) \hat{f}(\xi)\}\right\|_{\infty} \\
& \leqslant K_{M}(f)(1+t)^{-M} F(|q| \leqslant a t) \tag{5.8}
\end{align*}
$$

Choosing $M=\left[\frac{1}{2} n\right]+3$ in (5.8), we get

$$
\int_{t_{0}}^{\infty} d t\left\|F(|Q| \leqslant a t) Z\left(t_{0}, t\right) \phi(P) f\right\|<\infty
$$

and so the result follows.
(ii) We deduce from (i) and Lemma 3.1. Put
$\psi(\xi)=\phi(\xi)\left(1+\xi^{2}\right)^{N / 2}$ with $N$ as in Lemma 3.1. Then note that $\psi \in C_{0}^{\infty}(G)$ and $\operatorname{supp} \phi=\operatorname{supp} \psi$ so that as in (i) we have

$$
\begin{equation*}
\int_{t_{0}}^{\infty} d t\left\|(1+|Q|)^{-1-\epsilon_{0}} \psi(P) Z\left(t_{0}, t\right) f\right\|<\infty \tag{5.9}
\end{equation*}
$$

By Lemma 3.1 we have

$$
\begin{align*}
&\left\|W_{S}(Q, P) \phi(P) Z\left(t_{0}, t\right) f\right\| \\
&= \| W_{S}(Q, P)\left(1+P^{2}\right)^{-N / 2}(1+|Q|)^{1+\epsilon_{0}} \\
& \quad \times(1+\mid Q)^{-1-\epsilon_{0}} \psi(P) Z\left(t_{0}, t\right) f \| \\
& \leqslant K \|\left(1+|Q|^{-1-\epsilon_{0}} \psi(P) Z\left(t_{0}, t\right) f \| \quad \text { for } K<\infty\right. \tag{5.10}
\end{align*}
$$

The result follows from (5.9) and (5.10).
(iii) By Lemma 4.1(vii) we get
$\|\left\{W\left(t \nabla h_{0}(P)+\partial Y\left(m_{0}-1, t_{0}, t, 0, P\right) / \partial P, P\right)\right.$

$$
\left.-W\left(\partial X\left(t_{0}, t, P\right) / \partial P, P\right)\right\} \phi(P) \|
$$

$$
\leqslant K(1+t)^{-\left(m_{0}+1\right) \delta}
$$

Now the result follows since $\left(m_{0}+1\right) \delta>1$ by (4.2).
(iv) Step 1 : (integration near $t_{0}$ ). By Lemma 3.1(ii) and condition (vii) of Sec. 3 we have

$$
\begin{aligned}
& \sup \left\{\|W(Q, P) \phi(P)\|+\| W\left(\partial X\left(t_{0}, t, P\right) / \partial P, P\right)\right. \\
& \left.\phi(P) \|: t \geqslant t_{0}\right\}<\infty .
\end{aligned}
$$

So we very easily get for every finite $t_{1} \geqslant t_{0}$

$$
\begin{aligned}
\int_{t_{0}}^{t_{1}} d t & \|\left\{W(Q, P)-W\left(\partial X\left(t_{0}, t, P\right) / \partial P, P\right)\right\} \\
& \times Z\left(t_{0}, t\right) \phi(P) f \|<\infty
\end{aligned}
$$

So from now on we assume that $t \geqslant t_{1} \geqslant t_{0}$, where $t_{1}$ is large.
Step 2: $\left(q t^{-1}\right.$ outside an annulus): Define $g(t, q)$ by
$g(t, q)=\left[\left\{W(Q, P)-W\left(\partial X\left(t_{0}, t, P\right) / \partial P, P\right)\right\}\right.$

$$
\begin{equation*}
\left.\times \phi(P) Z\left(t_{0}, t\right) f\right](q) \tag{5.11}
\end{equation*}
$$

so that by (3.4)
$g(t, q)=\int d \xi\left\{W(q, \xi)-W\left(\partial_{\xi} X\left(t_{0}, t, \xi\right), \xi\right)\right\}$
$\times \phi\left(\xi \mid \hat{f}(\xi) \exp \left[i\left\{q \cdot \xi-X\left(t_{0}, t, \xi\right)\right\}\right]\right.$.
Let

$$
\begin{aligned}
& a=\inf \left\{t^{-1}\left|X_{\xi}^{\prime}\left(t_{0}, t, \xi\right)\right|: \xi \in C_{c}, t \geqslant t_{1}\right\}, \\
& b=\sup \left\{t^{-1}\left|X_{\xi}^{\prime}\left(t_{0}, t, \xi\right)\right|: \xi \in C_{c}, t \geqslant t_{1}\right\}
\end{aligned}
$$

so that $0<a<b<\infty$.
By Lemma 4.1(i) it is easily seen that, for $|q| \nmid\left[\frac{1}{2} a t, 2 b t\right]$ and $\xi$ in $C_{c}$,
$\left|\nabla_{\xi}\left\{q \cdot \xi-X\left(t_{0}, t, \xi\right)\right\}\right| \geqslant K^{*}(1+|q|+t) \quad$ with $K^{*}>0$,

$$
\begin{equation*}
\left|D_{\xi}^{\alpha}\left\{q \cdot \xi-X\left(t_{0}, t, \xi\right)\right\}\right| \leqslant K_{\alpha}(1+|q|+t) \text { for }|\alpha| \geqslant 1 . \tag{5.12}
\end{equation*}
$$

Now apply the stationary phase Lemma A. 1 of Ref. 16 or Lemma I of the Appendix of Ref. 12 to the integral expression for $g(t, q)$, using (5.12) and (5.13), to get
$\left|g(t, q) F\left(|q| \notin\left[\frac{1}{2} a t, 2 b t\right]\right)\right|$

$$
\begin{aligned}
\leqslant & K_{M} F\left(|q| \notin\left[\frac{1}{2} a t, 2 b t\right]\right)(1+|q|+t)^{-M} \\
& \times\left\{\sum_{|\alpha|<M}\left\|D_{\xi}^{\alpha}\{W(q, \xi) \phi(\xi) \hat{f}(\xi)\}\right\|_{\infty}\right. \\
+ & \left.\sum_{|\alpha|<M}\left\|D_{\xi}^{\alpha}\left\{W\left(X_{\xi}^{\prime}\left(t_{0}, t, \xi\right), \xi\right) \phi(\xi) \hat{f}(\xi)\right\}\right\|_{\infty}\right\} \\
\leqslant & K_{M}(f)(1+|q|+t)^{-M}
\end{aligned}
$$

Choosing $M=\left[\frac{1}{2} n\right]+3$, we see that

$$
\begin{equation*}
\int_{i_{1}}^{\infty} d t \| g\left(t, \cdot \left\lvert\, F\left(|\cdot| \notin\left[\frac{1}{2} a t, 2 b t\right]\right)\right. \|<\infty .\right. \tag{5.14}
\end{equation*}
$$

Step 3: $\left(q t^{-1}\right.$ is inside the annulus but away from critical points): Let $\chi_{0} \in C_{0}^{\infty}\left(R^{n}\right)$ be such that $0 \leqslant \chi_{0} \leqslant 1, \chi_{0}=1$ on $|x| \leqslant 1,0$ on $|x| \geqslant 2$. Then, for any $L>0, \sigma$ in $\left(0, \frac{1}{2}\right)$, we get

$$
\begin{align*}
1= & \left(1-\chi_{0}\right)\left(t^{\sigma-1} L^{-1}\left[q-X_{\xi}^{\prime}\left(t_{0}, t, \xi\right)\right]\right) \\
& +\chi_{0}\left(t^{\sigma-1} L^{-1}\left[q-X_{\xi}^{\prime}\left(t_{0}, t, \xi\right)\right]\right) . \tag{5.15}
\end{align*}
$$

Then

$$
\begin{equation*}
g(t, q)=g_{1}(t, q)+g_{2}(t, q), \tag{5.16}
\end{equation*}
$$

$$
\begin{align*}
g_{1}(t, q)= & \int d \xi\left[W(q, \xi)-W\left(X_{\xi}^{\prime}\left(t_{0}, t, \xi\right), \xi\right)\right] \phi(\xi \mid \hat{f}(\xi) \\
& \times\left(1-\chi_{0}\right)\left(t^{\sigma-1} L^{-1}\left[q-X_{\xi}^{\prime}\left(t_{0}, t, \xi\right)\right]\right) \\
& \times \exp \left(i\left[q \cdot \xi-X\left(t_{0}, t, \xi\right)\right]\right)  \tag{5.17}\\
g_{2}(t, q)= & \int_{0}^{1} d \rho \int d \xi\left(\nabla_{x} W\right)\left(\rho q+(1-\rho) X_{\xi}^{\prime}\left(t_{0}, t, \xi\right), \xi\right) \\
& \cdot\left[q-\nabla_{\xi} X\left(t_{0}, t, \xi\right)\right] \phi(\xi) \hat{f}(\xi) \\
& \times \chi_{0}\left(t^{\sigma-1} L^{-1}\left[q-X_{\xi}^{\prime}\left(t_{0}, t, \xi\right)\right]\right) \\
& \times \exp \left(i\left[q \cdot \xi-X\left(t_{0}, t, \xi\right)\right]\right) \\
= & \int_{0}^{1} d \rho g_{2}(\rho, t, q) \tag{5.18}
\end{align*}
$$

As in Step 2, we have
$\left|g_{1}(t, q) F\left(|q| \in\left[\frac{1}{2} a t, 2 b t\right]\right)\right|$

$$
\begin{aligned}
& \leqslant K_{M}(f) F\left(|q| \in\left[\frac{1}{2} a t, 2 b t\right]\right)\left(1+L t^{1-\sigma}\right)^{-M}\left(1+t q^{M}\right. \\
& \leqslant K_{M}(f) t-M(1-2 \sigma) F\left(|q| \in\left[\frac{1}{2} a t, 2 b t\right]\right) .
\end{aligned}
$$

Now choosing $M$ large so that $-M(1-2 \sigma)+\frac{1}{2} n+1<0$, we easily see that

$$
\begin{equation*}
\int_{t_{1}}^{\infty} d t\left\|g_{1}(t, \cdot) F\left(|\cdot| \in\left[\frac{1}{2} a t, 2 b t\right]\right)\right\|<\infty \tag{5.19}
\end{equation*}
$$

Step 4 ( $q$ is nearer the critical points): As in Ref. 16, choose $\xi_{0}$ in $C_{c}$ and a diffeomorphism $\psi$ defined in a neighborhood of 0 such that for $|q|$ in $\left[\frac{1}{2} a t, 2 b t\right]$

$$
\begin{aligned}
& q=X_{\xi}^{\prime}\left(t_{0}, t, \xi_{0}\right) \\
& \psi(0)=\xi_{0}
\end{aligned}
$$

$q \cdot \psi(y)-X\left(t_{0}, t, \psi(y)\right)=q \xi_{0}-X\left(t_{0}, t, \xi_{0}\right)+t\langle A y, y\rangle$,
$A=X_{\xi}^{\prime \prime}\left(t_{0}, t, \xi_{0}\right) / 2 t$.
Note that $\xi_{0}$ depends on $t, q ; A$ depends on $t, q$ but under our assumptions it varies in a compact subset of GL $(n, R) ; \psi$ also depends on $t, q$. Further by Lemma A. 6 of Ref. 16, we have

$$
\begin{equation*}
\left|\left(D_{y}^{\alpha} \psi\right)(0)\right| \leqslant K_{\alpha} \quad \text { for all } \alpha \tag{5.21}
\end{equation*}
$$

Now, applying Lemmas A. 4 and A. 2 of Ref. 16 to (5.18), we get, for every $M \geqslant 2$,
$\left|g_{2}(\rho, t, q) F\left(|q| \in\left[\frac{1}{2} a t, 2 b t\right]\right)\right|$

$$
\begin{aligned}
& \leqslant \sum_{j=1}^{M-1} K_{j} t^{-j-n / 2} \mid\left\langle A^{-1} D, D\right\rangle^{j} \\
& \times\left\{\left(\nabla_{x} W\right)\left(\rho q+(1-\rho) X_{\xi}^{\prime}\left(t_{0}, t, \psi(y)\right), \psi(y)\right)\right. \\
& \cdot\left[q-X_{\xi}^{\prime}\left(t_{0}, t, \psi(y)\right)\right] \phi(\psi(y)) \hat{f}(\psi(y))\left|\operatorname{det} \psi^{\prime}(y)\right| \\
&\left.\quad \times \chi_{0}\left(t^{\sigma-1} L^{-1}\left[q-X_{\xi}^{\prime}\left(t_{0}, t, \psi(y)\right)\right]\right)\right\} \mid \\
& \quad+K_{M} t^{-M-n / 2} \sum_{|\alpha|<s} \| D_{\xi}^{\alpha} \\
&\left\{\left(\nabla_{x} W\right)\left(\rho q+(1-\rho) X_{\xi}^{\prime}\left(t_{0}, t, \xi\right), \xi\right)\right. \\
& \quad \times\left[q-X_{\xi}^{\prime}\left(t_{0}, t, \xi\right)\right] \\
& \quad \times \phi\left(\xi \mid \hat{f}\left(\xi \mid \chi_{0}\left(t^{\sigma-1} L^{-1}\left[q-X_{\xi}^{\prime}\left(t_{0}, t, \xi\right)\right]\right)\right\} \|_{\infty}\right.
\end{aligned}
$$

where $s>2 M+\frac{1}{2} n$ and $D$ is the differential operator w.r.t. $y$ at $y=0$.

By Lemma 4.1 (i), condition (vii) of Sec. 3, and (5.21), we see that
$\left|g_{2}(\rho, t, q) F\left(|q| \in\left[\frac{1}{2} a t, 2 b t\right]\right)\right|$

$$
\begin{aligned}
\leqslant & \left\{K_{j} \sum_{j=1}^{M-1} t^{-j-n / 2-1-\delta+1-\sigma+2 j \sigma}\right. \\
& +K_{M} \sum_{|\alpha|<s} t-M-n / 2-1-\delta+(1-\sigma)+s \sigma \\
& \times F\left(|q| \in\left[\frac{1}{2} a t, 2 b t\right]\right) \\
\leqslant & \left\{K_{M}^{*} t-1-n / 2-\delta+\sigma+K_{M} t-M-n / 2-\delta+(s-1) \sigma\right\} \\
& \times F\left(|q| \in\left[\frac{1}{2} a t, 2 b t\right]\right) \quad \text { since } \sigma<\frac{1}{2} .
\end{aligned}
$$

Now it is easily seen that if $\sigma$ is in $\left(0, \min \left\{\delta, \frac{1}{2}\right\}\right)$ and $-M-\delta+(2 M+n-1) \sigma<-1$, then

$$
\begin{equation*}
\int_{t_{1}}^{\infty} d t \| g_{2}\left(t, \cdot \left\lvert\, F\left(|\cdot| \in\left[\frac{1}{2} a t, 2 b t\right]\right)\right. \|<\infty .\right. \tag{5.22}
\end{equation*}
$$

By step 1, (5.11), (5.14), (5.16), (5.19), and (5.22) the result follows.
(v) By using (ii)-(iv) we see that for $f$ in $\mathscr{S}\left(R^{n}\right)$

$$
\int_{t_{0}}^{\infty} d t| | \frac{d}{d t}\left\{V_{t}^{*} Z\left(t_{0}, t\right) \phi(P) f| |<\infty\right.
$$

so that s-lim $\boldsymbol{t a n}_{t \rightarrow \infty} V_{t}^{*} Z\left(t_{0}, t\right) \phi(P) f$ exists. The result follows since $\mathscr{S}\left(R^{n}\right)$ is dense in $L^{2}\left(R^{n}\right)$.

Theorem 5.2: (i) $\Omega_{+}=\mathrm{s}-\lim _{t \rightarrow \infty} V_{t}^{*} Z_{t}$ exists,
(ii) $\Omega_{+}$is an isometry and $V_{t} \Omega_{+}=\Omega_{+} U_{t}$ for all $t$,
(iii) Range $\Omega_{+} \subset \mathscr{H}_{\text {ac }}(H)$.

Proof: (i) For $\phi$ as in Lemma 5.1, using Lemma 4.2 (ii) we get the existence of $\mathrm{s}-\lim _{t \rightarrow \infty} V_{t}^{*} Z_{t} \phi(P)$. The result is clear since $\cup\{$ Range $\phi(P): \phi, C$ as in Lemma 5.1\} is dense in $L^{2}\left(R^{n}\right)$ by condition (iv) of Sec. 3.
(ii) It is clear that $\Omega_{+}$is an isometry. As in Ref. 16, using Lemma 4.2 (iii), we get $V_{t} \Omega_{+}=\Omega_{+} U_{t}$.
(iii) Follows from (ii) and the proof of Proposition 1, XI. 3 of Ref. 4.
Q.E.D.

Remark 5.3: By the remark 4.3 we can define $Z_{t}$ for $t \leqslant 0$. Then we have $\Omega_{-}$satisfying Theorem 5.2 for $\Omega_{-}$. Note that we have proved Theorem 1(b).

## 6. APPROXIMATING THE TOTAL EVOLUTION BY AN AUXILIARY POSITION-MOMENTUM-DEPENDENT EVOLUTION ON A HALF-SPACE

Let the compact set $C$ of Lemma 5.1 be a closed sphere, i.e., $\left\{x \in R^{n}:\left|x-x_{0}\right| \leqslant r\right\}$ for some $x_{0} \in R^{n}$ and $r>0$, let $Y\left(m_{0}\right.$, $\left.t_{0}, t, x, \xi\right)$ be as in (4.10), and let (4.3) to (4.7) be satisfied. The operators $H$ and $H_{0}$ are as in Sec. 5. Define for $t \geqslant t_{0}$

$$
\begin{equation*}
X\left(t_{0}, t, x, \xi\right)=x \cdot \xi+\left(t-t_{0}\right) h_{0}(\xi)+Y\left(m_{0}, t_{0}, t, x, \xi\right) \tag{6.1}
\end{equation*}
$$

Let $T$ be as in Sec. 2 with the constant $c^{*}$ of (2.1) less than or equal to the constant $c$ of (4.3). Define the sets $E(C$, $\pm, r)$ by

$$
\begin{align*}
E(C, \pm, r)= & \left\{(x, k) \in R^{n} \times R^{n}: k \in C,\right. \\
& \left.x \cdot h_{0}^{\prime}(k) \lessgtr 0,|x| \geqslant r\right\} . \tag{6.2}
\end{align*}
$$

For $\phi$ in $C_{0}^{\infty}(G)$ [with $G$ as in (4.1)], define the integral kernels $I_{1}, \ldots, I_{5}$ of $(q, x)$ depending on $t_{0}, t, \phi, k$ by

$$
I_{1}\left(t_{0}, t, \phi, k, q, x\right)
$$

$$
=\int d \xi \phi(\xi) \hat{\eta}(\xi-k) \exp \left(i\left[q \cdot \xi-X\left(t_{0}, t, x, \xi\right)\right]\right)
$$

$$
I_{2}\left(t_{0}, t, \phi, k, q, x\right)
$$

$$
=\int d \xi \phi(\xi) \hat{\eta}(\xi-k)\left\{\exp \left(i\left[q \cdot \xi-X\left(t_{0}, t, x, \xi\right)\right]\right)\right\}
$$

$$
\times\left\{W\left(X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right), \xi\right)-W\left(x+t h_{0}^{\prime}(\xi)\right.\right.
$$

$$
\left.\left.+\partial_{\xi} Y\left(m_{0}-1, t_{0}, t, x, \xi\right), \xi\right)\right\}
$$

$$
I_{3}\left(t_{0}, t, \phi, k, q, x\right)
$$

$$
=\int d \xi \phi(\xi) \hat{\eta}(\xi-k)\{W(q, \xi)
$$

$$
\left.-W\left(X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right), \xi\right)\right\}
$$

$$
\times \exp \left(i\left[q \cdot \xi-X\left(t_{0}, t, x, \xi\right)\right]\right)
$$

$I_{4}\left(t_{0}, t, \phi, k, q, x\right)$
$=\int d \xi \phi(\xi) \hat{\eta}(\xi-k) W(q, \xi)$
$\times \exp \left(i\left[q \cdot \xi-X\left(t_{0}, t, x, \xi\right)\right]\right)$,

$$
\begin{align*}
& I_{5}\left(t_{0}, t, \phi, k, q, x\right) \\
& = \\
& \quad=\int d \xi \phi(\xi) \hat{\eta}(\xi-k) W\left(X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right), \xi\right)  \tag{6.3}\\
& \quad \times \exp \left(i\left[q \cdot \xi-X\left(t_{0}, t, x, \xi\right)\right]\right)
\end{align*}
$$

so that $I_{3}=I_{4}-I_{5}$.
Define the operator $E_{1}\left(t_{0}, t, C, \phi,+, r\right)$ by
$\left\{E_{1}\left(t_{0}, t, C, \phi,+, r\right) f\right\}(q)$

$$
\begin{equation*}
=\int_{E(C,+, r)} d x d k\left\langle\eta_{x k} \mid f\right\rangle I_{1}\left(t_{0}, t, \phi, k, q, x\right) \tag{6.4}
\end{equation*}
$$

Note that

$$
\begin{aligned}
&\{\phi(P) T(E(C,+, r)) f\}(q) \\
&= \int_{E(C,+, r)} d x d k\left\langle\eta_{x k} \mid f\right\rangle \int d \xi \phi(\xi) \hat{\eta}(\xi-k) \\
& \times \exp (i[q \cdot \xi-x \xi])
\end{aligned}
$$

so that

$$
\begin{equation*}
E_{1}\left(t_{0}, t_{0}, C, \phi,+, r\right)=\phi(P) T(E(C,+, r)) . \tag{6.5}
\end{equation*}
$$

The operators $E_{1}\left(t_{0}, t, C, \phi,+, r\right)$ and $T(E(C,+, r))$ can be compared with, respectively, $E_{+, r}(t, s), P_{+, r}$ of Ref. 30. We wish to prove statements similar to Theorem 4.4 and Propositions 4.5 and 4.6 of Ref. 30. To this end and let us note that, by (4.10),

$$
\begin{align*}
{\left[-i V_{t-t_{0}}\right.} & \left.\frac{d}{d t}\left\{V_{t-t_{0}}^{*} E_{1}\left(t_{0}, t, C, \phi,+, r\right) f\right\}\right](q) \\
= & \left\{W_{S}(Q, P) E_{1}\left(t_{0}, t, C, \phi,+, r\right) f\right\}(q) \\
& +\int_{E(C,+, r)} d x d k\left\langle\eta_{x k} \mid f\right\rangle\left(I_{2}+I_{3}\right)\left(t_{0}, t, \phi, k, q, x\right),  \tag{6.6}\\
= & \left\{\left[W_{S}(Q, P)+W(Q, P)\right] E_{1}\left(t_{0}, t, C, \phi,+, r\right) f\right\}(q) \\
& +\int_{E(C,+, r)} d x d k\left\langle\eta_{x k} \mid f\right\rangle\left(I_{2}-I_{5}\right)\left(t_{0}, t, \phi, k, q, x\right) . \tag{6.7}
\end{align*}
$$

Define integral kernels $J_{1}, \ldots, J_{5}$ by

$$
\begin{align*}
& J_{j}\left(t_{0}, t, \phi, r, k, q, x\right) \\
& \quad=F\left(x \cdot h_{0}^{\prime}(k) \geqslant 0,|x| \geqslant r\right) I_{j}\left(t_{0}, t, \phi, k, q, x\right) \tag{6.8}
\end{align*}
$$

For any kernel $J=J(q, x)$ let $\|J(.,)$.$\| denote operator$ norm of the operator on $L^{2}\left(R^{n}\right)$ induced by the kernel $J$.

The motivation for the following Lemma 6.1 whose proof has a striking similarity to the proof of Lemma 5.1 is clear from (6.6)-(6.8).

Lemma 6.1: Let $T, \phi, C$ be as above. Then:
(i) $\lim _{r \rightarrow \infty} \int_{t_{0}}^{\infty} d t \|\left(1+\mid Q\left\|^{-1-\epsilon_{0}} E_{1}\left(t_{0}, t, C, \phi,+, r\right)\right\|=0\right.$;
(ii) $\quad \lim _{r \rightarrow \infty} \int_{t_{0}}^{\infty} d t\left\|W_{S}(Q, P) E_{1}\left(t_{0}, t, C, \phi,+, r\right)\right\|=0$;
(iii) $\lim _{r \rightarrow \infty} \int_{t_{0}}^{\infty} d t \sup _{k \in C}\left\|J_{2}\left(t_{0}, t, \phi, r, k, \cdot,\right)\right\|=0$.

For every finite $t_{1} \geqslant t_{0}$ :
(iv) $\lim _{r \rightarrow \infty} \int_{t_{0}}^{t_{1}} d t\left\|W(Q, P) E_{1}\left(t_{0}, t, C, \phi,+, r\right)\right\|=0$;
(v) $\lim _{r \rightarrow \infty} \int_{t_{0}}^{t_{2}} d t \sup _{k \in C}\left\|J_{5}\left(t_{0}, t, \phi, r, k, \cdot, \cdot\right)\right\|=0 ;$
(vi) $\lim _{r \rightarrow \infty} \int_{t_{0}}^{t_{1}} d t| | \frac{d}{d t}\left\{V_{t-t_{0}}^{*} E_{1}\left(t_{0}, t, C, \phi,+, r\right) \|=0\right.$.

If further diameter of $C_{3 c}$ is small, then:
(vii) $\lim _{r \rightarrow \infty} \int_{t_{1}}^{\infty} d t \sup _{k \in C}\left\|J_{3}\left(t_{0}, t, \phi, r, k, \cdot, \cdot\right)\right\|=0$
for some $t_{1} \geqslant t_{0} ;$
(viii) $\lim _{r \rightarrow \infty} \int_{t_{0}}^{\infty} d t| | \frac{d}{d t}\left\{V_{t-t_{0}}^{*} E_{1}\left(t_{0}, t, C, \phi,+, r\right)\right\}| |=0 ;$
(ix) $\lim _{r \rightarrow \infty} \sup _{t \geq t_{0}} \| V_{t-t_{0}} \phi(P) T(E(C,+, r))$

$$
-E_{1}\left(t_{0}, t, C, \phi,+, r\right) \|=0
$$

(x)
 for each $f$ in $\mathscr{H}_{c}(H)$.
Proof (i) Define $J_{1}^{0}\left(t_{0}, t, \phi, r, k, q, x\right)=(1+|q|)^{-1-\epsilon_{0}} J_{1}\left(t_{0}, t\right.$, $\phi, r, k, q, x)$. By (6.4) and Lemma 2.4 we need only to show that

$$
\lim _{r \rightarrow \infty} \int_{t_{0}}^{\infty} d t \sup _{k \in C}\left\|J_{1}^{0}\left(t_{0}, t, \phi, r, k, \cdot, \cdot\right)\right\|=0
$$

which we do in three steps.
Step 1: We show that $\sup _{t>t_{0}}\left\|E_{1}\left(t_{0}, t, C, \phi,+, r\right)\right\|<\infty$ for large $r$.

By Lemma 4.1 (ii) we get for $x \cdot h_{0}^{\prime}(k) \geqslant 0, k$ in $C$, $|\xi-k| \leqslant \frac{1}{8} c^{*}$, and $|x| \geqslant r, r$ large

$$
\left|\nabla_{\xi} \nabla_{x} X\left(t_{0}, t, x, \xi\right)-I\right| \leqslant \frac{1}{2}
$$

and

$$
\left|D_{\xi}^{\alpha} \nabla_{x} X\left(t_{0}, t, x, \xi\right)\right| \leqslant K_{\alpha} \quad \text { for }|\alpha| \geqslant 1
$$

By Theorem 2.5,

$$
\begin{equation*}
\sup _{t>t_{0}} \sup _{k \in C}\left\|J_{1}\left(t_{0}, t, \phi, r, k, \cdot, \cdot\right)\right\|<\infty . \tag{6.9}
\end{equation*}
$$

Now Step 1 follows by Lemma 2.4.
Step 2 ( $q$ is near the origin): When $x \cdot h_{0}^{\prime}(k) \geqslant 0$,
$|\xi-k| \leqslant \frac{1}{8} c^{*}$, and $|x| \geqslant r, r$ large, we get by Lemma $4.1(i)$ and (4.8)

$$
\begin{aligned}
& \left|\nabla_{\xi} X\left(t_{0}, t, x, \xi\right)\right| \\
& \quad \geqslant 2 K^{*}\left(|x|+t-t_{0}\right) \quad \text { for some } K^{*}>0 .
\end{aligned}
$$

If, further, $|q| \leqslant K^{*}\left(|x|+t-t_{0}\right)$, then

$$
\begin{aligned}
& \left|\nabla_{\xi}\left\{q \cdot \xi-X\left(t_{0}, t, x, \xi\right)\right\}\right| \geqslant K^{*}\left(|x|+t-t_{0}\right), \\
& \left|D_{\xi}^{\alpha}\left\{q \cdot \xi-X\left(t_{0}, t, x, \xi\right)\right\}\right| \\
& \quad \leqslant K_{\alpha}\left(|x|+t-t_{0}\right) \quad \text { for }|\alpha| \geqslant 1 .
\end{aligned}
$$

Now an application of the stationary phase Lemma A. 1 of Ref. 16 or Lemma I of the Appendix of Ref. 12 gives, for each $M \geqslant 1$, there exists $K_{M}$ such that

$$
\begin{aligned}
& \left|F\left(|q| \leqslant K^{*}\left(|x|+t-t_{0}\right)\right) J_{1}^{0}\left(t_{0}, t, \phi, r, k, q, x\right)\right| \\
& \quad \leqslant K_{M}\left(|x|+t-t_{0}\right)^{-M} F\left(|q| \leqslant K^{*}\left(|x|+t-t_{0}\right)\right) .
\end{aligned}
$$

By taking the Hilbert-Schmidt norm we get, for $M \geqslant n+2$

$$
\begin{align*}
& {\left[\int d q d x \left\{F\left(|q| \leqslant K^{*}\left(|x|+t-t_{0}\right)\right)\right.\right.} \\
& \left.\left.\quad \times\left|J_{1}^{0}\left(t_{0}, t, \phi, r, k, q, x\right)\right|\right\}\left.^{2}\right|^{1 / 2}\right] \\
& \quad \leqslant K\left(r+t-t_{0}\right)^{-2} \text { for all } k \text { in } C . \tag{6.10}
\end{align*}
$$

Step 3 ( $q$ is away from the origin): Clearly for $|x| \geqslant r$
$F\left(|q| \geqslant K^{*}\left(|x|+t-t_{0}\right)\right) \leqslant F\left(|q| \geqslant K^{*}\left(r+t-t_{0}\right)\right)$
so that, using (6.9), we have
operator norm of the kernel

$$
\begin{align*}
&(1+|q|)^{-\theta} F(|q|) \geqslant K^{*}\left(|x|+t-t_{0}\right) J_{1}(\cdots) \\
& \leqslant K\left(r+t-t_{0}\right)^{-\theta} \quad \text { for all } k \text { in } C, \theta \geqslant 0 . \tag{6.11}
\end{align*}
$$

By (6.10) and (6.11) we get the operator norm of the kernel $(1+|q|)^{-\theta} J_{1}\left(t_{0}, t, \phi, r, k, q, x\right) \leqslant K\left(r+t-t_{0}\right)^{-\theta}$ for $\theta$ in [ 0,2 ], $k$ in $C$. Now by Lemma 2.4 we get
$\left\|(1+\mid Q \|)^{-\theta} E_{1}\left(t_{0}, t, C, \phi,+, r\right)\right\|$

$$
\begin{equation*}
\leqslant K\left(r+t-t_{0}\right)^{-\theta} \quad \text { for } 0 \leqslant \theta \leqslant 2 . \tag{6.12}
\end{equation*}
$$

The result follows by taking $\theta=1+\epsilon_{0}$.
(ii) We deduce from (i) and Lemma 3.1(i). Choose $\phi_{1}$ in $C_{0}^{\infty}(G)$ such that $\phi_{1} \phi=\phi$. Then by (6.4) and (6.3) we have

$$
\begin{align*}
\phi_{1}(P) E_{1}\left(t_{0}, t, C, \phi,+, r\right) & =E_{1}\left(t_{0}, t, C, \varphi, \phi,+, r\right) \\
& =E_{1}\left(t_{0}, t, C, \phi,+, r\right) . \tag{6.13}
\end{align*}
$$

It is easy to see by commutation rules that for any $\psi$ in $\mathscr{S}\left(R^{n}\right)$ the operator $(1+|Q|)^{-2} \psi(P)(1+|Q|)^{2}$ is bounded and so, by interpolation, $(1+|Q|)^{-\theta} \psi(P)(1+|Q|)^{\theta}$ is bounded for $\theta$ in $[0,2]$. Now from Lemma 3.1(i) we see that

$$
\begin{equation*}
\left\|W_{S}(Q, P) \phi_{1}(P)(1+|Q|)^{1+\epsilon_{0}}\right\|<\infty . \tag{6.14}
\end{equation*}
$$

By (6.13) and (6.14)
$\left\|W_{S}(Q, P) E_{1}\left(t_{0}, t, C, \phi,+, r\right)\right\|$

$$
\leqslant K\left\|(1+|Q|)^{-1-\epsilon_{0}} E_{1}\left(t_{0}, t, C, \phi,+, r\right)\right\|
$$

and now the result follows from (i).
(iii) In Step 1 of the proof of (i) we have for $x \cdot h_{0}^{\prime}(k) \geqslant 0, k$ in $C,|\xi-k| \leqslant \frac{1}{8} c^{*},|x| \geqslant r, r$ large

$$
\left|\nabla_{\xi} \nabla_{x} X\left(t_{0}, t, x, \xi\right)-I\right| \leqslant \frac{1}{2}
$$

and

$$
\left|D_{\xi}^{\alpha} \nabla_{x} X\left(t_{0}, t, x, \xi\right)\right| \leqslant K_{\alpha} \quad \text { for }|\alpha| \geqslant 1 .
$$

Now by Theorem 2.5, Lemma 4.1(iv), (vi)

$$
\begin{aligned}
& \sup _{k \in C}\left\|J_{2}\left(t_{0}, t, \phi, r, k, \cdot, \cdot\right)\right\| \\
& \\
& \qquad \leqslant
\end{aligned}
$$

The result follows since $\left(m_{0}+1\right) \delta>1$ by (4.2).
(iv) Put $\theta=\delta$ in (6.12) to get

$$
\left\|(1+\mid Q)^{-\delta} E_{1}\left(t_{0}, t, C, \phi,+, r\right)\right\| \leqslant K\left(r+t-t_{0}\right)^{-\delta}
$$

Now the proof is similar to the proof of (ii) by using Lemma 3.1(ii).
(v) As in (iii) using Theorem 2.5, Lemma 4.1(iii)
$\sup _{k \in C}\left\|J_{5}\left(t_{0}, t, \phi, r, k, \cdot\right)\right\| \leqslant K\left(r+t-t_{0}\right)^{-\delta}$.
Now the result is immediate.
(vi) Follows from (6.7), (ii), (iii), (iv), (v), and Lemma 2.4.
(vii) This is the central part of this publication. The proof is lengthy and so we split it into seven steps. We always take $t_{1}$ large such that $t_{1}-t_{0}$ is large.

Step 1 ( $q$ near the origin): Using the condition (vii) of Sec. 3 and Lemma 4.1(iii), we see as in Step 2 of proof of (i) sup operator norm of
$F\left(|q| \leqslant K^{*}\left(|x|+t-t_{0}\right)\right) J_{3}\left(t_{0}, t, \phi, r, k, q, x\right)$
$\leqslant K\left(r+t-t_{0}\right)^{-2}$, where $K^{*}$ is as in (6.10).
Step $2(q$ away from the origin and away from the critical points): We split $I_{3}$ into two parts. Choose $\sigma$ in $\left(0, \frac{1}{2}\right), \chi_{0}$ in $C_{0}^{\infty}\left(R^{n}\right)$ such that $0 \leqslant \chi_{0} \leqslant 1,1$ on $|x| \leqslant 1,0$ on $|x| \geqslant 2$. Define $J_{6}\left(\sigma, t_{0}, t, \cdots\right)$ by

$$
\begin{align*}
& J_{6}\left(\sigma, t_{0}, t, \phi, r, k, q, x\right) \\
&= F\left(|q| \geqslant K^{*}\left[|x|+t-t_{0}\right]\right) F\left(x \cdot h_{0}^{\prime}(k) \geqslant 0,|x| \geqslant r\right) \\
& \times \int d \xi \phi(\xi) \hat{\eta}(\xi-k)\{W(q, \xi) \\
&\left.-W\left(X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right), \xi\right)\right\} \\
& \times\left\{1-\chi_{0}\left(\left(t-t_{0}\right)^{\sigma-1} L^{-1}\left[q-X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)\right]\right)\right\} \\
& \times \exp \left(i\left[q \cdot \xi-X\left(t_{0}, t, x, \xi\right)\right]\right), \tag{6.16}
\end{align*}
$$

and, for $0 \leqslant \rho \leqslant 1$, define $J_{7}(\rho, \sigma, \cdots)$ by

$$
\begin{align*}
& J_{7}\left(\rho, \sigma, t_{0}, t, \phi, r, k, q, x\right) \\
&= F\left(|q| \geqslant K^{*}\left[|x|+t-t_{0}\right]\right) F\left(x \cdot h_{0}^{\prime}(k) \geqslant 0,|x| \geqslant r\right) \\
& \times \int d \xi \phi(\xi) \hat{\eta}(\xi-k) \\
& \times\left(\nabla_{x} W\right)\left(\rho q+(1-\rho) X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right), \xi\right) \\
& \cdot\left[q-X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)\right] \\
& \times \chi_{0}\left(\left(t-t_{0}\right)^{\sigma-1} L^{-1}\left[q-X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)\right]\right) \\
& \times \exp \left(i\left[q \cdot \xi-X\left(t_{0}, t, x, \xi\right)\right]\right) \tag{6.17}
\end{align*}
$$

so that

$$
\begin{align*}
F(|q| \geqslant & \left.K^{*}\left[|x|+t-t_{0}\right]\right) J_{3}\left(t_{0}, t, \phi, r, k, q, x\right) \\
= & J_{6}\left(\sigma, t_{0}, t, \phi, r, k, q, x\right) \\
& +\int_{0}^{1} d \rho J_{7}\left(\rho, \sigma, t_{0}, t, \phi, r, k, q, x\right) . \tag{6.18}
\end{align*}
$$

$J_{7}(\rho, \sigma, \cdots)$ will be estimated from the next step onwards and $J_{6}(\sigma, \ldots)$ will be estimated now.

Make a change of variable $\xi \rightarrow \xi\left(t-t_{0}\right)^{-\sigma}$ in (6.16) and apply the stationary phase Lemma A. 1 of Ref. 16 or Lemma I of the Appendix of Ref. 12 to get, using the condition (vii) of Sec. 3 and Lemma 4.1(iii),

$$
\begin{align*}
& \left|J_{6}\left(\sigma, t_{0}, \ldots\right)\right| \\
& \leqslant K_{M}\left(t-t_{0}\right)^{-n \sigma}\left(t-t_{0}+r\right)^{-\delta} \\
& \times \inf _{\xi \in C_{c}}\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)\right|^{-M} \\
& \times F\left(\inf _{\xi \in C_{c}}\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)\right| \geqslant L\left(t-t_{0}\right)^{1-\sigma}\right) . \tag{6.19}
\end{align*}
$$

Let $C_{c}\left(t-t_{0}\right)=\left\{\lambda \in R^{n}\right.$ : all the coordinates of $\lambda$ are integers and $\lambda\left(t-t_{0}\right)^{-\sigma}$ is in $\left.C_{c}\right\}$. Note that the number of elements in $C_{c}\left(t-t_{0}\right)$ is $K\left(t-t_{0}\right)^{n \sigma}$, where $K$ is independent of $t, t_{0}, \sigma$. Now
$F\left(\xi\right.$ in $\left.C_{c}\right) \leqslant \sum_{\lambda \in C_{c}\left(t-t_{0}\right)} F\left(\xi:\left|\xi-\lambda\left(t-t_{0}\right)^{-\sigma}\right|_{1} \leqslant\left(t-t_{0}\right)^{-\sigma}\right)$,

$$
\begin{align*}
\mid q- & \left.X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)|F(\xi)| \xi-\left.\lambda\left(t-t_{0}\right)^{-\sigma}\right|_{1} \leqslant\left(t-t_{0}\right)^{-\sigma}\right) \\
\geqslant & \left\{\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \lambda\left(t-t_{0}\right)^{-\sigma}\right)\right|\right. \\
& \left.-\mid X_{\xi}^{\prime} t_{0}, t, x, \lambda\left(t-t_{0}\right)^{\sigma}\right) \\
& \left.-X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right) \mid\right\} F(\xi \div \cdots) \\
\geqslant & \left\{\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \lambda\left(t-t_{0}\right)^{-\sigma}\right)\right|\right. \\
& \left.-\left[K_{1}\left(t-t_{0}\right)+K_{2}(1+t)^{-\delta}\right]\left(t-t_{0}\right)^{-\sigma}\right\} F(\xi \div \cdots), \tag{6.21}
\end{align*}
$$

where we have used boundedness of $h_{0}^{\prime \prime}$ in $C_{3 c}$, Lemma 4.1(i), and the mean value theorem in the last step. Now choose $L$ such that

$$
\frac{1}{2} L \leqslant \sup _{t>f_{1}}\left(t-t_{0}\right)^{-1}\left[K_{1}\left(t-t_{0}\right)+K_{2}(1+t)^{1-\delta}\right] .
$$

Since, in (6.19), $\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)\right| \geqslant L\left(t-t_{0}\right)^{1-\sigma}$, we get from (6.21), when $\lambda$ is in $C_{c}\left(t-t_{0}\right)$,

$$
\begin{align*}
\mid q- & X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right) \mid F(\xi!\cdots) \\
\geqslant & \left\{\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \lambda\left(t-t_{0}\right)^{-\sigma}\right)\right|\right. \\
& \left.\quad-\frac{1}{2} L\left(t-t_{0}\right)^{1-\sigma}\right\} F(\xi: \cdots) \\
\geqslant & \geqslant \frac{1}{\mid}\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \lambda\left(t-t_{0}\right)^{-\sigma}\right)\right| \\
& \left.\quad \times F\left(\xi:\left|\xi-\lambda\left(t-t_{0}\right)^{-\sigma}\right|_{1} \leqslant t-t_{0}\right)^{-\sigma}\right) . \tag{6.22}
\end{align*}
$$

From (6.19), (6.20), and (6.22),

$$
\left|J_{6}\left(\sigma, t_{0}, t, \phi, r, k, q, x\right)\right|
$$

$$
\begin{align*}
\leqslant & K_{M}\left(t-t_{0}\right)^{-n \sigma}\left(t-t_{0}+r\right)^{-\delta} \sum_{\lambda \in C_{c}\left(t-t_{0}\right)} \\
& F\left(\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \lambda\left(t-t_{0}\right)^{-\sigma}\right)\right| \geqslant L\left(t-t_{0}\right)^{1-\sigma}\right) \\
& \times\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \lambda\left(t-t_{0}\right)^{-\sigma}\right)\right|^{-M} . \tag{6.23}
\end{align*}
$$

Clearly for $\lambda$ in $C_{c}\left(t-t_{0}\right)$

$$
\begin{align*}
\int d q & F\left(\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \lambda\left(t-t_{0}\right)^{-\sigma}\right)\right| \geqslant L\left(t-t_{0}\right)^{1-\sigma}\right) \\
& \times\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \lambda\left(t-t_{0}\right)^{-\sigma}\right)\right|^{-M} \\
& \leqslant \int d q F\left(|q| \geqslant L\left(t-t_{0}\right)^{1-\sigma}\right)|q|^{-M} \\
& \leqslant\left.\left[L\left(t-t_{0}\right)^{1-\sigma}\right]\right|^{-M+n} \quad \text { a.e.x. } \tag{6.24}
\end{align*}
$$

Also

$$
\begin{aligned}
\int d x & F\left(\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \lambda\left(t-t_{0}\right)^{-\sigma}\right)\right| \geqslant L\left(t-t_{0}\right)^{1-\sigma}\right) \\
& \times\left|q-x_{\xi}^{\prime}\left(t_{0}, t, x, \lambda\left(t-t_{0}\right)^{-\sigma}\right)\right|^{-M} \\
= & \int d y F\left(|q-y| \geqslant L\left(t-t_{0}\right)^{1-\sigma}\right)|q-y|^{-M} \\
& \times\left|\operatorname{det}\left[\left(\nabla_{x} \nabla_{\xi} X\right)\left(t_{0}, t, x, \lambda\left(t-t_{0}\right)^{-\sigma}\right)\right]\right|^{-1} \\
\leqslant & K \int d y F\left(|q-y| \geqslant L\left(t-t_{0}\right)^{1-\sigma}\right)|q-y|^{-M}
\end{aligned}
$$

where $K$ depends only on $C_{c}$ due to $\mid \nabla_{x} \nabla_{\xi} X\left(t_{0}, t, x\right.$, $\boldsymbol{\xi})-I \left\lvert\, \leqslant \frac{1}{2}\right.$,

$$
\begin{equation*}
\leqslant K\left[\left(t-t_{0}\right)^{1-\sigma}\right]^{-M+n} . \tag{6.25}
\end{equation*}
$$

By (6.23)-(6.25) and Lemma 2.3, we have
$\sup _{k \in C}\left\|J_{6}\left(\sigma, t_{0}, t, \phi, r, k, \cdot, \cdot\right)\right\|$

$$
\begin{equation*}
\leqslant K(L)\left(t-t_{0}\right)^{(-M+n)(1-\sigma)}\left(t-t_{0}+r\right)^{-\delta} . \tag{6.26}
\end{equation*}
$$

Step 3 ( $q$ nearer the critical points: An expansion using Morse's lemma): Put

$$
\begin{align*}
& W_{j}(x, \xi)=\partial W(x, \xi) / \partial x_{j},  \tag{6.27}\\
& \chi_{j}(x)=x_{j} \chi_{0}(x)
\end{align*}
$$

so that by (6.17)

$$
\begin{align*}
&\left(t-t_{0}\right)^{\sigma-1} L^{-1} J_{7}\left(\rho, \sigma, t_{0}, t, \phi, r, k, q, x\right) \\
&=\left\{\sum_{j=1}^{n} \int d \xi \phi(\xi) \hat{\eta}(\xi-k)\right. \\
& \times W_{j}\left(\rho q+(1-\rho) X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right), \xi\right) \\
& \times \chi_{j}\left(\left(t-t_{0}\right)^{\sigma-1} L^{-1}\left[q-X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)\right]\right) \\
&\left.\times \exp \left(i\left[q \cdot \xi-X\left(t_{0}, t, x, \xi\right)\right]\right)\right\} \\
& \times F\left(x \cdot h_{0}^{\prime}(k) \geqslant 0,|x| \geqslant r\right) F\left(|q| \geqslant K^{*}\left[|x|+t-t_{0}\right]\right) \tag{6.28}
\end{align*}
$$

As in Step 4 of the proof of Lemma $5.1(\mathrm{iv})$, let $\xi_{0}=\xi_{0}\left(t_{0}\right.$, $t, q, x)$ in $C_{c}$ be the unique critical point, i.e.,

$$
\begin{equation*}
q=X_{\xi}^{\prime}\left(t_{0}, t, x, \xi_{0}\right), \quad \xi_{0} \in C_{c} \tag{6.29}
\end{equation*}
$$

Apply Lemma A. 6 of Ref. 16 to the function $\xi \rightarrow\left(t-t_{0}\right)^{-1}\left\{q \cdot \xi-X\left(t_{0}, t, x, \xi\right)\right\}$ to get a function $\psi$ defined in a neighborhood of 0 such that

$$
\begin{equation*}
\psi(0)=\xi_{0}, \tag{6.30}
\end{equation*}
$$

$q \cdot \psi(y)-X\left(t_{0}, t, x, \psi(y)\right)$

$$
\begin{equation*}
=q \cdot \xi_{0}-X_{\xi}^{\prime}\left(t_{0}, t, x, \xi_{0}\right)+\left(t-t_{0}\right)(A y, y\rangle \tag{6.31}
\end{equation*}
$$

$A=X_{\xi}^{\prime \prime}\left(t_{0}, t, x, \xi_{0}\right) /\left(2\left(t-t_{0}\right)\right)$.
Note that $A, \psi$ depend on $\xi_{0}$ and therefore on $t_{0}, t, q, x$. Since $\xi_{0}$ is always in $C_{c}$, the real symmetric matrix $A$ varies in a compact subset of $\mathrm{GL}(n, R)$. The signature of a matrix is a continuous function of the matrix. So, by shrinking $C_{c}$ if necessary, we can assume that the signature of $A$ is constant for all $t, t_{0}, q, x$.

Applying Lemma A. 2 and A. 4 of Ref. 16, we have, for $M \geqslant 2$,
rhs (6.28)

$$
\begin{align*}
= & F\left(x \cdot h_{0}^{\prime}(k) \geqslant 0,|q| \geqslant K^{*}\left[|x|+t-t_{0}\right],|x| \geqslant r\right) \\
& \times \exp \left(i\left[q \cdot \xi_{0}-X\left(t_{0}, t, x, \xi_{0}\right)\right]\right) \\
& \times \sum_{m=1}^{n} \sum_{j=0}^{M-1} K_{j}\left(t-t_{0}\right)^{-n / 2-j} \\
& \times(\operatorname{det} A)^{-1 / 2}\left[\left\langle A^{-1} D, D\right\rangle^{j}\right. \\
& \times\left\{\phi(\psi(y)) \hat{\eta}(\psi(y)-k) W_{m}(\rho q+(1-\rho)\right. \\
& \left.\times X_{\xi}^{\prime}\left(t_{0}, t, x, \psi(y)\right), \psi(y)\right)|\operatorname{det} \psi(y)| \\
& \left.\left.\times \chi_{m}\left(\left(t-t_{0}\right)^{\sigma-1} L^{-1}\left[q-X_{\xi}^{\prime}\left(t_{0}, t, x, \psi(y)\right)\right]\right)\right\}(0)\right] \\
& +M \text { th term, } \tag{6.33}
\end{align*}
$$

where (i) the $K_{j}$ are constants independent of $t_{0}, t, q, x$, (ii) $D$ is the differential operator $\left(\partial / \partial y_{1}, \ldots, \partial / \partial y_{n}\right)$, and
| $M$ th term|

$$
\begin{align*}
\leqslant & K_{M}\left(t-t_{0}\right)^{-n / 2-M} \\
& \times F\left(x \cdot h_{0}^{\prime}(k) \geqslant 0,|q| \geqslant K^{*}\left[|x|+t-t_{0}\right],|x| \geqslant r\right) \\
& \times \sum_{m=1}^{n} \sum_{|\alpha|<2 M+n} \| D_{\xi}^{\alpha}\{\phi(\xi) \hat{\eta}(\xi-k) \\
& \times W_{m}\left(\rho q+(1-\rho) X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right), \xi\right) \\
& \times \chi_{m}\left(\left(t-t_{0}\right)^{\sigma-1} L^{-1}\left[q-X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)\right]\right) \|_{\infty} .(l \tag{6.34}
\end{align*}
$$

Now we estimate the norm of the $M$ th term. The norm of the other terms of the rhs of (6.33) will be estimated from next step onwards. For (6.34) we have

$$
\begin{aligned}
\mid \rho q+ & (1-\rho) X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right) \mid \\
& \geqslant\left|X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)\right|-\rho\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)\right| \\
& \geqslant 2^{-1 / 2}\left[|x|+2 a\left(t-t_{0}\right)\right]-K_{1}(1+t)^{1-\delta} \\
& \quad-2 L\left(t-t_{0}\right)^{1-\sigma}
\end{aligned}
$$

by (4.8), Lemma 4.1(i), and the presence of $\chi_{m}$ in (6.34)
$\geqslant a\left(|x|+t-t_{0}\right)$ with some $a>0$
if $t \geqslant t_{1}$ with $t_{1}-t_{0}$ large.
By (6.35) and condition (vii) of Sec. 3.
$\mid M$ th term of the rhs of $(6.33) \mid$

$$
\begin{align*}
\leqslant & K_{M}\left(t-t_{0}\right)^{-n / 2-M+(2 M+n) \sigma}\left(t-t_{0}+r\right)^{-1-\delta} \\
& \times F\left(x \cdot h_{0}^{\prime}(k) \geqslant 0,|x| \geqslant r\right) \\
& \times F\left(\sup _{\xi \in C_{c}}\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)\right| \leqslant 2 L\left(t-t_{0}\right)^{1-\sigma}\right) . \tag{6.36}
\end{align*}
$$

It is easily seen, by using (4.7), that

$$
\begin{gather*}
F\left(\sup _{\xi \in C_{c}}\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)\right| \leqslant 2 L\left(t-t_{0}\right)^{1-\sigma}\right) \\
\leqslant \sum_{\lambda \in C_{c}\left(t-t_{0}\right)} F\left(\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \lambda\left(t-t_{0}\right)^{-\sigma}\right)\right|\right. \\
\left.\leqslant(2 L+2+a)\left(t-t_{0}\right)^{1-\sigma}\right) \tag{6.37}
\end{gather*}
$$

Again using the techniques in (6.24) and (6.25) we see that for each $\lambda$ in $C_{c}\left(t-t_{0}\right)$
operator norm of

$$
\begin{gather*}
F\left(\left|q-X_{\xi}^{\prime}\left(t_{0}, t, x, \lambda\left(t-t_{0}\right)^{-\sigma}\right)\right| \leqslant(2 L+2+a)\left(t-t_{0}\right)^{1-\sigma}\right) \\
\leqslant K(L)\left(t-t_{0}\right)^{n(1-\sigma)} . \tag{6.38}
\end{gather*}
$$

By (6.36)-(6.38)
operator norm of $M$ th term of rhs of $(6.33)$ for all $k$ in $C$, $1 \geqslant \rho \geqslant 0$,
$\leqslant K_{M}(L)\left(r+t-t_{0}\right)^{-1-\delta}$
$\times\left(t-t_{0}\right)^{-n / 2-M+(2 M+n) \sigma+n(1-\sigma)+n \sigma}$
$\leqslant K_{M}(L)\left(r+t-t_{0}\right)^{-1-\delta}\left(t-t_{0}\right)^{-M(1-2 \sigma)+n(\sigma+1 / 2)}$.
Step 4 (bounds on the derivatives of $\xi_{0}$ and $\psi$ ): Note that since $q=X_{\xi}^{\prime}\left(t_{0}, t, x, \psi(0)\right)$ and $\chi_{m}(0)=0$ for each $m$
$j$ th term of the rhs of $(6.33)$ for $j=0$ vanishes
for each $m=1,2, \ldots, n$.
By Sec. 8 we get if $C_{c}$ is sufficiently small, then (i) for
each fixed $x$ the map $\psi=\psi\left(t_{0}, t, q, x ; y\right)$ is a $C^{\infty}$ function of $q$ and $y$, (ii) $\xi_{0}=\xi_{0}\left(t_{0}, t, q, x\right)$ is a $C^{\infty}$ function of $q$ and $x$ for fixed $t, t_{0}$, (iii) $\left|D_{q}^{\alpha} \xi_{0}\right| \leqslant K_{\alpha}$ for all $t_{0}, t, q, x$ under consideration, (iv) $\left|D_{q}^{\alpha} A\left(t_{0}, t, q, x\right)\right|+\left|D_{q}^{\alpha} A^{-1}\left(t_{0}, t, q, x\right)\right| \leqslant K_{\alpha}$ for all $t_{0}, t, q, x$ under consideration, (v) $\left|D_{q}^{\alpha} D_{y}^{\beta} \psi\right|$ at $y=0 \leqslant K_{\alpha \beta}$ for all $t_{0}, t, q, x$ under consideration, (vi) $\mid D_{q}^{\alpha}\left\{\xi_{0}\left(q, x_{1}\right)-\xi_{0}(q\right.$, $\left.\left.x_{2}\right)\right\}\left|\leqslant K_{\alpha}\right| x_{1}-x_{2} \mid\left(t-t_{0}\right)^{-1}$ for all $\alpha, q, x_{1}, x_{2}, t, t_{0}$, and (vii) $\left|\xi_{0}\left(q, x_{1}\right)-\xi_{0}\left(q, x_{2}\right)\right| \geqslant K_{0}^{*}\left|x_{1}-x_{2}\right|\left(t-t_{0}\right)^{-1}$ for some $K_{0}^{*}$ $>0$ for all $t_{0}, t, q, x_{1}, x_{2}$.

The proof of (i)-(vii) is not short. Since we do not want to break the continuity of the proof of the present lemma, we prove these results in Sec. 8.

Step 5 [simplifying the terms on the rhs of (6.33)]: Define for $j=1,2, \ldots, M-1, m=1,2, \ldots, n$,

$$
\begin{align*}
f_{m j}(q, x)= & f_{m, j}\left(\rho, \sigma, t_{0}, t, k, q, x\right) \\
= & (\operatorname{det} A)^{-1 / 2}\left[\left\langle A^{-1} D, D\right\rangle^{j}\right. \\
& \times\left\{\phi(\psi(y)) \hat{\eta}(\psi(y)-k)\left|\operatorname{det} \psi^{\prime}(y)\right|\right. \\
& \times W_{m}\left(\rho q+(1-\rho) X_{\xi}^{\prime}\left(t_{0}, t, x, \psi(y)\right), \psi(y)\right) \\
& \left.\times \chi_{m}\left(\left(t-t_{0}\right)^{\sigma-1} L^{-1}\left[q-X_{\xi}^{\prime}\left(t_{0}, t, x, \psi(y)\right)\right]\right)\right\}(0) \tag{6.41}
\end{align*}
$$

Then by the assertions (i)-(v) of Step 4, (6.35),

$$
\begin{equation*}
\sum_{m=1}^{n} f_{m j}(q, x)=\left(t-t_{0}+r\right)^{-1-\delta}\left(t-t_{0}\right)^{2 j \sigma} g_{j}(q, x) \tag{6.42}
\end{equation*}
$$

where $g_{j}=g_{j}\left(\rho, \sigma, t_{0}, t, k, q, x\right)$ satisfies
$\left|D_{q}^{\alpha} g_{j}(q, x)\right| \leqslant K_{\alpha} \quad$ for all $\alpha, \rho, \sigma, t_{0}, t, k, q, x ;$
further, for every fixed $t_{0}, t, k, \rho, x$ the function $g_{j}$ has compact support in $q$.
Put

$$
\begin{align*}
h_{j}(q, x) & =\exp \left(i\left[q, \xi_{0}-X\left(t_{0}, t, x, \xi_{0}\right)\right]\right) g_{j}(q, x), \\
& =h_{j}\left(\rho, \sigma, t_{0}, t, k, q, x\right) \tag{6.44}
\end{align*}
$$

Step 6 (calculating the operator norm of $h_{j}$ ): Let $H_{j}$ $=H_{j}\left(\rho, \sigma, t_{0}, t, k\right)$ be the operator induced by the kernel $h_{j}$. Then
(the kernel of $\left.H_{j}^{*} H_{j}\right)(q, x)$

$$
\begin{align*}
= & \int d y \bar{h}_{j}(y, q) h_{j}(y, x) \\
= & \int d y \bar{g}_{j}(y, q) g_{j}(y, x) \exp \left(i \left[y \cdot \xi_{0}(y, x)\right.\right. \\
& -X\left(t_{0}, t, x, \xi_{0}(y, x)\right)-y \cdot \xi_{0}(y, q) \\
& \left.\left.+X\left(t_{0}, t, q, \xi_{0}(y, q)\right)\right]\right) \tag{6.45}
\end{align*}
$$

$\nabla_{y}$ (the phase in the rhs of (6.45))

$$
\begin{align*}
= & \nabla_{y}\left\{y \cdot \xi_{0}(y, x)-X\left(t_{0}, t, x, \xi_{0}(y, x)\right)\right. \\
& \left.-y \cdot \xi_{0}(y, q)+X\left(t_{0}, t, q, \xi_{0}(y, q)\right)\right\} \\
= & \xi_{0}(y, x)-\xi_{0}(y, q) \quad \text { by }(6.29) \tag{6.46}
\end{align*}
$$

By (6.46) and assertions (vi) and (vii) of Step 4, we have
$\mid D_{y}^{\alpha}$ (the phase on rhs of $\left.(6.45)\right) \mid$

$$
\leqslant K_{\alpha}|q-x|\left(t-t_{0}\right)^{-1} \quad \text { for }|\alpha| \geqslant 1
$$

$\mid \nabla_{y}$ (the phase on rhs of (6.45))|

$$
\geqslant K^{*}|q-x|\left(t-t_{0}\right)^{-1} \quad \text { for some } K^{*}>0
$$

Now one can apply the stationary phases Lemma A. 1 of Ref. 16 or Lemma I of the Appendix of Ref. 12 to the rhs of (6.45) using (6.43) to get

$$
\begin{equation*}
\mid \text { rhs of }(6.45) \mid \leqslant K_{N}\left(1+|q-x|\left(t-t_{0}\right)^{-1}\right)^{-N} . \tag{6.47}
\end{equation*}
$$

Take $N=n, n+1$ in (6.47) and interpolate to get 1 the integral kernel of $\left(H_{j}^{*} H_{j}\right)$ at $(q$,
$x) \mid \leqslant K\left(1+|q-x|\left(t-t_{0}\right)^{-1}\right)^{-n-\delta / 4}$ so that

$$
\begin{equation*}
\left\|h_{j}(\cdot, \cdot)\right\| \leqslant K\left(t-t_{0}\right)^{n / 2+\delta / 8} \quad \text { for all } k, \rho, \sigma, t_{0}, r . \tag{6.48}
\end{equation*}
$$

Now from (6.33), (6.39), (6.40), (6.41), (6.42), (6.44), and (6.48) we get

Operator norm of rhs of (6.28)

$$
\begin{align*}
& \leqslant K_{M}\left(t-t_{0}+r\right)^{-1-\delta}\left(t-t_{0}\right)^{-M(1-2 \sigma)+n(\sigma+1 / 2)} \\
& \quad+\sum_{j=1}^{M-1} K_{j}\left(t-t_{0}\right)^{-n / 2-j}\left(t-t_{0}+r\right)^{-1-\delta} \\
& \times\left(t-t_{0}\right)^{2 j \sigma}\left(t-t_{0}\right)^{n / 2+\delta / 8} \\
& \leqslant
\end{align*}
$$

since $\sigma$ is in $\left(0, \frac{1}{2}\right)$.
Step 7 (the concluding step): By (6.15), (6.18), (6.26), (6.28), and (6.49) we get

$$
\begin{align*}
\sup _{k \in C} \| & \left\|J_{3}\left(t_{0}, t, \phi, r, k, \cdot, \cdot\right)\right\| \\
\leqslant & K\left\{\left(r+t-t_{0}\right)^{-2}+\left(t-t_{0}+r\right)^{-\delta}\left(t-t_{0}\right)^{(-M+n)(1-\sigma)}\right. \\
& \quad+\left(t-t_{0}+r\right)^{-1-\delta}\left(t-t_{0}\right)^{-M(1-2 \sigma)+n(\sigma+1 / 2)+1-\sigma} \\
& +\left(t-t_{0}+r\right)^{-1-\delta}\left(t-t_{0}\right)^{-1+2 \sigma+\delta / 8+1-\sigma} . \quad(6.50) \tag{6.50}
\end{align*}
$$

Now choose $\sigma=\frac{1}{8} \delta, M$ large, such that

$$
(-M+n+1)\left(1-\frac{1}{8} \delta\right) \leqslant-1,
$$

and $-M\left(1-\frac{1}{4} \delta\right)+n\left(\frac{1}{8} \delta+\frac{1}{2}\right)+1-\frac{1}{8} \delta \leqslant 0$ so that from (6.50)

$$
\begin{aligned}
& \sup _{k \in C}\left\|J_{3}\left(t_{0}, t, \phi, r, k, \cdot, \cdot\right)\right\| \\
& \leqslant K\left\{\left(t-t_{0}+r\right)^{-2}+\left(t-t_{0}+r\right)^{-\delta}\left(t-t_{0}\right)^{-1}\right. \\
& \left.\quad+\left(t-t_{0}+r\right)^{-1-\delta}+\left(t-t_{0}+r\right)^{-1-\delta}\left(t-t_{0}\right)^{\delta / 4}\right\} \\
& \quad \quad \text { for all } t \geqslant t_{1} \geqslant t_{0} \text { with } t_{1}-t_{0} \text { large. }
\end{aligned}
$$

Now the result follows by noting $\delta>0$.
(viii) By (6.6), (6.8), (ii), (iii), (vii), and Lemma 2.4, we have

$$
\lim _{r \rightarrow \infty} \int_{t_{1}}^{\infty} d t| | \frac{d}{d t}\left\{V_{t-t_{0}}^{*} E_{1}\left(t_{0}, t, C, \phi,+, r\right)| |=0\right.
$$

Now the result follows from (vi).
(ix) Follows from (iii) and (6.5).
(x) By (6.12) and (ix) we get

$$
\lim _{r \rightarrow \infty} \sup _{t>t_{0}}\left\|(1+|Q|)^{-2} V_{t-t_{0}} \phi(P) T(E(C,+, r))\right\|=0
$$

This leads to, since Range $(1+|Q|)^{-2}$ is dense in $L^{2}\left(R^{n}\right)$,
$\lim _{r \rightarrow \infty} \sup _{t>0}\left\|T(E(C,+, r)) \phi(P) V_{t}^{*} f\right\|=0$
for each $f$ in $L^{2}\left(R^{n}\right)$.

By Lemma 2.1(iii) and the RAGE theorem, ${ }^{4}$ we have for $f$ in $\mathscr{H}_{c}(H)$
$\lim _{S \rightarrow \infty} S^{-1} \int_{0}^{S} d t \| T\left\{|x| \leqslant r, k \in C, x \cdot h_{0}^{\prime}(k) \geqslant 0\right\}$
$\times \phi(P) V_{i}^{*} f \|=0$
for each fixed $r$.
The result follows from (6.51) and (6.52).
Q.E.D.

Lemma 6.2: Let $\phi$ be as in (5.4), $C, c, T$ be as in Lemma 6.1(viii) and $Z(t), Z\left(t_{0}, t\right)$ as in (5.3). Then:
(i) $\quad \phi(P) E_{1}\left(t_{0}, t, C, \phi,+, r\right)=E_{1}\left(t_{0}, t, C, \phi^{2},+, r\right) ;$
(ii) $\underset{t \rightarrow \infty}{s-\lim } Z\left(t_{0}, t\right)^{*} E_{1}\left(t_{0}, t, C, \phi,+, r\right)$ exists;
(iii) $w_{1}\left(t_{0}, \phi, C,+, r\right)$

$$
=\mathrm{s}-\lim _{t \rightarrow \infty} Z\left(t-t_{0}\right)^{*} E_{1}\left(t_{0}, t, C, \phi^{2},+, r\right) \text { exists }
$$

(iv) $\Omega_{1}\left(t_{0}, \phi, C,+, r\right)$

$$
=\underset{t \rightarrow \infty}{ }-\lim _{t-t_{0}}^{*} E_{1}\left(t_{0}, t, C, \phi^{2},+, r\right) \text { exists; }
$$

(v) $\Omega_{1}\left(t_{0}, \phi, C,+, r\right)=\Omega_{+} w_{1}\left(t_{0}, \phi, C,+, r\right) ;$
(vi) $\quad \lim _{r \rightarrow \infty}\left\|\phi^{2}(P) T(E(C,+, r))-\Omega_{1}\left(t_{0}, \phi, C,+, r\right)\right\|=0 ;$
(vii) $\quad \lim _{r \rightarrow \infty}\left\|\left(1-\Omega_{+} \Omega_{+}^{*}\right) \phi^{2}(P) T(E(C,+, r))\right\|=0$.

Proof: (i) Follows from (6.3) and (6.4).
(ii) We deduce this result by verifying the conditions of Lemma 2.7 by using Theorem 2.5 and results of Sec. 4. A simple calculation shows that for $f$ in $L^{2}\left(R^{n}\right)$

$$
\begin{align*}
& Z\left(t_{0}, t\right) * E_{1}\left(t_{0}, t, C, \phi,+, r\right) \\
& \quad=\int d x d k\left\langle\eta_{x k} \mid f\right\rangle I\left(t_{0}, t, C, \phi,+, r, k, q, x\right)  \tag{6.53}\\
& \begin{aligned}
& I\left(t_{0}, t, C, \phi,+, r, k, q, x\right) \\
&= F(E(C,+, r)) \int d \xi \phi(\xi) \hat{\eta}(\xi-k) \\
& \quad \times \exp \left(i\left[q \cdot \xi-A\left(t_{0}, t, x, \xi\right)\right]\right) \\
& A\left(t_{0}, t, x, \xi\right)= x \cdot \xi-t_{0} h_{0}(\xi)+Y\left(m_{0}, t_{0}, t, x, \xi\right) \\
& \quad-Y\left(m_{0}, t_{0}, t, 0, \xi\right)
\end{aligned}
\end{align*}
$$

where $Y$ is as in (4.10).
The integral operator induced by the kernel $I\left(t_{0}, t, C, \phi\right.$, $+, r, k, q, x)$ will be denoted by $I\left(t_{0}, t, C, \phi,+, r, k\right)$. The presence of $\phi$ and $\hat{\eta}$ forces that for some bounded subset $B$ of $R^{n}$ :

$$
\begin{equation*}
I\left(t_{0}, t, C, \phi,+, r, k\right)=0 \quad \text { for } k \operatorname{not} \text { in } B \tag{6.55}
\end{equation*}
$$

Further, by Theorem 2.5 and Lemma 4.1(ii), we see that there is some $r_{0}>0$ so that
$\sup \left\{\left\|I\left(t_{0}, t, C, \phi,+, r, k\right)\right\|: r \geqslant r_{0}, t \geqslant t_{0}, k\right.$ in $\left.R^{n}\right\}<\infty$.

When $x$ and $\xi$ are as in (4.4) and (4.5), itis easy to verify as in (4.29) that for each $\alpha$
$\sup _{x, \xi}\left|D_{\xi}^{\alpha} \frac{\partial}{\partial t}\left\{A\left(t_{0}, t, x, \xi\right)\right\}\right|$

$$
\leqslant K_{\alpha}(1+|t|)^{-1-\delta}(1+|x|) .
$$

By the last inequality, Lemma 4.1(ii), and Theorem 2.5, we arrive at, for each $s>0$,
$\int_{t_{0}}^{\infty} d t$ operator norm of the kernel

$$
\begin{equation*}
\frac{d}{d t} I\left(t_{0}, t, C, \phi,+, r, k, q, x\right) F(|x| \leqslant s)<\infty \tag{6.57}
\end{equation*}
$$

By (6.56) and (6.57) we have

$$
\begin{equation*}
\underset{t \rightarrow \infty}{\mathrm{~s}-\lim } I\left(t_{0}, t, C, \phi,+, r, k\right) \text { exists for each } k \tag{6.58}
\end{equation*}
$$

Now the result follows from (6.53), (6.55), (6.56), (6.58), and Lemma 2.7.
(iii) Clearly s-lim $\lim _{t \rightarrow \infty} Z\left(t-t_{0}\right)^{*} Z\left(t_{0}, t\right) \phi(P)$ exists by Lemma 4.2(ii), (iii).
The result follows from (i), (ii).
(iv) Follows from Lemma 6.1 (viii).
(v) Follows from (iii) and (iv).
(vi) Follows from (iv) and Lemma 6.1(ix).
(vii) Since $1-\Omega_{+} \Omega_{+}^{*}$ is bounded, we get from (vi) that

$$
\lim _{r \rightarrow \infty} \|\left(1-\Omega_{+} \Omega_{+}^{*}\right)\left\{\phi^{2}(P) T(E(C,+, r))\right.
$$

$$
\left.-\Omega_{1}\left(t_{0}, C, \phi,+, r\right)\right\} \|=0
$$

Since ( $1-\Omega_{+} \Omega_{+}^{*}$ ) $\Omega_{+}=0$, we get by (v) that ( $1-\Omega_{+} \Omega_{+}^{*}$ ) $\Omega_{1}\left(t_{0}, C, \phi,+, r\right)=0$ for each $r$ and now the result is clear.
Q.E.D.

Remark 6,3: By Remark 5.3 we have the operator $\Omega_{-}$. Using the techniques of the proof of Lemma 6.1 and 6.2, we can prove Lemma 6.1 (x) with $V_{t}^{*}$ replaced by $V_{t}$ and + replaced by - ; Lemma 6.2 (vii) with + replaced by - .

More precisely we have proved the following
Lemma 6.4: Let $G$ be given by (4.1) and $q$ be in $G$. Then there exists a compact sphere (of nonzero radius) $A_{q}$ with center $q$ and a constant $a_{q}>0$ such that $\left\{p: \operatorname{dist}\left(p, A_{q}\right) \leqslant a_{q}\right\}$ $\subset G$. Let $T$ be any operator of Sec. 2 with [refer to (2.1)] $\operatorname{supp} \hat{\eta} \subset\left\{k:|k| \leqslant \frac{1}{8} b\right\}$ such that $0<b \leqslant a_{q}$. Let $\phi$ bein $C_{0}^{\infty}(G)$. Then:
(i) $\lim _{r \rightarrow \infty}\left\|\left(1-\Omega_{ \pm} \Omega_{ \pm}^{*}\right) \phi^{2}(P) T\left(E\left(A_{q}, \pm, r\right)\right)\right\|=0$ when supp $\phi \subset\left\{p: \operatorname{dist}\left(p, A_{q}\right)<a_{q}\right\} ;$
(ii) $\lim _{S \rightarrow \infty} S^{-1} \int_{0}^{S} d t\left\|T\left(E\left(A_{q}, \pm, 0\right)\right) \phi^{2}(P) V_{\mp t} f\right\|=0$

$$
\text { for } f \text { in } \mathscr{H}_{c}(H) .
$$

## 7. PROOF OF THEOREM 1(c), (d), (e), (f)

Let the Hamiltonians $H$ and $H_{0}$ be as in Sec. 6 and further satisfying condition (xi) of Sec. 3 and let $G$ be as in (4.1).

Theorem 7.1: Let $A$ be any compact subset of $G$. Then there exists an operator $T$ of Sec. 2 depending only on $A$ such that
(i) $\left(1-\Omega_{ \pm}^{\text {iw }} \Omega_{ \pm}^{*}\right) \phi^{2}(P) T\left\{x \cdot h_{o}^{\prime}(k) \geqslant 0\right\}$ is compact
for each $\phi$ in $C_{0}^{\infty}(G)$ with $\operatorname{supp} \phi \subset A$,
(ii) $\lim _{S \rightarrow \infty} S^{-1} \int_{0}^{S} d t\left\|T\left\{x \cdot h_{0}^{\prime}(k) \gtrless 0\right\} \phi^{2}(P) V_{ \pm t}^{*} f\right\|=0$ for $f$ in $\mathscr{H}_{c}(H), \phi$ as in (i).
Proof: (i) Step 1: Let $q$ be in $G, A_{q}, a_{q}, T$ as in Lemma 6.4 and $\psi$ in $C_{0}^{\infty}(G)$. Then we prove that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \|\left(1-\Omega_{ \pm} \Omega_{ \pm}^{*}\right) \psi^{2}(P) T\left(E\left(A_{q}, \pm, r\right) \|=0\right. \tag{7.1}
\end{equation*}
$$

Choose a smooth $\phi$ such that $\phi=1$ on $\left\{p: \operatorname{dist}\left(p, A_{q}\right)\right.$ $\left.\leqslant \frac{1}{4} b\right\}$ and $\operatorname{supp} \phi \subset\left\{p: \operatorname{dist}\left(p, A_{q}\right)<a_{q}\right\}$. Then by Lemma 6.4

$$
\begin{equation*}
\lim _{r \rightarrow \infty}\left\|\left(1-\Omega_{ \pm} \Omega_{ \pm}^{*}\right) \psi^{2}(P) \phi^{2}(P) T\left(E\left(A_{q}, \pm, r\right)\right)\right\|=0 \tag{7.2}
\end{equation*}
$$

By Lemma 2.2(v), $\left[1-\phi^{2}(P)\right] T\left(E\left(A_{q}, \pm, r\right)\right)=0$ for each $r$. Now (7.1) follows from (7.2).

Step 2: Let $A$ be compact in $G$. Then there is an operator $T$ of Sec. 2 depending only on $A$ such that for all $\psi$ in $C_{0}^{\infty}(G)$
$\left(1-\Omega_{ \pm} \Omega_{ \pm}^{*}\right) \psi^{2}(P) T(E(A, \pm, 0))$ is compact.
Let for $q$ in $G A_{q}, a_{q}$ be as in Lemma 6.4. $A$ is compact. So $A$ can be covered by finitely many $A_{q}$ 's; call them $A_{1}, \ldots$, $A_{m}$. Let $0<b \leqslant \frac{1}{2}\left\{a_{1}, \ldots, a_{m}\right\}$. Choose $T$ of Sec. 2 with $\operatorname{supp} \hat{\eta} \subset\left\{k:|k| \leqslant \frac{1}{8} b\right\}$. Then for this $T$ by Step 1 we have for $j=1, \ldots, m$

$$
\begin{equation*}
\lim _{r \rightarrow \infty}\left\|\left(1-\Omega_{ \pm} \Omega_{ \pm}^{*}\right) \psi^{2}(P) T\left(E\left(A_{j}, \pm, r\right)\right)\right\|=0 \tag{7.4}
\end{equation*}
$$

By Lemma 2.2(ii), (iv) we get

$$
\begin{equation*}
\lim _{r \rightarrow \infty}\left\|\left(1-\Omega_{ \pm} \Omega_{ \pm}^{*}\right) \psi^{2}(P) T(E(A, \pm, r))\right\|=0 \tag{7.5}
\end{equation*}
$$

By (7.5) and Lemma 2.1(iii) we get (7.3).
Step 3: Let $A$ be compact in $G$. Choose $\epsilon>0$ such that $A_{\epsilon}$ $=\{p: \operatorname{dist}(p, A) \leqslant \epsilon\} \subset G$. By the proof of Step 2, there is some number $a>0$ such that for all $b$ with $0<b \leqslant a$ the opera-$\operatorname{tor}\left(1-\Omega_{ \pm} \Omega_{ \pm}^{*}\right) \psi^{2}(\boldsymbol{P}) T\left(E\left(A_{\epsilon}, \pm, 0\right)\right)$ is compact for all $T$ with supp $\stackrel{+}{\hat{\eta}} \subset\left\{\frac{ \pm}{k}:|k| \leqslant \frac{1}{8} b\right\}$. Now choose $0<b \leqslant \min \{\epsilon, a\}$.

Let $\phi \in C_{0}^{\infty}(G)$ be with $\operatorname{supp} \phi \subset A$. Then

$$
\begin{align*}
\phi^{2}(P) T & \left.T x \cdot h_{0}^{\prime}(k) \lessgtr 0\right\} \\
= & \phi^{2}(P) T\left(E\left(A_{\epsilon}, \pm, 0\right)\right) \\
& +\phi^{2}(P) T\left(E\left(R^{n} \backslash A_{\epsilon}, \pm, 0\right)\right) \\
= & \phi^{2}(P) T\left(E\left(A_{\epsilon}, \pm, 0\right)\right) \quad \text { by Lemma } 2.2(\mathrm{v}) \tag{7.6}
\end{align*}
$$

Now the result follows from (7.6) and the compactness of $\left(1-\Omega_{ \pm} \Omega_{ \pm}^{*}\right) \phi^{2}(P) T\left(E\left(A_{\epsilon}, \pm, 0\right)\right)$. This proves (i).
(ii) The proof uses techniques similar to the proof of (i). As in Step 2 of (i), using Lemma 2.2(i), (iii), we get for $A$ compact in $G, \phi$ in $C_{0}^{\infty}(G), f$ in $\mathscr{H}_{c}(H)$,

$$
\lim _{S \rightarrow \infty} S^{-1} \int_{0}^{S} d t\left\|T(A, \mp, 0) \phi^{2}(P) V_{ \pm t} f\right\|=0
$$

Now the argument is similar to Step 3 of proof of (i). Q.E.D.
Theorem 7.2:
$\mathscr{H}_{c}(H)$

$$
\begin{gathered}
=\left\{f \in \mathscr{H}_{c}(H): \lim _{S \rightarrow \infty} S^{-1} \int_{0}^{S} d t\left\|\phi(P) V_{ \pm t} f\right\|=0\right. \text { for each } \\
\left.\phi \text { in } C_{0}^{\infty}(G)\right\} \oplus \text { Range } \Omega_{ \pm} .
\end{gathered}
$$

Proof: We prove only for the + sign; for the - sign the proof is similar. Let us remark that $\oplus$ stands for sum of two closed orthogonal subspaces. Let

$$
\begin{aligned}
M_{+} & =\left\{f \in \mathscr{H}_{c}(H): \lim _{S \rightarrow \infty} S^{-1} \int_{0}^{S} d t\left\|\phi(P) V_{t} f\right\|\right. \\
& \left.=0 \text { for each } \phi \text { in } C_{0}^{\infty}(G)\right\} .
\end{aligned}
$$

It is clear that $M_{+}$is a closed linear subspace of $\mathscr{H}_{c}(H)$. Since $\Omega_{+}$is an isometry, Range $\Omega_{+}$is closed.

Step 1: to show the orthogonality of $M_{+}$and
Range $\Omega_{+}$: Let $f \in M_{+}, g \in \operatorname{Range} \Omega_{+}$. Choose $h$ in $L^{2}\left(R^{n}\right)$ so that $g=\Omega_{+} h$, i.e., $\left\|V_{t} g-Z_{t} h\right\| \rightarrow 0$ as $t \rightarrow \infty$ with $Z_{t}$ as in Theorem 5.2. From the identity

$$
\begin{aligned}
\langle f, g\rangle= & \left\langle V_{t} f, V_{t} g-Z_{t} h\right\rangle+\left\langle\bar{\phi}(P) V_{t} f, Z_{t} h\right\rangle \\
& +\left\langle V_{t} f, Z_{t}[1-\phi(P)] h\right\rangle
\end{aligned}
$$

we easily get
$|\langle f, g\rangle| \leqslant\|[1-\phi(P)] h\| \quad$ for each $\phi$ in $C_{0}^{\infty}(G)$.
Now we get $\langle f, g\rangle=0$ by condition (iv) of Sec. 3 .
It is clear from Theorem 5.2 (iii) that
$M_{+} \oplus$ Range $\Omega_{+} \subset \mathscr{H}_{c}(H)$. Thus to prove the theorem it is enough to show:

Step 2: $\mathscr{H}_{c}(H) \ominus$ Range $\Omega_{+} \subset M_{+}$: Let $f \in \mathscr{H}_{c}(H)$
$\ominus$ Range $\Omega_{+}$and $\phi \in C_{0}^{\infty}(G)$ be real valued. Take $A=\operatorname{supp} \phi$ in Theorem 7.1 to get an operator $T$ such that $\left(1-\Omega_{+} \Omega_{+}^{*}\right)$ $\phi^{2}(P) T\left\{x \cdot h_{0}^{\prime}(k) \geqslant 0\right\}$ is compact. Now, applying RAGE theorem, ${ }^{4}$ we get

$$
\begin{align*}
& \lim _{S \rightarrow \infty} S^{-1} \int_{0}^{S} d t \|\left(1-\Omega_{+} \Omega_{+}^{*}\right) \phi^{2}(P) T\left\{x \cdot h_{0}^{\prime}(k) \geqslant 0\right\} \\
& \quad \times \phi^{2}(P) V_{t} f \|=0 \tag{7.7}
\end{align*}
$$

Also

$$
\left\langle\Omega_{+} \Omega_{+}^{*} \phi^{2}(P) T\left\{x \cdot h_{0}^{\prime}(k) \geqslant 0\right\} \phi^{2}(P) V_{t} f, V_{t} f\right\rangle=0
$$

$$
\begin{equation*}
\text { since } f \perp \text { Range } \Omega_{+} \tag{7.8}
\end{equation*}
$$

Clearly,

$$
\begin{align*}
\| \phi^{2}(P) & V_{t} f \|^{2} \\
= & \left\langle\left(1-\Omega_{+} \Omega_{+}^{*}\right) \phi^{2}(P) T\left\{x \cdot h_{0}^{\prime}(k) \geqslant 0\right\}\right. \\
& \left.\times \phi^{2}(P) V_{t}, f, V_{t} f\right\rangle \\
& +\left\langle\Omega_{+} \Omega_{+}^{*} \phi^{2}(P) T\left\{x \cdot h_{o}^{\prime}(k) \geqslant 0\right\} \phi^{2}(P) V_{t} f, V_{t} f\right\rangle \\
& +\left\langle T\left\{x \cdot h_{0}^{\prime}(k) \leqslant 0\right\} \phi^{2}(P) V_{t} f, \phi^{2}(P) V_{t} f\right\rangle . \tag{7.9}
\end{align*}
$$

By (7.7), (7.8), Theorem 7.1(ii), and (7.9), we have

$$
\lim _{S \rightarrow \infty} S^{-1} \int_{0}^{S} d t\left\|\phi^{2}(P) V_{t} f\right\|^{2}=0
$$

for each real-valued $\phi$ in $C_{0}^{\infty}(G)$. The proof of Step 2 is now obvious.
Q.E.D.

Theorem 7.3: Let $H$ and $H_{0}$ be as in Sec. 6 and satisfying condition (xi) of Sec. 3. Then Theorem 1(c), (d), (e), and (f) are true.

Proof of Theorem 1(c): We prove for + sign; for $-v e$ sign the proof is similar. We deduce the proof from Theorem 7.2.

Let $C_{v}=$ closure $\left\{h_{0}(\xi): h_{0}^{\prime}(\xi)=0\right.$ or $\left.\operatorname{det} h_{0}^{\prime \prime}(\xi)=0\right\}$. Then $C_{u}$ is a countable closed subset of $R$. Let $\psi \in C_{0}^{\infty}\left(R \backslash C_{v}\right)$ and define $\phi(P)=\psi\left(h_{0}(P)\right)=\psi\left(H_{0}\right)$. Then $\phi \in C_{0}^{\infty}(G)$ so that for $f$ in $M_{+}$of Theorem 7.2 (refer the proof) we get $\lim _{S \rightarrow \infty} S^{-1} \int_{0}^{S} d t\left\|\psi\left(H_{0}\right) V_{t} f\right\|=0$. But by RAGE theorem ${ }^{4}$ and Lemma 3.4(vii), for $f$ in $M_{+}$, $\lim _{S \rightarrow \infty} S^{-1} \int_{0}^{S} d t\left\|\left[\psi(H)-\psi\left(H_{0}\right)\right] V_{t} f\right\|=0$. So we have $\psi(H) f=0$ for each $f$ in $M_{+}$and for each $\psi$ in $C_{0}^{\infty}\left(R \backslash C_{v}\right)$ forcing $M_{+}=\{0\}$. Theorem $1(\mathrm{c})$ now follows from Theorem 7.2.

Proof of Theorem 1/d) and (e): Theorem 1(d) and (e) follow from (c), Theorem 5.2, and Remark 5.3.

Proof of Theorem 1(f): Let $E$ be the (orthogonal) projection onto the point spectral subspace for $H$. The result will easily follow if $\psi^{2}(H) E$ is compact for each $\psi$ in $C_{0}^{\infty}\left(R \backslash C_{v}\right)$.

Let $\psi \in C_{0}^{\infty}\left(R \backslash C_{v}\right)$. By (c) $E=1-\Omega_{ \pm} \Omega_{ \pm}^{*}$ so that by taking $\phi(P)=\psi\left(H_{0}\right)=\psi\left(h_{0}(P)\right)$ and applying Theorem 7.1(i), we have that $E \psi^{2}\left(H_{0}\right)$ is compact. Now, using Lemma 3.4(vii), we get $E \psi^{2}(H)$ is compact.
Q.E.D.

Remark 7.4: One can try to use the techniques developed in this publication to prove similar results when (i) the potentials are time-dependent potentials as in Ref. 30 or (ii) $h_{0}$ of Sec. 3 is replaced by a vaguely elliptic function of Ref. 11 and $W_{S}$ is replaced by a regular perturbation of Ref. 11.

## 8. BOUNDS ON THE DERIVATIVES OF $\xi_{0}, \psi$ OF SEC. 6.

Lemma 8.1: Let $M=M(n, R), M_{s}=M_{s}(n, R)$,
GL $(n, R)$ be the set of all $n \times n, n \times n$ symmetric, $n \times n$ invertible matrices over the reals. If $A_{0} \in M_{s} \cap G L(n, R)$, then there exists a $C^{\infty}$ mapg defined in a neighborhood of $\left(A_{0}, A_{0}\right)$ in $M_{s}$ $\times M_{s} \rightarrow \mathrm{GL}(n, R)$ such that $g\left(A_{0}, A_{0}\right)=1$ and $g(A, B)^{*} A g(A$, $B)=B$ for all $(A, B)$ in the domain of $g$.

Proof: We follow Lemma A. 3 of Ref. 16. Define $F$ : $M \times M_{s} \times M_{s} \rightarrow M_{s}$ by $F(R, A, B)=R * A R-B$. Then $F$ is $C^{\infty}, F\left(1, A_{0}, A_{0}\right)=0$, and $F^{\prime}\left(1, A_{0}, A_{0}\right)(R, 0,0)$
$=R^{*} A_{0}+A_{0} R$. For any matrix $E$ in $M_{s}$, if we take
$R=1_{2}^{2} A_{0}^{-1} E$, then $F^{\prime}\left(1, A_{0}, A_{0}\right)(R, 0,0)=E$. Thus $F^{\prime}\left(1, A_{0}\right.$, $\left.A_{0}\right): M \times 0 \times 0 \rightarrow M_{s}$ is onto. By the implicit function theorem the result follows.
Q.E.D.

Let $q, x, \xi_{0}=\xi_{0}\left(t_{0}, t, q, x\right)$ and $C, c$ be as in Step 4 of the proof of Lemma 6.1 (vii). In what follows we shall keep on shrinking $C$; since we do the shrinking only finitely many times, we shall be left with a positive radius for $C$.

Lemma 8.2: If $C_{c}$ is sufficiently small, there exists a function $Z=Z\left(t_{0}, t, q, x, \xi\right)$ such that, for $A=\left[2\left(t-t_{0}\right)\right]^{-1} X_{\xi}^{\prime \prime}\left(t_{0}, t, q, \xi_{0}\right)$, we get $q \cdot \xi-X\left(t_{0}, t, x\right.$, $\xi)=q \xi_{0}-X\left(t_{0}, t, x, \xi_{0}\right)+\left(t-t_{0}\right)\langle A Z, Z\rangle$ for all $\xi$ in $C_{c}$. Further $Z\left(\xi_{0}(q, x)\right)=0$ and for every fixed $q, x$ the $\operatorname{map} Z$ is a $C^{\infty}$ diffeomorphism in $\xi$.

Proof: Let $\xi^{*}$ be the center of $C$ and $A_{0}=\left[2\left(t-t_{0}\right)\right]^{-1} X_{\xi}^{\prime \prime}\left(t_{0}, t, x, \xi^{*}\right)$. Let $g$ be as in Lemma 8.1. Choose $C_{c}$ small so that $\left[2\left(t-t_{0}\right)\right]^{-1} X_{\xi}^{\prime \prime}\left(t_{0}, t, x, \xi_{0}(q, x)\right)$ is in the domain of $g$ which is possible since
$\left(t-t_{0}\right)^{-1} \nabla_{\xi} X_{\xi}^{\prime \prime}\left(t_{0}, t, x, \xi\right)$ is uniformly bounded in $t_{0}, t, x, \xi$. Define $\boldsymbol{Z}$ by

$$
\begin{align*}
& Z\left(t_{0}, t, q, x, \xi\right)=g(A, B(\xi))\left(\xi-\xi_{0}(q, x)\right)  \tag{8.1}\\
& B= B(\xi)=B\left(t_{0}, t, q, x, \xi\right) \\
&=\left(t-t_{0}\right)^{-1} \int_{0}^{1} d \theta(1-\theta) X_{\xi}^{\prime \prime}\left(t_{0}, t, x, \xi_{0}(q, x)\right. \\
&\left.+\theta\left(\xi-\xi_{0}(q, x)\right)\right) \tag{8.2}
\end{align*}
$$

Then from (8.1), (8.2), and Lemma 8.1 the result follows, as in Lemma A. 3 of Ref. 16.
Q.E.D.

Lemma 8.3: Let $\Omega$ be an open subset of $R^{m}$ and $U$ : $\Omega \rightarrow R^{m}$ any $C^{\infty}$, one-one map. If $U^{\prime}(x)$ is nonsingular for every $x$, then $U(\Omega)$ is open and the inverse map $V: U(\Omega) \rightarrow \Omega$ given $U(V(y))=y, V(U(x))=x$ for $y$ in $U(\Omega)$, and $x$ in $\Omega$ is a $C^{\infty}$ map.

Suppose further $\sup \left\{\left|D^{\alpha} U(x)\right|: x \in \Omega\right\} \leqslant K_{\alpha}<\infty$ for $|\alpha| \geqslant 1$ and $\sup \left\{\left|\left[U^{\prime}(x)\right]^{-1}\right|: x \in \Omega\right\} \leqslant K_{0}^{*}<\infty$. Then $\sup \left\{\left|\left(D^{\alpha} V\right)(y)\right|: y \in U(\Omega)\right\} \leqslant L_{\alpha}<\infty$ for each $|\alpha| \geqslant 1$. Further $L_{\alpha}$ depends only on $K_{0}^{*}$ and $K_{\beta}$ for $|\beta| \leqslant \alpha$.

Proof: Obvious.
Q.E.D.

Lemma 8.4: The $\operatorname{map} \xi_{0}=\xi_{0}(q, x)$, where $q=X_{\xi}^{\prime}\left(t_{0}, t\right.$, $\left.x, \xi_{0}(q, x)\right)$ is $C^{\infty}$ in $q, x$.

Proof: Define $U, V$ by $U(q, x, \xi)=\left(X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right), x, q\right)$ and $V(q, x, y)=\left(y, x, \xi_{0}(q, x)\right)$. Then it is clear that $U(V(q, x$, $y))=(q, x, y) . U$ is clearly $C^{\infty}$ in $q, x, y$. Since $X_{\xi}^{\prime \prime}$ is nonsingular, we get $U^{\prime}$ is nonsingular at every point. By Lemma 8.3 the map $V$ is $C^{\infty}$ proving the result.
Q.E.D.

Lemma 8.5: (i) $\sup _{q, x}\left|D_{q}^{\alpha}\left(\xi_{0}(q, x)\right)\right| \leqslant K_{\alpha}<\infty$, for each $\alpha, t_{0}, t$.
(ii) $\sup _{q, x}\left|D_{q}^{\alpha} A(q, x)\right|+\left|D_{q}^{\alpha} A^{-1}(q, x)\right| \leqslant K_{\alpha}<\infty$ for each $\alpha, t_{0}, t$, where $A$ is as in Lemma 8.2.
(iii) $\sup _{q, x}\left|D_{q}^{\alpha} \nabla_{x} \xi_{0}(q, x)\right| \leqslant K_{\alpha}\left(t-t_{0}\right)^{-1}$ for each $\alpha, t_{0}$, $t$.
By shrinking $C_{c}$, if necessary:
(iv) We can find a closed sphere $S \subset G L(n, R)$ such that $\left(t-t_{0}\right) \nabla_{x} \xi_{0}(q, x)$ is in $S$ for all $q, x, t_{0}, t$.
(v) $\sup _{q}\left|D_{q}^{\alpha}\left\{\xi_{0}\left(q, x_{1}\right)-\xi_{0}\left(q, x_{2}\right)\right\}\right| \leqslant K_{\alpha} \mid x_{1}$ $-x_{2} \mid\left(t-t_{0}\right)^{-1}$ for each $\alpha$.
(vi) $\inf _{q}\left|\xi_{0}\left(q, x_{1}\right)-\xi_{0}\left(q, x_{2}\right)\right| \geqslant K_{0}^{*}\left|x_{1}-x_{2}\right|\left(t-t_{0}\right)^{-1}$ for some $K_{0}^{*}>0$.

Proof: (i) For each fixed $x$ the $\operatorname{map} \xi_{0}(\cdot, x)$ is the inverse of the $\operatorname{map} X_{\xi}^{\prime}\left(t_{0}, t, x, \cdots\right.$. Clearly, $\left|D_{\xi}^{\alpha}\left(X_{\xi}^{\prime}\left(t_{0}, t, x, \xi\right)\right)\right| \leqslant K_{\alpha}(t$ $\left.-t_{0}\right)$ for each $|\alpha| \geqslant 1, q, \xi, t, t_{0}$ and $\left\|\left[X_{\xi}^{\prime \prime}\left(t_{0}, t, x, \xi\right)\right]^{-1}\right\|$ $\leqslant K^{*}\left(t-t_{0}\right)^{-1}$ for all $x, \xi$. The result now follows from the proof of second part Lemma 8.3 for $|\alpha| \geqslant 1$. Since $\xi_{0}$ is in $C_{c}$ the result is trivially true for $\alpha=0$.
(ii) Follows from (i), $\left|D_{\xi}^{\alpha} X\left(t_{0}, t, x, \xi\right)\right| \leqslant K_{\alpha}\left(t-t_{0}\right)$ for $|\alpha| \geqslant 2$ and the smoothness of the map $E \rightarrow E^{-1}: \mathrm{GL}(n, R)$ $\rightarrow \mathrm{GL}(n, R)$.
(iii) Differentiating the equation $q=X_{\xi}^{\prime}\left(t_{0}, t, x, \xi_{0}(q, x)\right)$ w.r.t. $x$ and simplifying, we get

$$
\begin{align*}
& 2\left(t-t_{0}\right) \nabla_{x} \xi_{0}(q, x) \\
& \quad=-A^{-1}\left(t_{0}, t, q, x\right) \nabla_{x} \nabla_{\xi} X\left(t_{0}, t, x, \xi_{0}(q, x)\right) \tag{8.3}
\end{align*}
$$

The result now follows from (i), (ii), $\left|D_{\xi}^{\alpha} \nabla_{x} \nabla_{\xi} X\right| \leqslant K_{\alpha}$ for all $\alpha, x, \xi$, and induction on $|\alpha|$.
(iv) Follows from 8.3, $\left\|\nabla_{x} \nabla_{\xi} X\left(t_{0}, t, x, \xi\right)-I\right\| \leqslant \frac{1}{2}$ for all $x, \xi, t_{0}, t$ and that $A$ varies over a compact subset of $G L(n, R)$.
(v) Follows from (iii) and the mean value theorem.
(vi) $\mathbf{B y}$ (iv) and the fundamental theorem of calculus, we get

$$
\left(t-t_{0}\right)\left[\xi_{0}\left(q, x_{1}\right)-\xi_{0}\left(q, x_{2}\right)\right]=f\left(q, x_{1}, x_{2}\right)\left(x_{1}-x_{2}\right)
$$

where $f$ is in $S$ so that $\left\|f^{-1}\right\| \leqslant K \leqslant \infty$ for all $q, x_{1}, x_{2}$. The result now easily follows.
Q.E.D.

By Lemma 8.2 let $\psi=\psi(y)=\psi\left(t_{0}, t, q, x ; y\right)$ be the inverse of $\boldsymbol{Z}=\boldsymbol{Z}(\xi)=\boldsymbol{Z}\left(t_{0}, t, q, x, \xi\right)$ so that

$$
\psi(Z(\xi))=\xi \quad \text { for } \xi \text { in } C_{c}
$$

and

$$
Z(\psi(y))=y \quad \text { for } y \text { near } 0
$$

Lemma 8.6: For each fixed $x$ the function $\psi$ is $C^{\infty}$ in $q$ and $y$.

Proof: For each fixed $x$ define $U, V$ by the rule $U(q$, $\xi)=(q, Z(q, x, \xi)), V(q, y)=(q, \psi(q, x, y))$. Thenit is clear that $U, V$ are inverses of each other. $U$ is clearly $C^{\infty}$ in $q, \xi$ by (8.1), (8.2), and Lemmas 8.1 and 8.5. Further by (8.1) one gets

$$
\begin{align*}
-I+ & \frac{\partial}{\partial \xi} Z(q, x, \xi) \\
= & \frac{\partial}{\partial B} g(A(q, x), B(q, x, \xi)) \frac{\partial}{\partial \xi} B(q, x, \xi) \\
& \times\left(\xi-\xi_{0}(q, x)\right)+g(A(q, x), B(q, x, \xi))-I \tag{8.4}
\end{align*}
$$

where $I$ is the identity matrix. Now $g\left(A_{0}, A_{0}\right)=I$. So we can assume, by shrinking domain of $g$, if necessary (this will shrink $C_{c}$ if done), that

$$
\begin{equation*}
\|g(\widetilde{A}, \widetilde{B})-I\| \leqslant \frac{1}{4} \quad \text { for all }(\widetilde{A}, \widetilde{B}) \text { in domain of } g . \tag{8.5}
\end{equation*}
$$

By (8.2) we have $\|\partial B(q, x, \xi) / \partial \xi\| \leqslant K$ for all $q, x, \xi$ under consideration. Since $g$ is $C^{\infty}$, we can have, by shrinking $C_{c}$ if necessary.
$\|$ first term of rhs of $(8.4) \| \leqslant \frac{1}{4}$.
From (8.4)-(8.6) we have

$$
\begin{equation*}
\left|\left|-I+\frac{\partial}{\partial \xi} Z(q, x, \xi)\right|\right| \leqslant \frac{1}{2} \tag{8.7}
\end{equation*}
$$

so that $\partial Z(q, x, \xi) / \partial \xi$ is nonsingular which in turn implies $U^{\prime}(q, \xi)$ is nonsingular.

By Lemma 8.3 the map $V$ is $C^{\infty}$ and so the function $\psi$ is $C^{\infty}$ in $q, y$.
Q.E.D.

Lemma 8.7: $\left|D_{q}^{\alpha} D_{y}^{\beta} \psi\left(t_{0}, t, q, x ; y\right)\right|$ at $y=0 \leqslant K_{\alpha \beta}$ for all $\alpha, \beta, t_{0}, t, q, x$.

Proof: Since $\psi\left(t_{0}, t, q, x ; 0\right)=\xi_{0}$, the result is obvious when $\alpha+\beta=0$. Let $U, V$ be as in the proof of Lemma 8.6. It is easily seen that
$\left[U^{\prime}(q, \xi)\right]^{-1}$
$=\left[\begin{array}{cc}1 & 0 \\ -\nabla_{q} Z(q, x, \xi)\left\{\nabla_{\xi} Z(q, x, \xi)\right\}^{-1} & \left\{\nabla_{\xi} Z(q, x, \xi)\right\}^{-1}\end{array}\right]$
Note that, by (8.7), $\nabla_{\xi} Z(q, x, \xi)$ is invertible and that the inverse is uniformly bounded in $t_{0}, t, q, x, \xi$. By (8.1), (8.2), and Lemma 8.5 it is verified that $\nabla_{q} Z(q, x, \xi)$ is uniformly bounded in $q, x, \xi, t_{0}, t$. Then $\left[U^{\prime}(q, \xi)\right\}^{-1}$ is uniformly
bounded. Again by (8.1), (8.2), and Lemma 8.5 it is clear that $\left|D_{q, 5}^{\alpha} U(q, \xi)\right| \leqslant K_{\alpha}$ for $|\alpha| \geqslant 1$ for all $q, x, \xi, t_{0}, t$. By applying Lemma 8.3 we get the result.
Q.E.D.
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#### Abstract

An exact solution of Marchenko equations for rational scattering data of arbitrary order is developed, with reference to the case of two coupled waves propagating in a lossless (optical) waveguide. Some numerical examples are presented for the synthesis of coupling structures having a prescribed frequency response.


PACS numbers: $03.80 .+\mathrm{r}, 02.30 . \mathrm{Rz}, 42.80$ Lt, $42.80 . \mathrm{Sa}$

## I. INTRODUCTION

The evolution of two propagating modes, coupled through some kind of nonuniform interaction, is very often described in terms of the Zakharov-Shabat (ZS) scattering problem, in the generalized form examined by Ablowitz et al. ${ }^{1,2}$ In these cases, the existence of a suitable inversion technique allows us to synthesize the interaction parameters, so that some desired response is achieved. In the present paper such a synthesis procedure will be examined, with reference to the design of optical couplers.

The coupling between two electromagnetic modes propagating in an optical waveguide will be assumed to admit the following description. ${ }^{3,4}$ Let $a_{i}(i=1,2)$ be the complex amplitudes of the modes having propagation constants $\beta_{i}$ and let $x$ be the axis of the guiding structure; we can write

$$
\begin{align*}
& \frac{d a_{1}}{d x}+i \beta_{1} a_{1}=i h_{11} a_{1}+h_{12} a_{2}  \tag{1a}\\
& \frac{d a_{2}}{d x}+i \beta_{2} a_{2}=i h_{22} a_{2}+h_{21} a_{1} \tag{lb}
\end{align*}
$$

where $h_{i i}$ are the self-coupling coefficients and $h_{i j}(i \neq j)$ are the coupling coefficients. The coupling phenomenon is caused by some kind of waveguide perturbation, such as deformation of the boundaries, electro-optic effects, and so forth. Without loss of generality, it is convenient to assume the length $x$, the propagation constants, and the coupling coefficients to be dimensionless quantities; the corresponding actual parameters are $x L, \beta_{i} / L, h_{i j} / L$, respectively, where $L$ is some typical length related to the problem (e.g., the center-band wavelength).

As it is well known from the coupled mode theory, Eqs. (1) give a satisfactory picture of the interaction if the two modes considered are near the phase-matching condition in the wavelength range of interest. Such a synchronous condition can be achieved, even when $\beta_{1} \neq \beta_{2}$, by means of a periodic modulation of the coupling, which can be explicitly shown by means of the substitution:

$$
\begin{equation*}
h_{i j}=k_{i j}(x) e^{-i \beta_{a} x} \quad(i \neq j) \tag{2}
\end{equation*}
$$

The $x$-dependence of $k_{i j}$ in (2) is included to account for slow phase or amplitude variations of the coupling coefficient. Thus, with $2 k=\beta_{1}-\beta_{2}-\beta_{0}$ (synchronism parameter) and

$$
\begin{equation*}
c_{j}=a_{j} \exp \left(i\left\{(-1)^{j} k x+\beta_{j} x-\int_{0}^{x} h_{i j} d x^{\prime}\right\}\right), \tag{3}
\end{equation*}
$$

Eqs. (1) can be rewritten as

$$
i\left(\begin{array}{cc}
\frac{d}{d x} & -Q  \tag{4}\\
R & -\frac{d}{d x}
\end{array}\right)\binom{c_{1}}{c_{2}}=k\binom{c_{1}}{c_{2}}
$$

that is, in the ZS form, with

$$
\begin{align*}
& Q=k_{12} \exp \left\{i \int_{0}^{x}\left(h_{22}-h_{11}\right) d x^{\prime}\right\}  \tag{5a}\\
& R=k_{21} \exp \left\{i \int_{0}^{x}\left(h_{11}-h_{22}\right) d x^{\prime}\right\} . \tag{5b}
\end{align*}
$$

It can be shown that for lossless, passive structures the relation $R=\mp Q^{*}$ holds, where * means complex conjugate and the upper (lower) sign applies when modes 1 and 2 carry power in the same direction (in opposite directions). From now on, the analysis will be confined to this case.

The inversion procedure for the ZS problem, via the solution of Marchenko integral equations, allows us to establish the characteristics of the coupling region $(Q$ and $R$ as functions of $x$ ) for a given set of scattering data (scattering parameters, to be discussed later on), thereby synthesizing a nonuniform coupler between two propagating modes. The design procedure based upon the inverse scattering technique is exact in principle, whereas the synthesis methods presented so far in the literature are either approximate or heavily relying on data obtained through analysis. ${ }^{5-7}$

In this paper, we discuss in detail the inversion problem; in particular, an exact procedure for the solution of Marchenko equations will be presented. This method is a generalization of the technique developed in Ref. 8, which applies to the simpler problem of a nonuniform lossless transmission line. We will not report details of the general ZS problem, since they can be found in the literature (see for instance Ref. 9).

## II. INVERSE SCATTERING FOR OPTICAL COUPLERS

## A. Interpretation of scattering data

The definition of the scattering data ${ }^{9}$ and their connection with the physical problem under examination are more simply obtained by introducing the Jost solutions $\phi, \bar{\phi}, \psi, \bar{\psi}$. As it is well known, these are solutions of (4) having the asymptotic behaviors

$$
\begin{array}{r}
x \rightarrow-\infty\left\{\begin{array} { l } 
{ \phi \rightarrow ( \begin{array} { l } 
{ 1 } \\
{ 0 }
\end{array} ) e ^ { - i k x } } \\
{ \overline { \phi } \rightarrow ( \begin{array} { l } 
{ 0 } \\
{ 1 }
\end{array} ) e ^ { + i k x } } \\
{ x \rightarrow + \infty }
\end{array} \left\{\begin{array}{l}
\psi \rightarrow\binom{0}{1} e^{+i k x} \\
\bar{\psi} \longrightarrow\binom{1}{0} e^{-i k x}
\end{array}\right.\right.
\end{array}
$$

The Jost solutions are linearly related ${ }^{9}$ as

$$
\begin{align*}
\bar{\psi} & =\bar{a} \phi-b \bar{\phi}  \tag{7a}\\
\psi & =a \bar{\phi}-\bar{b} \phi \tag{7b}
\end{align*}
$$

with

$$
\begin{equation*}
a \bar{a}-b \bar{b}=1 \tag{7c}
\end{equation*}
$$

in a proper range of definition. If the structure is lossless, it can be shown that

$$
\begin{equation*}
\bar{a}(k)=a^{*}\left(k^{*}\right), \quad \bar{b}(k)=\mp b^{*}\left(k^{*}\right) . \tag{8}
\end{equation*}
$$

Now, two different cases can be considered according to whether the two interacting modes flow in opposite directions (A) or in the same direction (B). It is worth remarking that the physical direction of the power flow depends on the group velocity of the mode and has therefore no relation with the (apparent) propagation direction as it would be suggested by the asymptotic behavior (6) (cf. the definition of $k$ ).

Case A. In this case, we assume that the two modes travel as it is shown in Fig. 1(a). Equation (7a) suggests the scattering process depicted in Fig. 1(b): mode 1, traveling from the left, interacts with the coupling region, giving rise to a reflected wave (mode 2) with reflection coefficient $r=-b / \bar{a}$, and is transmitted to the right with transmission coefficient $t=1 / \bar{a}$.

Case B. In this case, we assume that the two modes travel in the same direction [Fig. 2(a)]. Again Eq. (7a) suggests the scattering process which is depicted in Fig. 2(b): mode 1 impinges from the right on the interaction region and is transmitted partly as mode 1 , with transmission coefficient $t^{\prime}=\bar{a}$, and partly as mode 2 , with transmission coefficient $t^{\prime \prime}=-b$; in this case $r=-b / \bar{a}$ is the partition coefficient.

For real $k$, (7c) and (8) yield, in case A

$$
\begin{equation*}
|r|^{2}+|t|^{2}=1 \tag{9}
\end{equation*}
$$

while, in case B

(a)

(b)

FIG. 1. Wave propagation for case $A$ (a); scattering scheme and definition of $r$ and $t$ (b).

$$
\begin{equation*}
\left|t^{\prime}\right|^{2}+\left|t^{\prime \prime}\right|^{2}=1 \tag{10}
\end{equation*}
$$

Equations (9) and (10) are statements of energy conservation.
The inverse scattering procedure for the ZS problem, given $r=-b / \bar{a}$ as a function of $k$ (that is, the reflection coefficient for case A and the partition coefficient for case B), and assuming that the structure does not admit any bound states, leads ${ }^{9}$ to the construction of the coupling coefficient $k_{12}(x)$ (through $R$ ). We must assume that, in the frequency range of interest, $k_{12}$ does not depend on wavelength; this assumption represents a satisfactory approximation whenever narrow-band couplers are considered.

## B. Inversion procedure: Marchenko equations

The inversion procedure is carried out according to the following steps ${ }^{9}$ :

1. Given $\Gamma(k)=-\bar{b}(k) / a(k)= \pm b^{*}\left(k^{*}\right) /$
$a^{*}\left(k^{*}\right)=\mp r^{*}\left(k^{*}\right)$, compute

$$
\begin{equation*}
F(x)=-\left(\frac{1}{2 \pi}\right) \int_{\gamma} \frac{\bar{b}(k)}{a(k)} e^{-i k x} d k \tag{11}
\end{equation*}
$$

where the contour $\gamma$ follows the real $k$ axis apart from infinitesimal deformations encircling clockwise the real zeros of $a$ (if any) in the upper $k$ half-plane. $\Gamma(k)$ must be defined in a proper neighborhood of the reak $k$ axis.
2. Solve the coupled Marchenko integral equations in the simplified form which holds when $R=\mp Q^{*}$ :

$$
\left.\begin{array}{l}
E(x, y) \mp F^{*}(x+y) \\
\mp \int_{-\infty}^{x} G(x, s) F^{*}(s+y) d s=0  \tag{12b}\\
G(x, s)+\int_{-\infty}^{x} E(x, u) F(u+s) d u=0
\end{array}\right\} y, s \leqslant x
$$

in the unknowns $E(x, y)$ and $G(x, s)$.
3. The coupling coefficient in the interaction region can now be obtained as

$$
\begin{equation*}
R(x)=2 E(x, x) \tag{13}
\end{equation*}
$$

In Ref. 9 the conditions to be satisfied in order to achieve a solution to the inverse problem are thoroughly discussed.
Here we mention the condition, that $r(k)=O[1 /|k|]$ at least, $|k| \rightarrow \infty$. Moreover, in case A (discussed in the last section), we must have $|r(k)| \leqslant 1$ for real $k$. In case $B, r(k)$ is permitted to have real poles; in fact, according to (10), $r(k)=0$ implies $t^{\prime \prime}=0$ (complete direct transmission), while at a pole of $r(k)$, we have $t^{\prime}=0$ (complete cross transmission). Finally, in case $\mathrm{A}, r(k)$ is not allowed to have poles in the (open) lower $k$ half-


FIG. 2. Wave propagation for case $B$ (a); scattering scheme and definition of $t^{\prime}$ and $t^{\prime \prime}$ (b).
plane [and, conversely, $\Gamma(k)$ must not have poles in the (open) upper $k$ half-plane].

In the next section, a procedure is developed for solving Eqs. (12) exactly for the case, wherein the scattering data are represented by (or approximated with) a rational function.

## III. SOLUTION OF THE PROBLEM

## A. Exact solution of Marchenko equations

Let us approximate the desired $\Gamma(k)$ by [or let us assume that $\Gamma(k)$ is] a rational function of $k,{ }^{8}$

$$
\begin{equation*}
\Gamma(k)=N(k) / D(k), \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
D(k)=\prod_{m=1}^{n}\left(k-k_{m}\right), \quad \operatorname{Im}\left(k_{m}\right) \leqslant 0 \tag{15a}
\end{equation*}
$$

and

$$
\begin{equation*}
N(k)=C \prod_{p=1}^{M}\left(k-K_{p}\right), \quad M<n . \tag{15b}
\end{equation*}
$$

We assume that $\Gamma(k)$ has simple poles $k_{m}$. Then, if $u(x)$ is the step function ( $u=0$ for $x<0, u=1$ otherwise) we have from (11)

$$
\begin{align*}
& F(x)=F^{\prime}(x) u(x),  \tag{16a}\\
& F^{\prime}(x)=-i \sum_{p} C_{p} \exp \left(-i k_{p} x\right),  \tag{16b}\\
& C_{p}=N\left(k_{p}\right) \prod_{m \neq p} \frac{1}{k_{p}-k_{m}} . \tag{16c}
\end{align*}
$$

By using this expression for $F(x)$ in (12), it turns out that $E$ and $G$ must take the form

$$
\begin{align*}
& E(x, y)=E^{\prime}(x, y) u(x+y)  \tag{17a}\\
& G(x, s)=G^{\prime}(x, s) u(x+s) . \tag{17b}
\end{align*}
$$

Thus, system (12) can be rewritten as follows:
$E^{\prime}(x, y) \mp F^{\prime *}(x+y) \mp \int_{-y}^{x} G^{\prime}(x, s) F^{\prime *}(s+y) d s=0$,
$G^{\prime}(x, s)+\int_{-s}^{x} E^{\prime}(x, u) F^{\prime}(u+s) d u=0$.
By a generalization of the items of Ref. 8, we shall assume that the solutions to (18) can be expanded in the form

$$
\begin{align*}
& E^{\prime}(x, y)=\sum_{\alpha} f_{\alpha}(x) \exp \left(a_{\alpha} y\right)  \tag{19a}\\
& G^{\prime}(x, s)=\sum_{\alpha} g_{\alpha}(x) \exp \left(b_{\alpha} s\right) \tag{19b}
\end{align*}
$$

where $f_{\alpha}, g_{\alpha}, a_{\alpha}, b_{\alpha}$, and the range of $\alpha$ are unknowns to be determined.

Substituting expressions (19) and (16) into (18) and carrying out the integrations we find that, if for every $a_{\alpha}$ a corresponding $b_{\alpha}=-a_{\alpha}$ is defined, the system can be decomposed into two subsystems:

$$
\left.\begin{array}{ll}
f_{\alpha}(x) \pm i \sum_{p} \frac{C_{p}^{*}}{-a_{\alpha}+i k_{p}^{*}} g_{\alpha}(x) & =0  \tag{20a}\\
i \sum_{p} \frac{C_{p}}{a_{\alpha}+i k_{p}} f_{\alpha}(x)+g_{\alpha}(x) & =0
\end{array}\right\} \forall \alpha
$$

$$
\left.\begin{array}{ll}
\sum_{\alpha} \frac{\exp \left(-a_{\alpha} x\right)}{-a_{\alpha}+i k_{p}^{*}} g_{\alpha}(x) & =-1  \tag{21a}\\
\sum_{\alpha} \frac{\exp \left(a_{\alpha} x\right)}{a_{\alpha}-i k_{p}} f_{\alpha}(x) & =0
\end{array}\right\} \forall p
$$

The homogeneous system (20) admits a nontrivial solution only if the corresponding determinant vanishes, i.e.,

$$
\begin{equation*}
\sum_{p, q} \frac{C_{p}^{*} C_{q}}{\left(-a_{\alpha}+i k_{p}^{*}\right)\left(a_{\alpha}-i k_{q}\right)}= \pm 1 \tag{22a}
\end{equation*}
$$

This equation can be rewritten in a more compact form via the theorem of residues; one finds

$$
\begin{equation*}
r\left(-i a_{\alpha}\right) r^{*}\left(i a_{\alpha}^{*}\right)=\mp 1 \tag{22b}
\end{equation*}
$$

which is an algebraic equation of order $2 n$ in $a_{\alpha}$ giving $2 n$ complex solutions for $\alpha=1,2, \ldots, 2 n$. By taking the complex conjugate of (22b) it can be shown that, if $a_{\alpha}$ is a solution, also $-a_{\alpha}^{*}$ satisfies (22a). Then, the functions $f_{\alpha}(x)$ and $g_{a}(x)$ are obtained by solving the linear system (21). Elimination of $g_{\alpha}(x)$ leads to the form
$\left.\begin{array}{ll}\sum_{\alpha} \frac{r^{*}\left(i a_{\alpha}^{*}\right)}{-a_{\alpha}+i k_{p}^{*}} \exp \left(-a_{\alpha} x\right) f_{\alpha}(x)=\mp 1 \\ \sum_{a} \frac{1}{a_{\alpha}-i k_{p}} \exp \left(+a_{\alpha} x\right) f_{\alpha}(x) & =0\end{array}\right\} \forall p$.
Equations (22) and (23) give a complete solution to our problem; the coupling coefficient can now be written as

$$
\begin{equation*}
R(x)=2 E(x, x)=2 u(x) \sum_{\alpha} f_{\alpha}(x) \exp \left(a_{\alpha} x\right) \tag{24}
\end{equation*}
$$

Although this expression for $R(x)$ has been obtained under seemingly restrictive assumptions upon the structure of $E(x, y)$ and $G(x, y)$, a theorem of existence and uniqueness for the solution of Marchenko equations, ${ }^{9}$ holding for scattering data of the form assumed here, ensures that (24) is the unique solution to the inverse scattering problem under examination.

## B. Some properties

We summarize here some characteristics of system (4) and properties of the solutions of (22) and (23), which are relevant to the physical interpretation of the problem at hand.

1. If the condition $r\left(-k^{*}\right)=r^{*}(k)$ holds (that is, if $r$ is real on the imaginary $k$ axis) Eq. (22b) takes the form

$$
\begin{equation*}
r\left(-i a_{\alpha}\right) r\left(i a_{\alpha}\right)=\mp 1 . \tag{25}
\end{equation*}
$$

Therefore, if $a_{\alpha}$ is a solution, $-a_{\alpha}$ is also a solution. But it has already been shown that, if $a_{\beta}$ is a solution, also $-a_{\beta}^{*}$ is a root of (22); it follows that, under the aforementioned condition, (25) admits solutions which are imaginary ( $\pm i\left|a_{\alpha}\right|$ ) and/or quadrantally symmetrical ( $\pm a_{\alpha}, \pm a_{\alpha}^{*}$ ). Moreover, if the reality condition $r\left(-k^{*}\right)=r^{*}(k)$ is satisfied, inspection of system (23) reveals that $f_{\alpha}$ corresponding to pairs of complex conjugate roots are complex conjugate; therefore, it follows from (24) that the coupling coefficient $R(x)$ is real. It is worth noticing that the converse of this property is also true, as it can be easily deduced from some general properties of Jost solutions (cf., e.g., Ref. 9, Sec. 6.1).
2. If the degree of $D(k)$ exceeds the degree of $N(k)$ by


FIG. 3. Single-pole response (a) and corresponding $|\boldsymbol{R}|$ (b) for case A: $C=0.95 ; \eta=1$.
more than one, $R(x)$ [given by (24)] is continuous in $x=0$. In fact, $R(x)$ is continuous in $x=0$ only if $E^{\prime}(0,0)=0$, which implies in turn [from (18)] that $F^{\prime}(0)=0$. From (16), this can be shown to require that the sum of the residues of all the poles of $r(k)$ must vanish. This amounts to the property stated above.
3. If the assigned scattering data $r(k)$ are related to the coupling coefficient $R(x)$, then $r\left(k-k_{0}\right)$ leads to $R(x) \exp \left(i k_{0} x\right)$. Hence, the scattering data for an optical coupler can always be assumed to be assigned on a wavelength band centered around the origin $k=0$. A shift of the central wavelength can be achieved with a different choice of the waveguiding structure (that is, with a different $\beta_{1}-\beta_{2}$ )


FIG. 4. Three-pole response (a) and corresponding $|\boldsymbol{R}|$ (b) for case A. Poles of $r(k): k_{1}=i, k_{2}=1.1 i, k_{3}=1.11 i ; C=i$.


FIG. 5. Reflection coefficient with symmetrical passband and equiripple lateral stopbands (a) and corresponding $|R|(b)$. Poles of $r(k): \mathrm{k}_{1}=2 .+i 0.2$, $k_{2}=2.9+i 0.55, k_{3}=4 .+i 0.3, k_{4}=-k_{1}{ }^{*}, k_{5}=-k_{2}^{*}, k_{6}=-k_{3}^{*} ;$ zeros of $r(k): K_{1}=1 ., K_{2}=-1$.; $C=1$.
or by introducing a proper periodicity in the coupling mechanism (that is, by changing $\beta_{0}$ ).

## IV. EXAMPLES

## A. Single-pole scattering data

Owing to the impossibility of solving analytically algebraic equations of order higher than four, a fully analytical treatment of the inversion technique previously developed is fraught with difficulties, unless the degree of the rational function representing the scattering data is one or two. In particular, the case wherein $r(k)$ has a single pole can be easi-


FIG. 6. Direct $\left(\left|t^{\prime}\right|\right)$ and cross $\left(\mid t^{\prime \prime}\right) \mid$ transmission coefficients (a) and corresponding $|R|(\mathrm{b})$ for case B . Poles of $\eta(k): k_{1}=0, k_{2}=0.5, k_{3}=0.75$, $k_{4}=-0.5, k_{5}=-0.75 ; C=i$.


FIG. 7. Direct $\left(\left|t^{\prime}\right|\right\}$ and cross (|t "|) transmission coefficients (a) and corresponding $R(b)$ for case $B$. Poles of $r(k): \mathbf{k}_{1}=-0.5, \mathrm{k}_{2}=-1 ., \mathrm{k}_{3}=2$., $\mathrm{k}_{4}=2 . i ;$ zeroes of $\eta(k): K_{1}=0 . K_{2}=0.5 ; C=1$.
ly handled without having to resort to numerical treatment of Eqs. (22) and (23). We assume

$$
\begin{equation*}
r(k)=C /\left(k-k_{1}\right), \quad \operatorname{Im}\left(k_{1}\right) \geqslant 0, \tag{26}
\end{equation*}
$$

where we can always assume $\operatorname{Re} k_{1}=0$ (cf. Sec. IIIB, property 3). Therefore

$$
\begin{equation*}
|r|^{2}=\frac{|C|^{2}}{k^{2}+\eta^{2}}, \quad k \text { real, } k_{1}=i \eta \tag{27}
\end{equation*}
$$

has a Lorentzian shape centered around the origin. In case
A, we must have $|r| \leqslant 1$, which leads to the condition $|C|$ $\eta \mid \leqslant 1$. The roots of Eq. (22) are

$$
\begin{equation*}
a_{1}=\left( \pm|C|^{2}+\eta^{2}\right)^{1 / 2}, \quad a_{2}=-a_{1} \tag{28}
\end{equation*}
$$

where the upper and the lower sign refer to the cases $B$ and A, respectively; both roots are always real. From (23) and (24) we obtain

$$
\begin{equation*}
R(x)= \pm 2 i C^{*} u(x) \frac{a_{1} \exp \left(2 a_{1} x\right)}{a_{1} \cosh 2 a_{1} x-\eta \sinh 2 a_{1} x} \tag{29}
\end{equation*}
$$

A typical behavior of $r(k)$ and the corresponding $R(x)$ are shown in Fig. 3 for case $A$.

## B. Higher-order scattering data

When scattering data (14) are considered of order higher than two, a numerical treatment of (22) becomes indispensable, and it is also convenient to solve system (23) numerically.

In Fig. 4, an example concerning a reflection coefficient $r(k)$ (case A) having three poles on the imaginary $k$-axis is reported. As expected, the related coupling coefficient is continuous at the origin. A more complex example of scattering data (reflection coefficient) and of the corresponding $R(x)$ is given in Fig. 5. Owing to the symmetry of $r(k)$ the resulting $R(x)$ is real (positive or negative) in both cases.

Figure 6 shows the amplitudes of the direct and cross transmission coefficients $t^{\prime}$ and $t^{\prime \prime}$ (case B) and the related coupling coefficient, for a symmetrical equiripple stopbandpassband coupler. Again, the symmetry of the characteristics leads to real $R(x)$. Conversely, in Fig. 7 an example is reported, wherein asymmetrical assigned $t^{\prime}$ and $t^{\prime \prime}$ lead to a complex coupling coefficient, whose amplitude and phase are shown in Fig. 7b.

## V. CONCLUSIONS

In the present paper an exact technique for the solution of Marchenko equations has been presented, with the aim of obtaining a suitable procedure for the design of narrow-band optical couplers. Some preliminary examples of application for the inversion technique are presented, also starting from scattering data of realistic shape and practical interest. However, further considerations are needed in order to analyze the feasibility of the implementation of the coupling coefficients thereby obtained in real structures.
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#### Abstract

The object of the time-dependent inverse source problem of electromagnetic theory and acoustics is to find time-dependent sources and currents, which are turned on at a given time and then off to give rise to prescribed radiation fields. In an early paper for the three-dimensional electromagnetic case, the present writer showed that the sources and currents are not unique and gave conditions which make them so. The ideas of that paper are reformulated for the threedimensional electromagnetic case and extended to the acoustical three-dimensional case and the one-dimensional electromagnetic and acoustic cases. The one-dimensional cases show very explicitly the nature of the ambiguity of the choice of sources and currents. This ambiguity is closely related to one which occurs in inverse scattering theory. The ambiguity in inverse scattering theory arises when one wishes to obtain the off-shell elements of the $T$ matrix from some of the on-shell elements (i.e., from the corresponding elements of the scattering operator). In inverse scattering theory prescribing of the representation in which the potential is to be diagonal removes the ambiguity. For the inverse source problem a partial prescription of the time dependence of the sources and currents removes the ambiguity. The inverse source problem is then solved explicitly for this prescribed time dependence. The direct source problems for the oneand three-dimensional acoustic and electromagnetic cases are also given to provide a contrast with the inverse source problem and for use in later papers. Moreover, the present author's earlier work on the eigenfunctions of the curl operator is reviewed and used to simplify drastically the three-dimensional direct and inverse source problems for electromagnetic theory by splitting off the radiation field and its currents from the longitudinal field and its sources and currents. Finally, for a prescribed time dependence, the inverse source problem is solved explicitly in closed form. Using methods developed for the inverse source problem for three-dimensional electromagnetic theory, we solve the following important direct problem. Consider a sphere of finite radius and uniform charge density rotating about a fixed axis. Assume that the angular velocity is zero before a certain time, varies in an arbitrary fashion, and then becomes zero again. What is the final electromagnetic field?


PACS numbers: 03.80. +r

## 1. INTRODUCTION

We are concerned with the time-dependent acoustic and electromagnetic equations in one and three dimensions. In one dimension the equation is (taking the velocity $c=1$ for simplicity)

$$
\begin{equation*}
\left[-\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial t^{2}}\right] f(x ; t)=\rho(x ; t) \tag{1.1}
\end{equation*}
$$

where $f(x ; t)$ is theoverpressure or electric field in the acoustic and electromagnetic cases, respectively, and $\rho(x ; t)$ is the corresponding source. The three-dimensional acoustic and electromagnetic equations are

$$
\begin{equation*}
\left[-\nabla^{2}+\frac{\partial^{2}}{\partial t^{2}}\right] f(\mathbf{x} ; t)=4 \pi \rho(\mathbf{x} ; t) \tag{1.2}
\end{equation*}
$$

and

$$
\begin{align*}
& \nabla \times \mathbf{H}(\mathbf{x} ; t)=4 \pi \mathbf{j}(\mathbf{x} ; t)+\frac{\partial}{\partial t} \mathbf{E}(\mathbf{x} ; t), \\
& \nabla \times \mathbf{E}(\mathbf{x} ; t)=-\frac{\partial}{\partial t} \mathbf{H}(\mathbf{x} ; t), \\
& \boldsymbol{\nabla} \cdot \mathbf{E}(\mathbf{x} ; t)=4 \pi \rho(\mathbf{x} ; t), \\
& \boldsymbol{\nabla} \cdot \mathbf{H}(\mathbf{x} ; t)=0, \tag{1.3}
\end{align*}
$$

[^21]respectively, using obvious notation for the various physical quantities. The direct and inverse source problems can be treated in two distinct but obviously related approaches. They are the time-dependent and the time-independent approaches. We shall discuss the time-independent approach first.

## A. Time-independent approach

In the time-independent approach, in which the inverse source problem has been treated most extensively, a Fourier transform with respect to time is taken for all physical quantities and the resultant time-independent equations are studied for a fixed frequency. For example, let us consider the acoustic equation (1.2) and write

$$
\begin{align*}
& f(\mathbf{x} ; t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} F(\mathbf{x}, k) e^{i k t} d k  \tag{1.4}\\
& \rho(\mathbf{x} ; t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} S(\mathbf{x}, k) e^{i k t} d k
\end{align*}
$$

and thereby obtain the time-independent version of Eq. (1.2) as

$$
\begin{equation*}
\left[\nabla^{2}+k^{2}\right] F(\mathbf{x} ; k)=4 \pi S(\mathbf{x}, k) \tag{1.5}
\end{equation*}
$$

The direct problem is concerned with finding the solution of Eq. (1.5) under certain boundary conditions, often taken to be

$$
\lim _{r \rightarrow \infty} F(\mathbf{x}, k)=\frac{e^{i k r}}{r} A(\theta, \phi),
$$

where $r, \theta, \phi$ are the spherical polar coordinates of $\mathbf{x}$, if the space in which Eq. (1.5) holds extends to infinity. If one has the solution, then, in particular, the amplitude of the outgoing spherical wave $A(\theta, \phi)$ would be known. Thus in the timeindependent direct problem, one gives the sources $S(\mathbf{x}, k)$ and seeks the radiation pattern given by $A(\theta, \phi)$.

In the inverse problem the radiation pattern $A(\theta, \phi)$ is prescribed and one wishes to find the source $S(\mathbf{x}, k)$. In Ref. 1, for example, the inverse problem is treated in some detail. The solution is shown to be nonunique, but additional conditions can be given to make them so and a procedure for constructing the source $S(\mathbf{x}, t)$ in terms of spherical harmonics is given. In Ref. 2 the same author discusses the electromagnetic analog. Reference 3 summarizes the work of others for the three-dimensional acoustic and electromagnetic theories, mostly in terms of the time-independent approach. The nonuniqueness of the inverse problem is stressed, and some ways of adding conditions which lead to unique solutions are discussed.

An important element of the time-independent approach is that one can prescribe the condition, one which is useful for practical realizations, that the source function $S(\mathbf{x}, k)$ vanish outside a sphere $r=a$.

We shall now consider the time-dependent approach to the direct and inverse problems with sources.

## B. Time-dependent approach

The time-dependent approach to the direct and inverse source problems is complementary to that for the time-independent approach. As we have discussed above, the timeindependent approach relates the radiation pattern to the sources for a fixed frequency. The time-dependent approach, as we formulate it for this paper, is concerned with pulses. We assume that the sources are nonzero only for a finite interval of time $t_{0}<t<t_{1}$. In the direct problem we are concerned with the initial value problem in which the field is prescribed as a solution of the homogeneous equation before the sources are turned on. One then solves the equation for times after the sources are turned on, using appropriate Riemann functions. After the sources are turned off, one again has a solution of the homogeneous equation which is determined by the initial solution for $t<t_{0}$ and by the known timedependent sources.

The inverse problem, as we formulate it, is the following: Let us prescribe $t_{0}$ and $t_{1}$ and the solutions of the homogeneous equations for $t<t_{0}$ and $t>t_{1}$. We want to find the sources as functions of time and space which will lead us to the prescribed solution for $t>t_{1}$ from the initial solution for $t<t_{0}$. It is by no means clear a priori that any sources can be found for arbitrary initial and final solutions of the homogeneous equation. However, we shall show below that there are actually an infinite number of sources which satisfy our conditions. Moreover, we shall give conditions on the time
dependence which will lead to unique sources as far as the space dependence is concerned. Using a particular form for the time dependence will lead to closed-form expressions for the source and currents.

The problem of finding the sources from initial and final fields and a description of the time dependence of the sources is closely analogous to the problem of finding the potential from appropriate elements of the scattering operator in inverse scattering theory in one and three dimensions (Ref. 4). The portion of the scattering operator used in inverse scattering gives some of the on-shell elements of the $T$ matrix. One is required to find all of the off-shell elements, since the potential can then be found from them. The process of finding the off-shell elements is not unique. To make them unique, we must impose conditions on the potential which give the representation in which it is diagonal. In practice we require the potential to be diagonal in the $x$ representation. In the case of the inverse source problem, that part of the source or current which is given by the initial and final solutions of the homogeneous equation is analogous to the onshell components of the $T$ matrix which one prescribes. Giving a partial description of the time dependence of the source is analogous to prescribing the representation in which the potential is to be diagonal.

As far as he can determine, the author of the present paper is the first and apparently still the only one who has worked in the time-dependent context described above. In Ref. 5, he solved the inverse source problem for Maxwell's equations (1.3), which are the most complicated equations of Eqs. (1.1)-(1.3). The methods found to work for that case can be adapted to Eqs. (1.1) and (1.2). In Ref. 5, when we discovered that the sources for the inverse problem were not unique, it occurred to us to assume that the sources were separable functions of space and time, i.e.,

$$
\begin{equation*}
\mathbf{j}(\mathbf{x} ; t)=\mathbf{j}(\mathbf{x}) h(t) \tag{1.6}
\end{equation*}
$$

This way of specifying the time dependence turned out to be not suitable if one imposed the condition that the sources be real. (This condition is analogous to requiring the potential to be real in the corresponding inverse scattering problem, as discussed in Ref. 4.) Thus one cannot impose the time dependence arbitrarily. A time-dependence condition which was satisfactory was to require

$$
\begin{equation*}
\mathbf{j}(\mathbf{x} ; t)=\mathbf{j}_{e}(\mathbf{x}) h_{e}(t)+\mathbf{j}_{o}(\mathbf{x}) h_{o}(t), \tag{1.7}
\end{equation*}
$$

where $h_{e}(t)$ was a real, essentially arbitrary, function of $t$ which was symmetric about the midpoint of the interval [ $\left.t_{0}, t_{1}\right]$ and $h_{o}(t)$ was similarly a real odd function about the midpoint. (The subscripts $e$ and $o$ stand for "even" and "odd," respectively.) We then showed that the inverse source problem gave $\mathbf{j}_{e}(\mathbf{x})$ and $\mathbf{j}_{o}(\mathbf{x})$ uniquely.

It should be mentioned that Bleistein and Cohen (Ref. 6) recently independently discovered the nonuniqueness of the solution by combining time-dependent and time-independent approaches and proposed the time-dependence equation (1.6), which will generally, however, not yield real currents and sources, as we have noted above.

## C. Further discussion and synopsis of the paper

We shall now outline the rest of the paper. We shall treat Eqs. (1.1)-(1.3) in order of difficulty, which is the same as the order of the equation numbers, though the most diffi-cult-Eq. (1.3), the electromagnetic case-was the first to be discussed by the author (Ref. 5).

For each of the equations we shall treat the direct problem first in order to clarify the notions for the inverse source problem. The importance of causality is evident from the direct problems. Because of causality it is possible to formulate the inverse source problem even for finite (rather than infinite) domains for which Eqs. (1.1)-(1.3) are valid. If there are reflectors or changes of indices of refraction, it is only after the radiation fields reach them that they become effective. For example, for some purposes one might want to shape an electromagnetic pulse within a wave guide before the pulse strikes the walls. This will be possible, provided the sources are also within the walls.

The discussions of the direct source problem for Eqs. (1.1) and (1.2), the one-dimensional equation and the threedimensional acoustic equation, will be recognized as being restatements of the classical Cauchy problem as discussed, for example, in Ref. 7. For Maxwell's equations (1.3), however, our treatment will differ markedly from the usual treatments and also from our earlier treatment of Ref. 5. For Eq. (1.3) we are concerned with the transverse fields only and only in those portions of the currents which give rise to them. In our original treatment of Ref. 5, we rewrote Maxwell's equations in the form of Dirac's equations and used the eigenfunctions of the Dirac-like Hamiltonian to split off the transverse parts of the field and the corresponding currents. By contrast, in the present paper we shall use the eigenfunctions of the curl operator for the separation of the fields and currents.

We introduced the eigenfunctions of the curl operator in Ref. 8 as a means of treating electromagnetic theory, fluid dynamics, and other phenomena obeying vector field equations in the infinite domain. In Ref. 8 we discussed the situation for Maxwell's equations somewhat tersely and showed that the eigenfunctions separate the radiation from the longitudinal fields. In the present paper we shall review the properties of the eigenfunctions of the curl operator in both Cartesian and spherical polar coordinates and apply them first to the direct source problem and then the inverse source problem. It will be seen that the direct and inverse source problems for Eq. (1.3) differ little in difficulty from those of the one-dimensional problem.

After showing the ambiguity in the inverse problem, we shall prove that the specification of the time dependence of the sources in the form analogous to Eq. (1.7) and the requirement that the sources be real lead to unique solutions of the inverse problem in the sense that $\mathbf{j}_{o}(\mathbf{x})$ andj $\mathbf{j}_{e}(\mathbf{x})$ or their analogs are unique.

For all of the inverse source problems treated in the present paper we shall give concrete examples. The existence of such examples assures us that our procedure is usable and not empty formalism.

In the time-independent version of the inverse source
problem the sources are required to be contained in a given finite volume, i.e., have compact support. Among our examples are some in which the sources are contained in a finite volume but also some in which the sources go to infinity with various rates of decay. From the examples the extent of localization of the sources will be seen to depend on the time functions $h_{o}(t)$ and $h_{e}(t)$. One of the objects of future research will be to see what assumptions about time dependence, other than that given by Eq. (1.7), will prove useful and also give a prescribed localization of sources.

## D. Applications

Before we leave the Introduction, it may be useful to discuss possible applications. There are obviously many of them, and we shall mention a few. The principal use of transmission lines is to propagate pulses of a particular shape. The inverse source problem tells us how to turn the sources on and off to achieve the desired pulse shape. The lack of uniqueness is now a positive asset, since engineering constraints can now be taken into account. For purposes of sounding in three dimensions, as, for example, the use of sonar to locate underwater objects or ionosondes to probe the ionosphere, it is useful to shape the incident pulses in a particular way. The present paper suggests methods by which this pulse shaping can be accomplished.

The accurate control of pulse shape could also be used to construct pulse shapes for secure communications or to extend the amount of information contained in a pulse. More generally, a pulse can be modified or even deleted by appropriate choices of the sources.

A problem which can be treated by extensions of the present work is the source detection problem. Here one wishes to characterize the source from the pulses which it emits. For example, one might want to obtain an estimate of the physical size or shape of the emitter. The additional information which is needed, besides the pulse shape, for an essentially unique determination of the source could be the subject of further research. Undoubtedly causality plays an essential role. On the other hand, if any pulsed source emits a radiating wave, we shall show that from this radiating wave alone, one can always construct a pulsed source (indeed in many ways) which will reproduce this wave. Thus one could, for example, manufacture sounds, which would seem to come from a source, but actually come from a source much smaller or at a different position. In this manner one can make up decoys to simulate the presence of a supposed object.

## 2. THE ONE-DIMENSIONAL PROBLEM

## A. The direct problem

Here we are concerned with Eq. (1.1). We assume that the source $\rho(x ; t) \equiv 0$ for $t<t_{0}$ and $t>t_{1}$ and for simplicity without loss of generality let $t_{0}=-T$ and $t_{1}=T$. We shall now introduce notation, which for the present case may seem overly elaborate. However, since we wish to stress the similarity of the treatment of the one-dimensional problem with that of the acoustic and electromagnetic problem in
three dimensions, we find this notation very useful. Accordingly, we define

$$
\begin{equation*}
\chi(x \mid p)=(1 / \sqrt{2 \pi}) e^{i p x} \tag{2.1}
\end{equation*}
$$

We also define

$$
\begin{align*}
\gamma(p ; t)= & \int_{-\infty}^{+\infty} \chi^{*}(x \mid p) \rho(x ; t) d x  \tag{2.2}\\
\psi(p, \lambda ; t)= & e^{\left.-i \lambda v^{\prime} t+T\right)} \psi(p, \lambda ;-T) \\
& \quad+\frac{i \lambda}{2 v} e^{-i \lambda v t} \int_{-T}^{t} \gamma\left(p ; t^{\prime}\right) e^{i \lambda v t^{\prime}} d t^{\prime} \tag{2.3}
\end{align*}
$$

where

$$
\lambda= \pm 1, \quad-\infty<p<\infty, v=|p|
$$

The following is easily shown. Let $f(x ; t)$ be given by

$$
\begin{equation*}
f(x ; t)=\sum_{\lambda} \int_{-\infty}^{+\infty} \chi(x \mid p) \psi(p, \lambda ; t) d p \tag{2.4}
\end{equation*}
$$

The apparent divergence for $p \rightarrow 0$ in Eq. (2.3) is eliminated in Eq. (2.4). Then $f(x ; t)$ satisfies Eq. (1.1).

Moreover, on defining $f_{ \pm}(x ; t)$ by

$$
\begin{array}{ll}
f(x ; t)=f_{-}(x ; t) & \text { for } t<-T \\
f(x ; t)=f_{+}(x ; t) & \text { for } t>T \tag{2.4a}
\end{array}
$$

we see that $f_{ \pm}(x ; t)$ are solutions of Eq. (1.1) without sources. These solutions are given explicitly by

$$
\begin{equation*}
f_{ \pm}(x ; t)=\sum_{\lambda} \int_{--\infty}^{+\infty} \chi(x \mid p) e^{-i \lambda \psi t \mp T)} \psi(p, \lambda ; \pm T) d p \tag{2.4b}
\end{equation*}
$$

We are now in a position to discuss the direct and inverse source problem. In the direct problem, one prescribes $f_{-}(x ; t)$ and the source $\rho(x ; t)$. One wishes to find $f_{+}(x ; t)$. It is seen that the problem reduces to a quadrature.

In the inverse source problem, by contrast, one prescribes the initial function $f_{-}(x ; t)$ and the final function $f_{+}(x ; t)$. One then looks for sources $\rho(x ; t)$ which, when used in the direct problem, would give the prescribed $f_{+}(x ; t)$ when the initial wave function $f_{-}(x ; t)$ was used.

The functions $f_{ \pm}(x ; t)$ can themselves be obtained in terms of $f_{ \pm}(x ; \pm T)$ and $(\partial / \partial t) f_{ \pm}(x ; \pm T)$. This is, in fact, the usual statement of the initial and final value problems for the source-free equation. Then in the direct problem we prescribe $f_{-}(x ;-T)$ and the source function $\rho(x ; t)$. We then seek $f_{+}(x ; T)$ and $(\partial / \partial t) f_{+}(x ; T)$. In the inverse problem we prescribe $f_{ \pm}(x ; \pm T)$ and $\left(\partial / \partial t \backslash f_{ \pm}(x ; \pm T)\right.$ and want the source function $\rho(x ; t)$.

We shall now show how $f_{+}(x ; t)$ is obtained from $f_{+}(x ; T)$ and $(\partial / \partial t) f_{+}(x ; T)$ through the use of suitable Riemann functions. Of course, the function $f_{\ldots}(x ; t)$ can be treated analogously. From Eq. (2.4b)

$$
\begin{align*}
& f_{+}(x ; T)=\sum_{\lambda} \int_{-\infty}^{+\infty} \chi(x \mid p) \psi(p, \lambda ; T) d p  \tag{2.5}\\
& \frac{\partial}{\partial t} f_{+}(x ; T)=-i \sum_{\lambda} \lambda \int_{-\infty}^{+\infty} \chi(x \mid p) v \psi(p, \lambda ; T) d p
\end{align*}
$$

Taking Fourier transforms leads to
$\psi(p,+1 ; T)+\psi(p,-1 ; T)=\int_{-\infty}^{+\infty} \chi^{*}\left(x|p| f_{+}(x ; T) d x\right.$,

$$
\begin{align*}
\psi(p, & +1 ; T)-\psi(p,-1 ; T)  \tag{2.6}\\
& =\frac{i}{v} \int_{-\infty}^{+\infty} \chi^{*}(x \mid p) \frac{\partial}{\partial t} f_{+}(x ; T) d x
\end{align*}
$$

From Eq. (2.6) we obtain $\psi(p, \lambda ; T)$ in terms of $f_{+}(x ; T)$ and $(\partial / \partial t) f_{+}(x ; T):$

$$
\begin{align*}
\psi(p, \lambda ; T)= & \frac{1}{2}\left[\int_{-\infty}^{+\infty} \chi^{*}(x \mid p) f_{+}(x ; T) d x\right. \\
& \left.+i \frac{\lambda}{v} \int_{-\infty}^{+\infty} \chi^{*}(x \mid p) \frac{\partial}{\partial t} f_{+}(x ; T) d x\right] \tag{2.7}
\end{align*}
$$

Thus from Eq. (2.4b)

$$
\begin{align*}
f_{+}(x ; t)= & \int_{-\infty}^{+\infty} d x^{\prime} G_{1}\left(x-x^{\prime} ; t-T\right) \frac{\partial}{\partial t} f_{+}\left(x^{\prime} ; T\right) \\
& +\int_{-\infty}^{+\infty} d x^{\prime} G_{2}\left(x-x^{\prime} ; t-T\right) f_{+}\left(x^{\prime} ; T\right) \tag{2.8}
\end{align*}
$$

where

$$
\begin{align*}
G_{1}(x ; t) & =\frac{i}{4 \pi} \sum_{i} \int_{-\infty}^{+\infty} e^{i p x} e^{-i \lambda v t} \frac{\lambda}{v} d p \\
& =\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \frac{\sin p t}{p} e^{i p t} d p \tag{2.9}
\end{align*}
$$

In Eq. (2.9) we have used the fact that $(\sin v t / v)=(\sin p t / p)$.
Likewise $G_{2}(x ; t)$ is given by

$$
\begin{equation*}
G_{2}(x ; t)=\frac{1}{4 \pi} \sum_{\lambda} \int_{-\infty}^{+\infty} e^{i p x} e^{-i \lambda v t} d p=\frac{\partial}{\partial t} G_{1}(x ; t) \tag{2.10}
\end{equation*}
$$

We shall now evaluate the expressions Eq. (2.9) in detail to show how the usual Riemann function makes its appearance. This derivation serves as a prototype for the analogous derivations of the three-dimensional problems, which we shall not give in detail.

The integrand of the second integral in Eq. (2.9) contains no singularities on the real axis. We deform the contour to consist of the entire real axis with a semicircular indentation into the negative imaginary half-plane about the point $p=0$. Then

$$
\begin{equation*}
G_{1}(x ; t)=\frac{1}{4 \pi i}\left[\int_{-\infty}^{+\infty} \frac{e^{i p(x+t)}}{p} d p-\int_{-\infty}^{+\infty} \frac{e^{i p(x-t)}}{p} d p\right] \tag{2.11}
\end{equation*}
$$

The integrals are now readily evaluated by closing the contours at infinity. Thus

$$
\begin{equation*}
G_{1}(x ; t)=\frac{1}{2}[\eta(x+t)-\eta(x-t)] \tag{2.12}
\end{equation*}
$$

where $\eta(x)$ is the Heaviside function defined by $\eta(x)=1$ for $x>0$ and $\eta(x)=0$ for $x<0$. We shall now simplify the expression Eq. (2.12). Let $t>0$ and $x>0$. Then since $x+t>0$ and $1-\eta(x)=\eta(-x)$, we have

$$
\begin{equation*}
G_{1}(x ; t)=\frac{1}{2} \eta(t-x)=\frac{1}{2} \eta(|t|-|x|) \tag{2.13}
\end{equation*}
$$

Similarly for $t>0$ and $x<0$, since $x-t<0$

$$
\begin{equation*}
G_{1}(x ; t)=\frac{1}{2} \eta(x+t)=\frac{1}{2} \eta(|t|-|x|) \tag{2.14}
\end{equation*}
$$

as before. From similar considerations for $t<0$

$$
\begin{equation*}
G_{1}(x ; t)=-\frac{1}{2} \eta(|t|-|x|) . \tag{2.15}
\end{equation*}
$$

Then for all $t$ and $x$

$$
\begin{equation*}
G_{1}(x ; t)=\frac{1}{2} \operatorname{sgn} t \eta(|t|-|x|) . \tag{2.16}
\end{equation*}
$$

If $a$ is any number $a>0, \eta(a x)=\eta(x)$. Then since $|x|+|t|>0$,

$$
\begin{align*}
G_{1}(x ; t) & =\frac{1}{2} \operatorname{sgn} t \eta[(|t|+|x|)(|t|-|x|)] \\
& =\frac{1}{2} \operatorname{sgn} t \eta\left(t^{2}-x^{2}\right) \tag{2.17}
\end{align*}
$$

This is the usual invariant form.
From Eqs. (2.10) and (2.17)

$$
\begin{equation*}
G_{2}(x ; t)=|t| \delta\left(t^{2}-x^{2}\right) \tag{2.18}
\end{equation*}
$$

The analog of Eq. (2.8) for $f_{-}(x ; t)$ is

$$
\begin{align*}
f_{-}(x ; t)= & \int_{-\infty}^{+\infty} d x^{\prime} G_{1}\left(x-x^{\prime} ; t+T\right) \frac{\partial}{\partial t} f_{-}\left(x^{\prime} ;-T\right) \\
& +\int_{-\infty}^{+\infty} d x^{\prime} G_{2}\left(x-x^{\prime} ; t+T\right) f_{-}\left(x^{\prime} ;-T\right) . \tag{2.8a}
\end{align*}
$$

Similarly from Eq. (2.4) we obtain $f(x ; t)$ in terms of the source $\rho(x ; t)$ as follows:

$$
\begin{align*}
f(x ; t)= & f_{-}(x ; t) \\
& +\int_{-\infty}^{+\infty} d x^{\prime} \int_{-\tau}^{t} d t^{\prime} G_{1}\left(x-x^{\prime} ; t-t^{\prime}\right) \rho\left(x^{\prime} ; t^{\prime}\right) \tag{2.19}
\end{align*}
$$

In particular, we have

$$
\begin{align*}
f_{+}(x ; t)= & f_{-}(x ; t) \\
& +\int_{-\infty}^{+\infty} d x^{\prime} \int_{-T}^{+T} G_{1}\left(x-x^{\prime} ; t-t^{\prime}\right) \rho\left(x^{\prime} ; t^{\prime}\right) . \tag{2.20}
\end{align*}
$$

Equation (2.20) somewhat resembles the relationship in scattering theory in which the wave function for $t \rightarrow+\infty$ is obtained from the wave function for $t \rightarrow-\infty$ through the use of the scattering operator (see, e.g., Ref. 9). This analog becomes even closer if we write Eq. (2.20) in terms of $\psi(p, \lambda ; T)$ and $\psi(p, \lambda,-T)$, for this relationship becomes [see Eq. (2.3)]

$$
\begin{align*}
\psi(p, \lambda ; T)= & e^{-2 i \lambda v T} \psi(p, \lambda ;-T) \\
& +\frac{i \lambda}{2 v} e^{-i v T} \int_{-T}^{+T} \gamma\left(p ; t^{\prime}\right) e^{i \lambda v t^{\prime}} d t^{\prime} \tag{2.21}
\end{align*}
$$

## B. The inverse problem

We are now in a position to discuss the inverse source problem for the one-dimensional case. In the inverse problem we wish to specify $f_{ \pm}(x ; t)$ and $T$ and obtain the source function $\rho(x, t)$. We note that if we specify $T$, we would get the same results for $T_{1}$, if $T_{1}>T$, since the interval
$-T<t<+T$ nests inside the interval $-T_{1}<t<+T_{1}$ and, of course, the sources would vanish outside the larger time interval, also. Hence, specifying one time interval outside of which the source vanishes we specify all the larger intervals also.

Specification of $f_{ \pm}(x ; t)$ and $T$ is equivalent from Eq. (2.4b) and Eq. (2.6) to specifying $T$ and $\psi(p, \lambda ; \pm T)$. We then wish to obtain $\gamma(p ; t)$ which would enable us to find $\rho(x ; t)$.

Let us define $F(p ; k)$ by

$$
\begin{equation*}
F(p ; k)=\frac{1}{\sqrt{2 \pi}} \int_{-T}^{+T} \gamma\left(p ; t^{\prime}\right) e^{i k t^{\prime}} d t^{\prime} \tag{2.22}
\end{equation*}
$$

If we knew $F(p ; k)$, we would know $\rho(x ; t)$ through

$$
\begin{equation*}
\rho(x ; t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} d p \int_{-\infty}^{+\infty} d k \chi(x \mid p) e^{-i k t} F(p ; k) \tag{2.23}
\end{equation*}
$$

But from our assumptions we do not know $F(p, k)$ for all $p$ and $k$. We only know $F(p ; k)$ for $k=\lambda v$ : from Eq. (2.21)

$$
\begin{align*}
G(p, \lambda) \equiv F(p ; \lambda v)= & -\frac{2 i \lambda \nu}{\sqrt{2 \pi}}\left[e^{-i \lambda \nu T} \psi(p, \lambda ; T)\right. \\
& \left.-e^{-i \lambda v T} \psi(p, \lambda ;-T)\right] \tag{2.24}
\end{align*}
$$

Knowing $F(p ; k)$ only on the shell $k=\lambda v$ is analogous to knowing the $T$ matrix of scattering theory only on the energy shell. In the present case, as in scattering theory, the on-shell information leads to nonunique sources $\rho(x ; t)$, since any function $F(p ; k)$ which has values on the shell given by Eq. (2.24) will yield suitable functions for the sources. In scattering theory the ambiguity is removed by prescribing the representation in which the potential is diagonal. We shall show that by giving the time dependence of $\rho(x ; t)$ we obtain unique answers for the sources.

But first we must examine consequences of the conditions that $f(x ; t)$ and $\rho(x ; t)$ shall be real for all $t$ and $x$. These conditions limit the kind of time dependence which one can have.

The reality condition for $f(x ; t)$ leads to the requirement that

$$
\begin{equation*}
\psi^{*}(p, \lambda ; t)=\psi(-p,-\lambda ; t) \tag{2.25}
\end{equation*}
$$

The reality of $\rho(x ; t)$ is equivalent to the condition

$$
\begin{equation*}
F^{*}(p ; k)=F(-p ;-k) . \tag{2.26}
\end{equation*}
$$

Equations (2.25) and (2.26) are necessary and sufficient conditions. Both of these equations lead to the following condition on $G(p, \lambda)$ :

$$
\begin{equation*}
G^{*}(p, \lambda)=G(-p,-\lambda) \tag{2.27}
\end{equation*}
$$

To get unique results for $\rho(x ; t)$, one is tempted to use separation of variables in the form

$$
\begin{equation*}
\rho(x ; t)=\rho(x) h(t) \tag{2.28}
\end{equation*}
$$

where $\rho(x)$ and $h(t)$ are real functions of their arguments.
Indeed, we made an analogous assumption in our three-dimensional electromagnetic inverse source problem of Ref. 5. However, we soon saw that the reality conditions were violated. Our next assumption, one that worked, would in the present context be

$$
\begin{equation*}
\rho(x ; t)=\rho_{e}(x) h_{e}(t)+\rho_{o}(x) h_{o}(t), \tag{2.29}
\end{equation*}
$$

where $h_{e}(t)$ is a real even function of $t$ and $h_{o}(t)$ is a real odd function of $t$. The functions $\rho_{e}(x)$ and $\rho_{o}(x)$ are real functions. We prescribe $h_{e}(t)$ and $h_{o}(t)$ and obtain $\rho_{e}(x)$ and $\rho_{o}(x)$ from our known function $G(p, \lambda)$, which is obtained from Eq. (2.24). We require, of course, that $h_{e, o}(t) \equiv 0$ when $t<-T$ or $t>+T$.

We shall see shortly that neither $h_{e}(t)$ nor $h_{o}(t)$ can be assumed to be identically zero. However, it can happen that
either $\rho_{o}(x)$ or $\rho_{e}(x)$ can be identically zero. Another interesting and important aspect of the assumption of Eq. (2.29) is that if $h_{e}(t)$ and $h_{o}(t)$ are replaced, respectively, by $A h_{e}(t)$ and $B h_{o}(t)$, where $A$ and $B$ are arbitrary, nonzero constants, $\rho(x, t)$ will be independent of $A$ and $B$, since $\rho_{e}(x)$ and $\rho_{o}(x)$ will be replaced by $\rho_{e}(x) / \boldsymbol{A}$ and $\rho_{o}(x) / B$, respectively. Thus (roughly speaking) the shapes, not the sizes of the time-dependent functions are the important quantities.

Let us define

$$
\begin{align*}
& g_{e}(k)=\frac{1}{\sqrt{2 \pi}} \int_{-T}^{+T} h_{e}(t) e^{i k t} d t \\
& g_{o}(k)=\frac{1}{\sqrt{2 \pi}} \int_{-T}^{+T} h_{o}(t) e^{i k t} d t \tag{2.30}
\end{align*}
$$

The $g_{e}(k)$ is a real, even function of $k$ and $g_{o}(k)$ is an imaginary, odd function of $k$. It follows that

$$
\begin{equation*}
g_{e}(\lambda v)=g_{e}(v), \quad g_{o}(\lambda v)=\lambda g_{o}(v) \tag{2.31}
\end{equation*}
$$

From Eq. (2.22)

$$
\begin{equation*}
G(p, \lambda) \equiv F(p ; \lambda v)=F_{e}(p) g_{e}(v)+\lambda F_{o}(p) g_{o}(v) \tag{2.32}
\end{equation*}
$$

where $F_{e}(p)$ and $F_{o}(p)$ are the Fourier transforms of $\rho_{e}(x)$ and $\rho_{o}(x)$, respectively, i.e.,

$$
\begin{align*}
& \rho_{e}(x)=\int_{-\infty}^{+\infty} \chi(x \mid p) F_{e}(p) d p \\
& \rho_{o}(x)=\int_{-\infty}^{+\infty} \chi(x \mid p) F_{o}(p) d p \tag{2.33}
\end{align*}
$$

For real $\rho_{e}(x)$ and $\rho_{o}(x)$ we shall need

$$
\begin{equation*}
F_{e, o}^{*}(p)=F_{e, o}(-p) \tag{2.34}
\end{equation*}
$$

We can now state our objective explicitly: from $\psi(p, \lambda, \pm T)$, $h_{e, o}(t)$, find $F_{e, o}(p)$ which satisfy Eq. (2.34) and thus real $\rho_{e, o}(x)$. From Eq. (2.32) we obtain unique solutions for $F_{e, o}(p)$.
$F_{e}(p)=\frac{1}{2 g_{e}(v)} \sum_{\lambda} G(p, \lambda), \quad F_{o}(p)=\frac{1}{2 g_{o}(v)} \sum_{\lambda} \lambda G(p, \lambda)$.
Our procedure for solving the inverse problem is thus to obtain $G(p, \lambda)$ in terms of $\psi(p, \lambda ; \pm T)$ through the use of Eq. (2.24), then obtain $F_{e, o}(p)$ from Eq. (2.35) and finally $\rho_{e . o}(x)$ from Eq. (2.33). By having carefully taken care of the reality conditions, our results for $\rho_{e, o}(x)$ are real and unique.

Most of the present discussion including uniqueness is close to that for the three-dimensional acoustic and electromagnetic cases. When these cases are considered, some abridgement of the discussion for these latter cases will be made. We see, as mentioned previously, that we may not take either $h_{e}(t)$ or $h_{o}(t)$ to be zero, for then $g_{e}(k)$ or $g_{o}(k)$ would be zero. Nevertheless, $F_{e}$ or $F_{o}$ (and hence $\rho_{e}$ or $\rho_{o}$ ) can be identically zero. We shall give examples of this situation shortly.

It is possible that $g_{e}(k)$ or $g_{o}(k)$ may have real zeros. This case can be treated as a generalization of the following example.

Assume $g_{e}(k)$ has a simple zero at $k=a>0$. We multiply and divide the right-hand side of the first of Eq. (2.35) by
$p^{2}-a^{2}$. Then $\rho_{e}(x)$ will then be represented as a convolution of the Fourier transforms of $\left(p^{2}-a^{2}\right) F_{e}(p)$ and $\left(p^{2}-a^{2}\right)^{-1}$ defined as a principal value at the singularity. The Fourier transform of $\left(p^{2}-a^{2}\right)^{-1}$ is a distribution with well-known properties. The matter of zeros in $g_{e, o}(k)$ as well as consequences on the analytic properties of these functions arising from the Wiener-Paley theorem as applied to functions $h_{e, o}(t)$ will be explored in later papers.

## C. An example

For most of the examples of the present paper we shall use

$$
\begin{equation*}
h_{e}(t)=\delta(t) \quad \text { or } \quad h_{e}(t)=\delta^{\prime \prime}(t) \quad \text { and } \quad h_{o}(t)=\delta^{\prime}(t) \tag{2.36}
\end{equation*}
$$

Thus from Eq. (2.30)

$$
\begin{align*}
& g_{e}(k)=1 / \sqrt{2 \pi} \text { or } g_{e}(k)=-k^{2} / \sqrt{2 \pi} \\
& \text { and } g_{o}(k)=i k / \sqrt{2 \pi}
\end{align*}
$$

These functions have the appropriate dependence on $k$ and also satisfy the requirements that $g_{e}$ be real and $g_{o}$ be imaginary. Moreover, though $T$ can be any positive number, for simplicity in the expressions we shall let $T \rightarrow 0$.

We shall assume for the present purpose that $f_{-}(x, t) \equiv 0$. Hence

$$
\begin{equation*}
\psi\left(p, \lambda ; 0_{-}\right) \equiv 0 \tag{2.37}
\end{equation*}
$$

Thus we need only specify $f_{+}(x, t)$ or, equivalently, $\psi\left(p, \lambda ; 0_{+}\right)$. For our example, let us consider the function $F(x)$ given $b y$
$F(x)=\sin \kappa x \quad$ for $\quad-a<x<a$,
$\equiv 0 \quad$ elsewhere $\quad(\kappa a=n \pi, n$ any positive integer).

Then we choose

$$
\begin{equation*}
f_{+}(x ; t)=F(x-t) \tag{2.39}
\end{equation*}
$$

Our example is thus a pulse of finite length, containing an integer number of wavelength $L=(2 \pi / \kappa)$ moving in the positive $x$ direction. [The restriction that $n$ be a positive integer can be removed. One gets slightly more complicated expressions for the source $\rho(x ; t)$.] This pulse shape is one of those most often used in transmission line theory. We can now give the pulsed source which can give rise to this pulsed wave.

We have

$$
\begin{align*}
f_{+}\left(x ; 0_{+}\right) & =\sin \kappa x \text { for }-a<x<a \\
& \equiv 0 \quad \text { elsewhere, } \\
\frac{\partial}{\partial t} f\left(x ; 0_{+}\right) & =-\kappa \cos \kappa x \text { for }-a<x<a, \\
& \equiv 0 \quad \text { elsewhere } . \tag{2.40}
\end{align*}
$$

From Eq. (2.7)

$$
\begin{align*}
\psi\left(p, \lambda ; 0_{+}\right)= & -\frac{i}{2 v} \frac{1}{\sqrt{2 \pi}}\left[(\kappa \lambda+v) \frac{\sin (p-\kappa) a}{(p-\kappa)}\right. \\
& \left.+(\kappa \lambda-v) \frac{\sin (p+\kappa) a}{(p+\kappa)}\right] \tag{2.41}
\end{align*}
$$

We see that $\psi\left(p, \lambda ; 0_{+}\right)$satisfies condition Eq. (2.25), which is necessary and sufficient for $f_{+}(x ; t)$ to be real for all time $t$.

On using $h_{e}(t)=\delta(t), h_{o}(t)=\delta^{\prime}(t)$, Eq. (2.24) for $G(p, \lambda)$, the appropriate expressions for $g_{e, o}(k)$ from Eq. (2.36'), we obtain finally from Eq. (2.35)

$$
\begin{align*}
& F_{e}(p)=-\frac{\kappa}{2}-\frac{1}{\sqrt{2 \pi}}\left[\frac{\sin (p-\kappa) a}{(p-\kappa)}+\frac{\sin (p+\kappa) a}{(p+\kappa)}\right] \\
& F_{o}(p)=\frac{i}{2} \frac{1}{\sqrt{2 \pi}}\left[\frac{\sin (p-\kappa) a}{(p-\kappa)}-\frac{\sin (p+\kappa) a}{(p+\kappa)}\right] \tag{2.42}
\end{align*}
$$

Then $\rho(x ; t)$ is given by Eqs. (2.29) and (2.33):
$\rho(x ; t)=-\frac{1}{2}\left[\kappa \delta(t) \cos \kappa x+\delta^{\prime}(t) \sin \kappa x\right]$ for $-a<x<a$, $\equiv 0$ elsewhere.
In this example, the source is contained in a finite region of $x$ space-in fact the same region for which $f_{+}\left(x ; 0_{+}\right)$is not identically zero. The finiteness of the support upon which the source function is not zero is important if one wishes to construct the source physically. Moreover, the fact that the size of the support is the same as that for $f_{+}\left(x ; 0_{+}\right)$means that the dimensions of the source are reasonable. In higher dimensions it will be shown in a specific example that the choices of $h_{e}(t)$ and $h_{o}(t)$ are crucial in determining whether the support of the source is finite.

Equation (2.43) can be generalized considerably. Assume

$$
\begin{equation*}
f_{+}\left(x ; 0_{+}\right)=A(x), \quad \frac{\partial}{\partial t} f_{+}\left(x ; 0_{+}\right)=B(x) . \tag{2.44}
\end{equation*}
$$

Then, as can be shown using the previous analysis

$$
\begin{equation*}
\rho(x ; t)=B(x) \delta(t)-A(x) \delta^{\prime}(t) \tag{2.45}
\end{equation*}
$$

The consequences for the compactness of the support of the density in space can now be read off in an obvious manner from the initial conditions (2.44).

## 3. THE THREE-DIMENSIONAL ACOUSTIC PROBLEM

The inverse source problem for the three-dimensional acoustic equation (1.2) is not essentially more difficult than the one-dimensional problem. However, the functions which satisfy the homogeneous equation, i.e., when the source is turned off, form a much richer class than those of the one-dimensional problem. Thus we can set up the inverse problem in two ways, corresponding to the use of a coordi-nate-independent formalism or of spherical polar coordinates. But first it behooves us to discuss the direct problem.

## A. The direct problem

Let $\chi(\mathbf{x} \mid \mathbf{p})$ and $\psi(\mathbf{p}, \lambda ; t)$ be defined by

$$
\begin{align*}
\chi(\mathbf{x} \mid \mathbf{p})= & \frac{1}{(2 \pi)^{3 / 2}} e^{i \mathbf{p} \cdot \mathbf{x}}  \tag{3.1}\\
\psi(\mathbf{p}, \lambda ; t)= & e^{-i \lambda p(t+T)} \psi(\mathbf{p}, \lambda ;-T)+\frac{i \lambda}{2 p} e^{-i \lambda p t} \int_{-T}^{t} \gamma\left(\mathbf{p} ; t^{\prime}\right)  \tag{3.10}\\
& \times e^{-i \lambda p t^{\prime}} d t^{\prime} \tag{3.2}
\end{align*}
$$

where
Thus for $t>T$
In Eq. (3.9), $r \equiv|\mathbf{x}|$.
In complete analogy to the one-dimensional equation (2.19), we can express $f(\mathbf{x} ; t)$ in terms of $f_{-}(\mathbf{x} ; t)$ and $\rho(\mathbf{x} ; t)$ and influence functions as

$$
\begin{aligned}
f(\mathbf{x} ; t)= & f_{-}(\mathbf{x} ; t) \\
& +4 \pi \int d \mathbf{x}^{\prime} \int_{-T}^{t} d t^{\prime} G_{1}\left(\mathbf{x}-\mathbf{x}^{\prime} ; t-t^{\prime}\right) \rho\left(\mathbf{x}^{\prime} ; t^{\prime}\right)
\end{aligned}
$$

where $G_{1}(\mathbf{x} ; t)$ and $G_{2}(\mathbf{x} ; t)$ are given by

$$
\begin{align*}
G_{1}(\mathbf{x} ; t) & =-\frac{1}{4 \pi r}[\delta(t+r)-\delta(t-r)] \\
& \equiv \frac{1}{2 \pi} \operatorname{sgn} t \delta\left(t^{2}-r^{2}\right) \\
G_{2}(\mathbf{x} ; t) & =\frac{\partial}{\partial t} G_{1}(\mathbf{x} ; t)=\frac{1}{\pi}|t| \delta^{\prime}\left(t^{2}-r^{2}\right) \tag{3.9}
\end{align*}
$$ using influence functions as in Eq. (2.8). One has

$$
\begin{align*}
f_{ \pm}(\mathbf{x} ; t)= & \int d \mathbf{x}^{\prime} G_{1}\left(\mathbf{x}-\mathbf{x}^{\prime} ; t \mp T\right) \frac{\partial}{\partial t} f_{ \pm}\left(\mathbf{x}^{\prime} ; \pm T\right) \\
& +\int d \mathbf{x}^{\prime} G_{2}\left(\mathbf{x}-\mathbf{x}^{\prime} ; t \mp T\right) f_{ \pm}(\mathbf{x} ; \pm T) \tag{3.8}
\end{align*}
$$

The functions $f_{ \pm}(\mathbf{x} ; t)$ can be found from $f_{ \pm}(\mathbf{x} ; \pm T)$

$$
\begin{align*}
f_{+}(\mathbf{x} ; t)= & f_{-}(\mathbf{x} ; t) \\
& +4 \pi \int d \mathbf{x}^{\prime} \int_{-T}^{+T} d t^{\prime} G_{1}\left(\mathbf{x}-\mathbf{x}^{\prime} ; t-t^{\prime}\right) \rho\left(\mathbf{x}^{\prime}, t^{\prime}\right) \tag{3.11}
\end{align*}
$$

As for the one-dimensional situation, the direct source problem is concerned with obtaining $f_{+}(\mathbf{x} ; t)$ from the initial conditions as given by $f_{-}(\mathbf{x} ; t)$, or equivalently by $f_{-}(\mathbf{x} ;-T)$ and $(\partial / \partial t) f_{-}(\mathbf{x} ;-T)$, and the source $\rho(\mathbf{x} ; t)$. In the inverse problem, one prescribes $f_{ \pm}(\mathbf{x} ; t)$ and seeks to find $\rho(\mathbf{x} ; t)$.

## B. The inverse problem. Coordinate-independent version

As in the direct problem for the three-dimensional case, the inverse problem uses its one-dimensional analog as its prototype.

Let us define $F(\mathbf{p} ; k)$ by

$$
\begin{equation*}
F(\mathbf{p} ; k)=\frac{1}{\sqrt{2 \pi}} \int_{-T}^{+T} \gamma\left(\mathbf{p} ; t^{\prime}\right) e^{i k t^{\prime}} d t^{\prime} \tag{3.12}
\end{equation*}
$$

Of course, if we knew $F(\mathbf{p} ; k)$, we should know $\rho(\mathbf{x} ; t)$, since

$$
\begin{equation*}
4 \pi \rho(\mathbf{x} ; t)=\frac{1}{\sqrt{2 \pi}} \int d \mathbf{p} \int_{-\infty}^{+\infty} d k \chi(\mathbf{x} \mid \mathbf{p}) e^{-i k} F(\mathbf{p} ; k) \tag{3.13}
\end{equation*}
$$

From the information given in the inverse scattering problem we know $\psi(\mathbf{p}, \lambda ; \pm T)$ and hence $G(\mathbf{p}, \lambda)$ defined by

$$
\begin{align*}
G(\mathbf{p}, \lambda) \equiv F(\mathbf{p} ; \lambda p)= & -\frac{2 i \lambda p}{\sqrt{2 \pi}}\left[e^{i \lambda_{p} T} \psi(\mathbf{p}, \lambda ; T)\right. \\
& \left.-e^{-i \lambda_{p} T} \psi(\mathbf{p}, \lambda ;-T)\right] . \tag{3.14}
\end{align*}
$$

The requirement that the functions $f(\mathbf{x} ; t)$ and $\rho(\mathbf{x} ; t)$ be real lead to necessary and sufficient conditions on $\psi(\mathbf{p}, \lambda ; t)$ and $F(\mathbf{p} ; k)$, namely,

$$
\begin{align*}
& \psi^{*}(\mathbf{p}, \lambda ; t)=\psi(-\mathbf{p},-\lambda ; t) \\
& F^{*}(\mathbf{p} ; k)=F(-\mathbf{p} ;-k) \tag{3.15}
\end{align*}
$$

Both conditions lead to the requirement that

$$
\begin{equation*}
G^{*}(\mathbf{p}, \lambda)=G(-\mathbf{p},-\lambda) . \tag{3.16}
\end{equation*}
$$

As in the one-dimensional case we make the assumption

$$
\begin{equation*}
\rho(\mathbf{x} ; t)=\rho_{e}(\mathbf{x}) h_{e}(t)+\rho_{o}(\mathbf{x}) h_{o}(t), \tag{3.17}
\end{equation*}
$$

where the properties of the given functions $h_{e, o}(t)$ and their Fourier transforms $g_{e, o}(k)$ are the same as those for the onedimensional problem.

If we now define $F_{e, o}(\mathbf{p})$ by

$$
F_{e, o}(\mathbf{p})=\int \chi^{*}(\mathbf{x} \mid \mathbf{p}) \rho_{e, o}(\mathbf{x}) d \mathbf{x}
$$

or

$$
\begin{equation*}
\rho_{e, o}(\mathbf{x})=\int \chi(\mathbf{x} \mid \mathbf{p}) F_{e, o}(\mathbf{p}) d \mathbf{p} \tag{3.18}
\end{equation*}
$$

we have as the equation analogous to Eq. (2.35)

$$
\begin{equation*}
F_{e}(\mathbf{p})=\frac{1}{2 g_{e}(p)} \sum_{\lambda} G(\mathbf{p}, \lambda), \quad F_{o}(\mathbf{p})=\frac{1}{2 g_{o}(p)} \sum_{\lambda} \lambda G(\mathbf{p}, \lambda) \tag{3.19}
\end{equation*}
$$

Thus to find $\rho_{e, o}(\mathbf{x})$, one specifies $\psi(\mathbf{p}, \lambda ; \pm T)$, or equivalently $f(\mathbf{x} ; \pm T)$ and $(\partial / \partial t) f(\mathbf{x} ; \pm T)$, calculates $G(\mathbf{p}, \lambda)$ obtains $F_{e, o}(\mathbf{p})$ from Eq. (3.19) and finally $\rho_{e, o}(\mathbf{x})$ through the use of the second of Eq. (3.18).

## C. An example

As an example we take $f_{-}(\mathbf{x} ; t) \equiv 0$, which is equivalent to taking $\psi(\mathbf{p}, \lambda ;-T) \equiv 0$. Moreover, we use $h_{e}(t)=\delta(t)$, $h_{o}(t)=\delta^{\prime}(t)$. As before, $T \rightarrow 0$. We specify $f_{+}(\mathbf{x}, t)$ by giving the Cauchy data as

$$
\begin{align*}
& f_{+}\left(\mathbf{x}, 0_{+}\right) \equiv 0, \quad \frac{\partial}{\partial t} f_{+}\left(\mathbf{x}, 0_{+}\right)=A \delta(\mathbf{x}) .  \tag{3.20}\\
& \text { We obtain for } \psi\left(\mathbf{p}, \lambda ; 0_{+}\right)
\end{align*}
$$

$$
\psi\left(\mathbf{p}, \lambda ; 0_{+}\right)=\frac{1}{(2 \pi)^{3 / 2}} \frac{i \lambda}{p}
$$

on using Eq. (3.7). The function $f_{+}(\mathbf{x} ; t)$ can now be found from Eq. (3.6).

$$
\begin{equation*}
f_{+}(\mathbf{x} ; t)=A G_{1}(\mathbf{x} ; t), \tag{3.22}
\end{equation*}
$$

where $G_{1}(\mathbf{x} ; t)$ is given by the first of Eqs. (3.9). We find from Eq. (3.14)

$$
\begin{equation*}
G(\mathbf{p}, \lambda)=\frac{1}{\sqrt{2 \pi}} \frac{A}{(2 \pi)^{3 / 2}} . \tag{3.23}
\end{equation*}
$$

Thus from Eq. (3.19) for all $g_{o}(k)$ and hence all $h_{o}(t)$

$$
\begin{equation*}
F_{o}(\mathbf{p}) \equiv 0 \quad \text { and hence } \quad \rho_{o}(\mathbf{x}) \equiv 0 . \tag{3.24}
\end{equation*}
$$

Therefore, the present example illustrates the fact that while neither $h_{e}(t)$ or $h_{o}(t)$ can be, in general, taken to be identically zero, nevertheless, the choice of $f_{ \pm}(\mathbf{x} ; t)$ may lead to either $\rho_{e}(\mathbf{x})$ or $\rho_{o}(\mathbf{x})$ being identically zero, in which case, of course, one does not have to specify $h_{e}(t)$ or $h_{o}(t)$. To complete the example, we shall now compute $\rho_{e}(\mathbf{x})$ which from Eq. (3.19) depends on the choice of $h_{e}(t)$. Let us first take $h_{e}(t)=\delta(t)$. Then

$$
\begin{equation*}
4 \pi \rho_{e}(\mathbf{x})=A \delta(\mathbf{x}) . \tag{3.25}
\end{equation*}
$$

Thus

$$
\begin{equation*}
4 \pi \rho(\mathbf{x} ; t)=A \delta(\mathbf{x}) \delta(t) \tag{3.26}
\end{equation*}
$$

We could have anticipated the result Eqs. (3.25) and (3.26) for our choice of $h_{e}(t)$ because our function $f(\mathbf{x} ; t)$ is just the influence function with the initial condition (3.20) which must satisfy the three-dimensional wave equation (1.2) with the source given by Eq. (3.26). Nevertheless, the example is important in showing the inner consistency of the inverse method and in illustrating a case in which one of the functions $\rho_{e}(\mathbf{x})$ or $\rho_{o}(\mathbf{x})$ are identically zero.

This example can also be used to illustrate the effect of the choices of $h_{e}(t)$ and $h_{o}(t)$ on the localization of the source for given functions $f_{ \pm}(\mathbf{x} ; t)$.

The source given in Eqs. (3.25) and (3.26) is strongly localized. Instead of choosing $h_{e}(t)$ to be $\delta(t)$, let us take $h_{e}(t)=\delta^{\prime \prime}(t)$.

In this case

$$
\begin{equation*}
4 \pi \rho(\mathbf{x} ; t)=-\frac{A}{4 \pi r} \delta^{\prime \prime}(t) \tag{3.27}
\end{equation*}
$$

and the source, while still concentrated at $r=0$, now extends to infinity.

The example leading to Eq. (3.26) can be generalized to arbitrary final wave forms for $h_{e}(t)=\delta(t), h_{o}(t)=\delta^{\prime}(t)$.

Let

$$
\begin{equation*}
f_{+}\left(\mathbf{x}, 0_{+}\right)=A(\mathbf{x}), \quad \frac{\partial}{\partial t} f_{+}\left(\mathbf{x}, 0_{+}\right)=B(\mathbf{x}) . \tag{3.28}
\end{equation*}
$$

Then

$$
\begin{equation*}
4 \pi \rho(\mathbf{x} ; t)=B(\mathbf{x}) \delta(t)-A(\mathbf{x}) \delta^{\prime}(t) \tag{3.29}
\end{equation*}
$$

Equations (3.28) and (3.29) are, of course, analogous to Eqs. (2.44) and (2.45).

## D. The inverse method in terms of spherical polar coordinates

Up to now we have discussed the direct and inverse source problems in what is a coordinate-independent formalism. For many purposes, however, spherical polar coordinates are very useful, especially when one wishes to study the radiated pulse at some distance from the source. We shall approach the problem by introducing spherical coordinates in $\mathbf{p}$-space. For this purpose we use spherical harmonics $Y_{J M}(\theta, \phi)$ in the notation of Ref. 10, for example.

The completeness and orthonormality relations of these functions are
$\int_{0}^{2 \pi} d \phi \int_{0}^{\pi} d \theta \sin \theta Y_{J M}^{*}(\theta, \phi) Y_{J^{\prime} M^{\prime}},(\theta, \phi)=\delta_{J J^{\prime}}, \delta_{M M^{\prime}}$,
$\sum_{J=0}^{\infty} \sum_{M=-J}^{J} Y_{J M}^{*}(\theta, \phi) Y_{J M}\left(\theta^{\prime}, \phi^{\prime}\right) \sin \theta$

$$
\begin{equation*}
=\delta\left(\theta-\theta^{\prime}\right) \delta\left(\phi-\phi^{\prime}\right) \tag{3.31}
\end{equation*}
$$

The following relation will also prove useful:

$$
\begin{equation*}
Y_{J M}^{*}(\theta, \phi)=(-1)^{M} Y_{J,-M}(\theta, \phi) . \tag{3.32}
\end{equation*}
$$

Let us now consider the functions $\psi(p, J, M, \lambda ; t)$, $F(p, J, M ; k), G(p, J, M, \lambda), \gamma(p, J, M ; t), F_{e, o}(p, J, M)$ defined by $\psi(p, J, M, \lambda ; t)=\int_{0}^{2 \pi} d \phi \int_{0}^{\pi} d \theta \sin \theta Y_{J M}^{*}(\theta, \phi) \psi(\mathbf{p}, \lambda ; t)$,
and so on, where $p, \theta, \phi$ are the usual spherical polar coordinates of $p$.

One can invert Eq. (3.33) as

$$
\psi(\mathbf{p}, \lambda ; t)=\sum_{J=0}^{\infty} \sum_{M=-J}^{J} Y_{J M}(\theta, \phi) \psi(p, J, M, \lambda ; t)
$$

and so on.
To get the relation between $f(\mathbf{x} ; t)$ and $\psi(p, J, M, \lambda ; t)$, we have from Eqs. (2.4) and (3.33')
$f(\mathbf{x} ; t)=\sum_{J=0}^{\infty} \sum_{M=-J}^{J} \int_{0}^{\infty} p^{2} d p \chi(\mathbf{x} \mid p, J, M) \psi(p, J, M, \lambda ; t)$,
where

The integral on the right of Eq. (3.33) is evaluated in many places. One obtains the result

$$
\begin{equation*}
\chi(\mathbf{x} \mid p, J, M)=(2 / \pi)^{1 / 2}(i) j_{J}(p r) Y_{J M}(\theta, \phi) \tag{3.36}
\end{equation*}
$$

In Eq. (3.36), $r, \theta, \phi$ are the spherical polar coordinates of $\mathbf{x}$ (since the spherical coordinate angles of $\mathbf{p}$ do not appear, there should be no confusion about which vector the angles belong to), and $j_{J}(x)$ are the usual spherical Bessel functions of order $J$.

The functions $\mathcal{\chi}(\mathbf{x} \mid p, J, M)$ satisfy the orthogonality and completeness relations

$$
\begin{equation*}
\int \chi^{*}(\mathbf{x} \mid p, J, M) \chi\left(\mathbf{x} \mid p^{\prime}, J^{\prime}, M^{\prime}\right) d \mathbf{x}=\frac{\delta\left(p-p^{\prime}\right)}{p^{2}} \delta_{J J^{\prime}}, \delta_{M M^{\prime}} \tag{3.37}
\end{equation*}
$$

$$
\begin{aligned}
& \sum_{J=0}^{\infty} \sum_{M=-J}^{J} \int_{0}^{\infty} \chi^{*}(\mathbf{x} \mid p, J, M) \chi\left(\mathbf{x}^{\prime} \mid p, J, M\right) p^{2} d p \\
& =\delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right)
\end{aligned}
$$

Equation (3.37) can be proved in several ways. Perhaps the most straightforward is to use the explicit expressions for $\chi(\mathbf{x} \mid p, J, M)$ of Eq. (3.36), the orthogonality and completeness relations (3.30) and (3.31) for the spherical harmonics, and the Fourier-Bessel transformation for spherical Bessel functions which takes the form

$$
\begin{equation*}
\frac{2}{\pi} \int_{0}^{\infty} j_{J}\left(t x^{\prime}\right) j_{J}\left(t x^{\prime}\right) t^{2} x^{2} d t=\delta\left(x-x^{\prime}\right) \tag{3.38}
\end{equation*}
$$

Thus Eq. (3.34) can be inverted to give

$$
\psi(p, J, M, \lambda ; t)=\int \chi^{*}(\mathbf{x} \mid p, J, M) f(\mathbf{x} ; t) d \mathbf{x}
$$

Likewise,

$$
\begin{align*}
& 4 \pi \rho_{e, o}(\mathbf{x})= \sum_{J=0}^{\infty} \sum_{-J}^{J} \int_{0}^{\infty} p^{2} d p \chi(\mathbf{x} \mid p, J, M) F_{e, o}(p, J, M), \\
& F_{e, o}(p, J, M)=4 \pi \int \chi^{*}(\mathbf{x} \mid p, J, M) p_{e, o}(\mathbf{x}) d \mathbf{x},  \tag{3.39}\\
& 4 \pi \rho(\mathbf{x} ; t)= \sum_{J=0}^{\infty} \sum_{-J}^{J} \int_{0}^{\infty} p^{2} d p \chi(x \mid p, J, M) \gamma(p, J, M ; t), \\
& \gamma(p, J, M ; t)=4 \pi \int \chi^{*}(\mathbf{x} \mid p, J, M) \rho(\mathbf{x} ; t) d \mathbf{x},  \tag{3.40}\\
& 4 \pi \rho(\mathbf{x} ; t)= \sum_{J=0}^{\infty} \sum_{-J}^{J} \int_{0}^{\infty} p^{2} d p \chi(\mathbf{x} \mid p, J, M) \frac{1}{\sqrt{2 \pi}} \\
& \times \int_{-\infty}^{+\infty} d k e^{-i k t} F(p, J, M ; k),
\end{align*}
$$

$$
\begin{align*}
F(p, J, M ; k)= & 4 \pi \int \chi^{*}(\mathbf{x} \mid p, J, M) d \mathbf{x} \frac{1}{\sqrt{2 \pi}}  \tag{3.41}\\
& \times \int_{-T}^{+T} e^{i k t} d t \rho(\mathbf{x} ; t) \\
F(p, J, M ; k)= & \frac{1}{\sqrt{2 \pi}} \int_{-T}^{+T} e^{i k t} \gamma(p, J, M ; t) d t
\end{align*}
$$

$$
\begin{gather*}
\times \int_{-T}^{+T} e^{i k t} d t \rho(\mathbf{x} ; t) \\
F(p, J, M ; k)=\frac{1}{\sqrt{2 \pi}} \int_{-T}^{+T} e^{i k t} \gamma(p, J, M ; t) d t \\
\gamma(p, J, M ; t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{-i k t} F(p, J, M ; k) d k \tag{3.42}
\end{gather*}
$$

The functions $\psi(p, J, M, \lambda ; \pm T)$ are given in terms of $f(\mathbf{x} ; \pm T)$ and $(\partial / \partial t \downarrow f(\mathbf{x} ; \pm T)$ as follows [cf. Eq. (3.7)]:

$$
\begin{align*}
\psi(p, J, M, \lambda ; \pm T)= & \frac{1}{2}\left[\int \chi^{*}(\mathbf{x} \mid p, J, M) f_{ \pm}(\mathbf{x} ; \pm T) d \mathbf{x}\right. \\
& +i \frac{\lambda}{p} \int \chi^{*}(\mathbf{x} \mid p, J, M) \frac{\partial}{\partial t} \\
& \left.\times f_{ \pm}(\mathbf{x} ; \pm T) d \mathbf{x}\right] \tag{3.43}
\end{align*}
$$

Finally,

$$
\begin{align*}
G(p, J, M, \lambda) \equiv & F(p, J, M ; \lambda p) \\
= & -\frac{2 i \lambda p}{\sqrt{2 \pi}}\left[e^{i \lambda_{p} T} \psi(p, J, M, \lambda ; T)\right. \\
& \left.-e^{-i \lambda p T} \psi(p, J, M, \lambda ;-T)\right] \tag{3.44}
\end{align*}
$$

and

$$
\begin{align*}
& F_{e}(p, J, M)=\frac{1}{2 g_{e}(p)} \sum_{\lambda} G(p, J, M, \lambda) \\
& F_{o}(p, J, M)=\frac{1}{2 g_{o}(p)} \sum_{\lambda} \lambda G(p, J, M, \lambda) \tag{3.45}
\end{align*}
$$

The requirement that $f(\mathbf{x} ; t)$ and $\rho(\mathbf{x} ; t)$ be realleads to [on using Eqs. (3.32) and (3.36)] requirements on $\psi(p, J, M, \lambda ; t)$ and $F(p, J, M ; k)$, namely,

$$
\begin{align*}
& \psi^{*}(p, J, M, \lambda ; t)=(-1)^{J+M} \psi(p, J,-M,-\lambda ; t), \\
& F^{*}(p, J, M ; k)=(-1)^{J+M} F(p, J,-M ;-k) . \tag{3.46}
\end{align*}
$$

Both of these conditions lead to [see Eq. (3.44)]

$$
\begin{equation*}
G^{*}(p, J, M, \lambda)=(-1)^{J+M} G(p, J,-M,-\lambda) \tag{3.47}
\end{equation*}
$$

and hence from Eq. (3.5)

$$
\begin{align*}
& F_{e}^{*}(p, J, M)=(-1)^{J+M} F_{e}(p, J,-M) \\
& F_{o}^{*}(p, J, M)=(-1)^{J+M} F_{o}(p, J,-M) \tag{3.48}
\end{align*}
$$

To summarize: knowledge of $f_{ \pm}(\mathbf{x} ; t)$ is equivalent, through Eq. (3.43), to knowing $\psi(p, J, M, \lambda ; \pm T)$, from which, in turn $G(p, J, M, \lambda)$ can be obtained from Eq. (3.44) and $F_{e, o}(p, J, M)$ from Eq. (3.45). Finally $\rho_{e, o}(\mathbf{x})$ are obtained through the use of Eq. (3.39). The reality conditions assure us that $\rho_{e, o}(\mathbf{x})$ will be real.

Let us consider the special case in which $\psi(p, J, M, \lambda ;-T) \equiv 0$, and hence, equivalently, $f_{-}(\mathbf{x} ; t) \equiv 0$, and in which the wave function at $t=T$ is to consist of a single multipole, i.e.,
$f_{+}(\mathbf{x} ; T)=R_{L N}(r) Y_{L N}(\theta, \phi)+R_{L,-N}(r) Y_{L,-N}(\theta, \phi)$,
$\frac{\partial}{\partial t} f_{+}(\mathbf{x}, T)=S_{L N}(r) Y_{L N}(\theta, \phi)+S_{L,-N}(r) Y_{L,-N}(\theta, \phi)$.
The requirement that $f_{+}(\mathbf{x}, t)$ be real leads to

$$
\begin{equation*}
R_{L N}^{*}=(-1)^{N} R_{L,-N}(r), \quad S_{L N}^{*}(r)=(-1)^{N} S_{L,-N}(r) \tag{3.50}
\end{equation*}
$$

In fact, it is to satisfy the reality requirement that, for a given $L$, one must have a term for $-N$ as well as for $N$. We assume

Eq. (3.49) even for cases in which $N=0$, in order to unify the notation.

In the particular case $h_{e}(t)=\delta(t), h_{o}(t)=\delta^{\prime}(t)$, and $T \rightarrow 0$ we can find $\rho(\mathbf{x} ; t)$ immediately from Eqs. (3.28) and (3.29). We see that the source density consists of the same multipoles as appear in $f_{+}(\mathbf{x} ; T)$.

For the general form of $h_{e}(t)$ and $h_{o}(t)$ we have

$$
4 \pi \rho_{e}(\mathbf{x})=F_{L N}(r) Y_{L N}(\theta, \phi)+F_{L,-N} Y_{L,-N}(\theta, \phi),(3.51)
$$

where

$$
\begin{align*}
F_{L, \pm N}(r)= & \frac{1}{\pi} \int_{0}^{\infty}\left[\hat{S}_{L, \pm N}(p) \cos p T\right. \\
& \left.+p \hat{R}_{L, \pm N}(p) \sin p T\right] \frac{p^{2}}{g_{e}(p)} j_{L}(p r) d p \tag{3.51a}
\end{align*}
$$

with

$$
\begin{align*}
& \hat{R}_{L N}(p)=\left(\frac{2}{\pi}\right)^{1 / 2} \int_{0}^{\infty} R_{L N}(r) j_{L}(p r) r^{2} d r \\
& \hat{S}_{L N}(p)=\left(\frac{2}{\pi}\right)^{1 / 2} \int_{0}^{\infty} S_{L N}(r) j_{L}(p r) r^{2} d r \tag{3.51b}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
4 \pi \rho_{o}(\mathbf{x})=G_{L N}(r) Y_{L N}(\theta, \phi)+G_{L,-N} Y_{L,-N}(\theta, \phi) \tag{3.52}
\end{equation*}
$$

where

$$
\begin{align*}
G_{L, \pm N}(r)= & -\frac{i}{\pi} \int_{0}^{\infty}\left[\hat{S}_{L, \pm N}(p) \sin p T\right. \\
& \left.-p \hat{R}_{L, \pm N}(p) \cos p T\right] \frac{p^{2}}{g_{o}(p)} j_{L}(p r) d p
\end{align*}
$$

As a particularly simple example, let us take

$$
\begin{equation*}
f_{+}(\mathbf{x}, T)=\frac{2 R(r)}{\sqrt{4 \pi}}, \quad \frac{\partial}{\partial t} f_{+}(\mathbf{x}, T) \equiv 0 \tag{3.53}
\end{equation*}
$$

where $R(r)$ is a real function of the radius. Then

$$
\begin{align*}
& R_{00}(r)=R(r), \quad R_{L N}(r) \equiv 0 \text { for } L \neq 0 \\
& S_{L N} \equiv 0 \text { for all } L, N \tag{3.54}
\end{align*}
$$

If now, in addition, we take $R(r)$ to be given by

$$
\begin{equation*}
R(r)=A \eta(a-r) \tag{3.55}
\end{equation*}
$$

where $A$ is any real constant and $\eta(x)$ is the Heaviside function $\eta(x)=1$ for $x \geqslant 1, \eta(x)=0$ for $x<0$, we can find $f_{+}(\mathbf{x}, t)$ for all time $t$. One obtains
$f_{+}(\mathbf{x}, t)$

$$
\begin{align*}
= & \frac{a}{\sqrt{4 \pi} r}[-(r+\tau \mid \eta(\tau-r-a)+(r-\tau) \eta(a-r-\tau) \\
& +(r+\tau) \eta(a-r+\tau)], \quad(\tau=t-T) \tag{3.56}
\end{align*}
$$

Eq. (3.56) represents the solution of the homogeneous threedimensional wave equation when the function is initially constant in a sphere of radius $a$ and such that the time derivative of the function is zero initially.

If we take $h_{o}(t)=\delta^{\prime}(t)$ and $T \rightarrow 0$, then the source which gives rise to this wave would be [from Eq. (3.28)]

$$
\begin{equation*}
4 \pi \rho(\mathbf{x} ; t)=-[2 A \eta(a-r) / \sqrt{4 \pi}] \delta^{\prime}(t) \tag{3.57}
\end{equation*}
$$

We have thereby solved in a completely explicit manner an acoustic inverse source problem in three dimensions.

## 4. THE THREE-DIMENSIONAL ELECTROMAGNETIC INVERSE SOURCE PROBLEM

A culmination of sorts is the treatment of the direct and inverse source problems for Maxwell's equations (1.3). These equations are obviously much more complicated than that for the one-dimensional transmission line (1.1) or the threedimensional acoustic equation (1.2). Historically, however, the present author treated the three-dimensional electromagnetic problem earlier in Ref. 5.

The vector character of Maxwell's equations would seem to require a much more complicated treatment than the scalar cases which we have thus far discussed. However, in Ref. 5 we showed that modes could be introduced which separated the transverse electromagnetic field and currents from the longitudinal components and that the transverse components themselves separated into two modes corresponding to the two possible circular polarizations of the field. These two transverse modes satisfied time-dependent equations no more complicated than that which appears in the expression of $\psi(p, \lambda ; t)$ for the one-dimensional transmission line in Eq. (2.3). Thus the three-dimensional electromagnetic inverse problem can be treated in a way which is close to that for the much simpler one-dimensional equation.

In Ref. 5 we cast Maxwell's equations (1.3) into a form which resembled Dirac's equation for an electron. We used the eigenfunctions of the Dirac-like Hamiltonian to carry out the separation of the vector electromagnetic field into the longitudinal and transverse modes discussed above. In the present paper, however, we shall carry out the separation through the use of eigenfunctions of the curl operator which we introduced in Ref. 8.

We shall first review the properties of the eigenfunctions of the curl operator and then apply them to the direct and inverse source problems.

## A. Eigenfunctions of the curl operator

The eigenfunctions of the curl operator were introduced in Ref. 8 to bring about a generalization of the Helmholtz decomposition theorem for vector fields. The Helmholtz theorem says that vectors can be expressed as the sum of a longitudinal and a transverse component such that the longitudinal component can be expressed as the gradient of a scalar potential and the transverse component can be obtained as the curl of a vector potential. The usual Helmholtz decomposition has proved particularly useful for fluid dynamics and electromagnetic theory. In the application to electromagnetic theory, however (also in a different way in fluid dynamics), this decomposition is seriously flawed. This flaw shows up in the need for rather complicated geometrical and algebraic arguments needed to solve the direct source problem, for example. Typically, one takes Fourier transforms of vector wave functions $V(\mathbf{x})$. If $\mathbf{G}(\mathbf{p})$ and $\mathbf{H}(\mathbf{p})$ are the Fourier transforms of the longitudinal and transverse parts of $\mathbf{V}(\mathbf{x})$, they are characterized by the requirement that they
satisfy the algebraic restrictions $\mathbf{p} \times \mathbf{G}(\mathbf{p})=0$ and $\mathbf{p} \cdot \mathbf{H}(\mathbf{p})=0$ which is the Fourier transform equivalent to requiring that the curl of the longitudinal part and the divergence of the transverse part $V(x)$ vanish, respectively. The transform of Maxwell's equations lead to equations for $\mathbf{H}(\mathbf{p})$ and $\mathbf{G ( p )}$ which are coupled in the same way as the vectors of the original untransformed equations. The sole benefit is to replace differentiation by multiplication. One then struggles with these equations in various ways to uncouple them. One way to uncouple the equations is to introduce vector and scalar potentials. However, though each component of the vector potential satisfies the usual second-order wave equation of the form (1.2), the components must satisfy a gauge condition. Moreover, some problems arise with setting the gauge.

All these complications are avoided by using the eigenfunctions of the curl operator. The curl operator $\nabla \times$ is treated as being an operator in a complex vector space with the obvious inner product. One finds the eigenfunctions of this operator and expands all vectors in terms of these eigenfunctions. The expansion is a generalization of the Fourier transform. Scalars, such as the charge density, are simply Four-ier-transformed. The transformed Maxwell's equations appear as three uncoupled first-order differential equations in time, each of which is rotationally invariant and each of which is readily integrated. One of the equations is for the longitudinal component of the field in terms of the charge density, and the other two equations are for two transverse components corresponding to two circularly polarized fields. The direct and inverse source problems for the transverse components are very close to those of the one-dimensional problem. Vector and scalar potentials play no role whatever, though they can be introduced. (It might be mentioned that a further generalization of the Helmholtz theorem for tensor fields of arbitrary rank is given in Ref. 11.)

We now proceed to discuss the eigenfunctions of the curl operator. We got to them through a careful study of the properties of the rotation group. We shall simply summarize their properties. For more details we refer to Ref. 8.

There are two forms for the eigenfunctions of the curl operator. The first corresponds to the use of Cartesian coordinates and bears a close resemblance to the use of ordinary Fourier transformations in three dimensions, and the second is useful for treating problems in terms of spherical polar coordinates and uses vector spherical harmonics. The first form of the eigenfunctions will be treated now. The second will be treated in Sec. 4D of the present paper.

Let us consider an arbitrary unit vector $\eta$ and a discrete variable $\lambda= \pm 1,0$. For each value of $\eta$ we define a vector $\mathbf{Q}_{\lambda}(\boldsymbol{\eta})$ by

$$
\begin{align*}
\mathbf{Q}_{0}(\boldsymbol{\eta})= & -\boldsymbol{\eta}, \\
\mathbf{Q}_{\lambda}(\boldsymbol{\eta})=-\frac{\lambda}{\sqrt{2}} & {\left[\frac{\eta_{1}\left(\eta_{1}+i \lambda \eta_{2}\right)}{1+\eta_{3}}-1,\right.} \\
& \left.\frac{\eta_{2}\left(\eta_{1}+i \lambda \eta_{2}\right)}{1+\eta_{3}}-i \lambda, \eta_{1}+i \lambda \eta_{2}\right] \\
& (\lambda= \pm 1) . \tag{4.1}
\end{align*}
$$

It is readily seen that the vectors $\mathbf{Q}_{\lambda}(\eta)$ satisfy the following orthogonality and completeness relations:

$$
\begin{equation*}
\mathbf{Q}_{\lambda}^{*}(\boldsymbol{\eta}) \cdot \mathbf{Q}_{\mu}(\boldsymbol{\eta})=\delta_{\lambda \mu}, \quad \sum_{\lambda} Q_{i \lambda}^{*}(\boldsymbol{\eta}) Q_{j \lambda}(\boldsymbol{\eta})=\delta_{i j} \tag{4.2}
\end{equation*}
$$

Also

$$
\begin{equation*}
\boldsymbol{\eta} \cdot \mathbf{Q}_{\lambda}(\boldsymbol{\eta})=-\delta_{\lambda 0}, \quad \boldsymbol{\eta} \times \mathbf{Q}_{\lambda}(\boldsymbol{\eta})=-i \lambda \mathbf{Q}_{\lambda}(\boldsymbol{\eta}) \tag{4.3}
\end{equation*}
$$

We now introduce the eigenfunctions of the curl operator $\chi(\mathbf{x} \mid \mathbf{p}, \mathcal{\lambda})$ by

$$
\begin{equation*}
\mathbf{\chi}(\mathbf{x} \mid \mathbf{p}, \lambda)=\left[1 /(2 \pi)^{3 / 2}\right] e^{i p \cdot \mathbf{x}} \mathbf{Q}_{\lambda}(\mathbf{p} / p), \quad p=|\mathbf{p}| \tag{4.4}
\end{equation*}
$$

The eigenfunctions satisfy the following orthogonality and completeness relations:

$$
\begin{align*}
& \int \chi^{*}(\mathbf{x} \mid \mathbf{p}, \lambda) \cdot \chi\left(\mathbf{x} \mid \mathbf{p}^{\prime}, \lambda^{\prime}\right) d \mathbf{x}=\delta\left(\mathbf{p}-\mathbf{p}^{\prime}\right) \delta_{\lambda, \lambda^{\prime}}, \\
& \sum_{\lambda} \int \chi_{i}^{*}(\mathbf{x} \mid \mathbf{p}, \lambda) \chi_{j}\left(\mathbf{x}^{\prime} \mid \mathbf{p}, \lambda\right) d \mathbf{p}=\delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \delta_{i j} \tag{4.5}
\end{align*}
$$

Moreover, the eigenfunctions are eigenfunctions of the curl operator with eigenvalue $\lambda p$, since

$$
\begin{equation*}
\nabla \times \chi(\mathbf{x} \mid \mathbf{p}, \lambda)=\lambda p \boldsymbol{\chi}(\mathbf{x} \mid \mathbf{p}, \lambda) \tag{4.6}
\end{equation*}
$$

Another important property of the eigenfunctions is

$$
\begin{equation*}
\nabla \cdot \chi(\mathbf{x} \mid \mathbf{p}, \lambda)=-i p \frac{e^{i \mathrm{p} \cdot \mathbf{x}}}{(2 \pi)^{3 / 2}} \delta_{\lambda, 0} \tag{4.7}
\end{equation*}
$$

Using these properties of the eigenfunctions, we can now generalize the Helmholtz theorem as follows.

Any vector $\mathbf{v}(\mathbf{x})$ can be written in the form

$$
\begin{equation*}
\mathbf{v}(\mathbf{x})=\sum_{\lambda} \mathbf{v}_{\lambda}(\mathbf{x}), \quad \text { where } \quad \mathbf{v}_{\lambda}(\mathbf{x})=\int \mathbf{x}(\mathbf{x} \mid \mathbf{p}, \lambda) V(\mathbf{p}, \lambda) d \mathbf{p} \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
V(\mathbf{p}, \lambda)=\int \mathbf{x}^{*}(\mathbf{x} \mid \mathbf{p}, \lambda) \cdot \mathbf{v}(\mathbf{x}) d \mathbf{x} \tag{4.9}
\end{equation*}
$$

In this decomposition

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{v}_{\lambda}(\mathbf{x})=0 \quad \text { for } \quad \lambda= \pm 1, \quad \nabla \times \mathbf{v}_{0}(x)=0 \tag{4.10}
\end{equation*}
$$

We have thereby sharpened the Helmholtz theorem by showing that there are two, rather than one, transverse components of a vector.

This decomposition is rotationally invariant in the following sense:

Let $\mathbf{v}^{\prime}(\mathbf{x})$ be the vector obtained from $\mathbf{v}(\mathbf{x})$ by a rotation $R$ of the coordinate system. That is, the components of the vector $\mathbf{v}(\mathbf{x})$ in the new coordinate system are $v_{i}^{\prime}(\mathbf{x})$ so that

$$
\begin{equation*}
v_{i}^{\prime}(\mathbf{x})=\sum_{j} R_{i j} v_{j}\left(R^{-1} \mathbf{x}\right) \tag{4.11}
\end{equation*}
$$

where $R_{i j}$ are the components of the rotation matrix $R$. Then

$$
\begin{equation*}
\mathbf{V}^{\prime}(\mathbf{x})=\sum_{\lambda} \mathbf{v}_{\lambda}^{\prime}(\mathbf{x}) . \tag{4.12}
\end{equation*}
$$

In words: the decomposition of the vector in the new frame of reference can be performed by first carrying out the decomposition in the old frame and then transforming each $\mathbf{v}_{\lambda}$ separately. The modes described by $\lambda$ do not mix in the rotat-
ed frame. In a certain sense our decomposition is irreducible. This result follows from the relation

$$
\begin{equation*}
\sum_{j} R_{i j} \chi_{j}\left(R^{-1} \mathbf{x} \mid \mathbf{p}, \lambda\right)=\exp [2 i \lambda \Phi(\theta, \eta)] \chi_{i}(\mathbf{x} \mid \mathbf{p}, \lambda) \tag{4.13}
\end{equation*}
$$

where $\Phi(\theta, \eta)$ is defined as the principal branch of

$$
\tan \Phi(\theta, \eta)=\frac{\left(\theta \cdot \boldsymbol{\eta}+\theta_{3}\right) \tan (\theta / 2)}{\theta\left(1+\eta_{3}\right)+(\theta \times \eta)_{3} \tan (\theta / 2)},
$$

where $\boldsymbol{\eta}=(p / p)$ and the unit vector along $\theta$ specifies the direction of the axis of rotation and $\theta=|\theta|$ is the angle of rotation in the axis-angle description of the rotation associated with the rotation matrix $R$. [The $i$ in the exponential in Eq. (4.13) is the imaginary $\sqrt{-1}$, not the subscript $i$.] Thus the eigenfunctions of the curl operator are also eigenfunctions of the rotation operator.

We can now introduce vector potentials $\mathbf{A}_{\lambda}(\mathbf{x})$ defined by

$$
\begin{equation*}
\boldsymbol{\nabla} \times \mathbf{A}_{\lambda}(x)=\mathbf{v}_{\lambda}(\mathbf{x}), \quad \lambda= \pm 1 \tag{4.14}
\end{equation*}
$$

and a scalar potential $V(x)$ defined by

$$
\nabla V(\mathbf{x})=\mathbf{v}_{0}(\mathbf{x})
$$

Equations (4.12) and (4.14) constitute our sharpening of the Helmholtz theorem.

We shall now give the general form of the vector potentials $\mathbf{A}_{\lambda}(\mathbf{x})$ and the scalar potential $V(\mathbf{x})$ which we regard as solutions of Eqs. (4.14) and (4.14'), respectively. To find the vector potentials, we write the vector potentials in the form of an expansion in terms of the eigenfunctions of the curl operator, as in Eq. (4.9),

$$
\begin{equation*}
\mathbf{A}_{\lambda}(\mathbf{x})=\sum_{\lambda^{\prime}} \int \boldsymbol{\chi}\left(\mathbf{x} \mid \mathbf{p}, \lambda^{\prime}\right) B\left(\mathbf{p}, \lambda^{\prime}\right) d \mathbf{p} \tag{4.15}
\end{equation*}
$$

On substituting into Eq. (4.14) and using (4.6), the expansion Eq. (4.8), and the linear independence of the eigenfunctions, we obtain

$$
\begin{align*}
& B(\mathbf{p}, \lambda)=\lambda V(\mathbf{p}, \lambda) / p, \quad B(\mathbf{p},-\lambda)=0, \\
& B(\mathbf{p}, 0) \text { arbitrary } . \tag{4.16}
\end{align*}
$$

Thus the vector potentials $\mathbf{A}_{\lambda}(\mathbf{x})$ can be written as

$$
\begin{align*}
& \mathbf{A}_{\lambda}(\mathbf{x})=\int \mathbf{\chi}(\mathbf{x} \mid \mathbf{p}, \lambda) B(\mathbf{p}, \lambda) d \mathbf{p}+\mathbf{W}(\mathbf{x})  \tag{4.17}\\
& \mathbf{W}(\mathbf{x})=\int \chi(\mathbf{x} \mid \mathbf{p}, 0) B(\mathbf{p}, 0) d \mathbf{p}
\end{align*}
$$

The first of Eq. (4.17) show us that each of the two vector potentials (one for $\lambda=+1$ and one for $\lambda=-1$ ) consists of the sum of an essential, minimal part which depends uniquely on $\mathbf{v}_{\lambda}(\mathbf{x})$ and an arbitrary vector $\mathbf{W}(\mathbf{x})$ which can be written to have the form
$\mathbf{W}(\mathbf{x})=\nabla Q(\mathbf{x}), \quad Q(\mathbf{x})=\frac{i}{(2 \pi)^{3 / 2}} \int e^{i \mathbf{p} \cdot \mathbf{x}} \frac{B(\mathbf{p}, 0)}{p} d \mathbf{p}$.
Thus $\mathbf{W}(\mathbf{x})$ is the gradient of an arbitrary function $Q(x)$.
We recognize $\mathbf{W}(\mathbf{x})$ is the gauge. Our procedure has isolated the essential parts of the vector potential and has removed the mystery of the gauge.

We now want to find the function $V(x)$ from $v_{0}(x)$. From Eq. (4.8) and the form of $\chi(\mathbf{x} \mid p, 0)$ we have

$$
\begin{equation*}
V(\mathbf{x})=-\frac{i}{(2 \pi)^{3 / 2}} \int e^{i \mathbf{p} \cdot \mathbf{x}} \frac{V(\mathbf{p}, 0)}{p} d \mathbf{p} \tag{4.18}
\end{equation*}
$$

Two other properties of the vector decomposition into sums of eigenfunctions of the curl operator are of particular interest.

First we shall discuss the reality property. It is readily seen from the properties of the eigenfunctions that a necessary and sufficient condition for a vector $\mathbf{v}(\mathbf{x})$ to be real is that in the expansion equations (4.8) and (4.9)

$$
\begin{equation*}
V(\mathbf{p}, \lambda)=-\frac{p_{1}-i \lambda p_{2}}{p_{1}+i \lambda p_{2}} V^{*}(-\mathbf{p}, \lambda) \tag{4.19}
\end{equation*}
$$

The second property is an explicit formula by which the longitudinal portion of a vector can be removed from the vector, leaving thereby only a transverse part. Let $\mathbf{v}_{T}(\mathbf{x})$ be the transverse part of a vector $\mathbf{v}(\mathbf{x})$ and let $\mathbf{v}_{L}(\mathbf{x})$ be the longitudinal part.

Then

$$
\begin{equation*}
\mathbf{v}_{L}(\mathbf{x})=\int \mathbf{\chi}(\mathbf{x} \mid \mathbf{p}, 0) V(\mathbf{p}, 0) d \mathbf{p}=\int D_{M}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \mathbf{v}\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime} \tag{4.20}
\end{equation*}
$$

where $D_{M}(\mathbf{x})$ is a dyadic represented by a $3 \times 3$ matrix acting on the vector with elements

$$
\begin{equation*}
D_{M i j}(\mathbf{x})=\int \mathbf{\chi}_{i}(\mathbf{x} \mid \mathbf{p}, 0) \chi_{j}^{*}(0 \mid \mathbf{p}, 0) d \mathbf{p} \tag{4.20a}
\end{equation*}
$$

By explicit calculation

$$
\begin{equation*}
D_{M i j}\left(\mathbf{x}-\mathbf{x}^{\prime}\right)=-\frac{1}{4 \pi} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \frac{1}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \tag{4.20b}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\mathbf{v}_{L}(\mathbf{x})=-\frac{1}{4 \pi} \nabla\left[\nabla \cdot \int \frac{\mathbf{v}\left(\mathbf{x}^{\prime}\right)}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} d \mathbf{x}^{\prime}\right] \tag{4.21}
\end{equation*}
$$

The above result indicates that if $\mathbf{v}(\mathbf{x})$ has compact support, its longitudinal component $\nabla_{L}(x)$ and hence its transverse component $\mathbf{v}_{T}(\mathbf{x})=\mathbf{v}(\mathbf{x})-\mathbf{v}_{L}(\mathbf{x})$ will only exceptionally also have compact support. This result is of the greatest importance for physical applications in both the direct and inverse problems. One would like to have the currents located in a finite portion of space, i.e., have compact support, for practical realizations. However, as we shall soon see, only the transverse component of the current contributes to radiation fields, and thus, even when the total current has compact support, the transverse portion may not.

Some of this difficulty can be overcome by working with spherical polar coordinates. Compactness can then be defined with respect to the radial variable alone and examples of compact transverse vectors can easily be given.

## B. The direct problem for Maxwell's equations

It is convenient to rewrite Maxwell's equations in the Bateman form. Thus we introduce the complex vector

$$
\begin{equation*}
\psi(\mathbf{x} ; t)=\mathbf{E}(\mathbf{x} ; t)-i \mathbf{H}(\mathbf{x} ; t) . \tag{4.22}
\end{equation*}
$$

Maxwell's equations (1.3) become

$$
\begin{align*}
& \nabla \times \psi(\mathbf{x} ; t)=-i \frac{\partial}{\partial t} \psi(\mathbf{x} ; t)-4 \pi i \mathbf{j}(\mathbf{x} ; t) \\
& \nabla \cdot \psi(\mathbf{x} ; t)=4 \pi \rho(\mathbf{x} ; t) \tag{4.23}
\end{align*}
$$

In contrast to the situation for the one-dimensional equation and the three-dimensional acoustic equation, the wave function $\psi(x ; t)$ is generally complex. However, the current $\mathbf{j}(\mathbf{x} ; t)$ and charge density $\rho(\mathbf{x} ; t)$ are real.

To solve Maxwell's equations, we expand vectors in terms of the eigenfunctions of the curl operator and Fourier expand the sole scalar of interest, the charge density.

Thus we write

$$
\begin{align*}
& \psi(\mathbf{x} ; t)=\sum_{\lambda} \int \chi(\mathbf{x} \mid \mathbf{p}, \lambda) \psi(\mathbf{p}, \lambda ; t) d \mathbf{p}  \tag{4.24}\\
& 4 \pi \mathbf{j}(\mathbf{x} ; t)=\sum_{\lambda} \int \boldsymbol{\chi}(\mathbf{x} \mid \mathbf{p}, \lambda) \gamma(\mathbf{p}, \lambda ; t) d \mathbf{p}  \tag{4.25}\\
& 4 \pi \rho(\mathbf{x} ; t)=\frac{1}{(2 \pi)^{3 / 2}} \int e^{i \mathbf{p} \cdot \mathbf{x}} r(\mathbf{p} ; t) d \mathbf{p} \tag{4.26}
\end{align*}
$$

On substituting into Eq. (4.23) and using the properties of the eigenfunctions (4.6) and (4.7), we have

$$
\begin{align*}
& \psi(\mathbf{p}, 0 ; t)=(i / p) r(\mathbf{p} ; t)  \tag{4.27}\\
& -\frac{\partial}{\partial t} \psi(\mathbf{p}, 0 ; t)=\gamma(\mathbf{p}, 0 ; t)
\end{align*}
$$

which relate the longitudinal components of the electromagnetic field to the charge distribution and the longitudinal component of the current. The transverse part of the electromagnetic field is related to the transverse part of the current in the following way:

$$
\begin{equation*}
\frac{\partial}{\partial t} \psi(\mathbf{p}, \lambda ; t)-i p \lambda \psi(\mathbf{p}, \lambda ; t)=-\gamma(\mathbf{p}, \lambda ; t) \quad(\lambda= \pm 1) \tag{4.28}
\end{equation*}
$$

Our use of the eigenfunctions of the curl operator has enabled us to split the equations into a longitudinal part and two uncoupled transverse parts. The equations are of the form of inhomogeneous first order differential equations in time which are easily solved for.

Let us now complete the discussion for the longitudinal field.

In the direct problem it is clear from the first of Eq. (4.27) that the longitudinal part of the electromagnetic field is completely determined by the charge density. For

$$
\begin{align*}
\psi_{L}(\mathbf{x} ; t) & =\int \chi(\mathbf{x} \mid p, 0) \frac{i}{p} r(\mathbf{p} ; t) d p \\
& =\frac{1}{(2 \eta)^{3 / 2}}(-\nabla) \int e^{i \mathbf{p} \cdot \mathbf{x}} r(\mathbf{p} ; t) \frac{d \mathbf{p}}{p^{2}} \tag{4.29}
\end{align*}
$$

We now express $r(\mathbf{p} ; t)$ in terms of $4 \pi \rho(\mathbf{x} ; t)$ by using the inverse Fourier transform in Eq. (4.26). One obtains from Eq. (4.29)

$$
\begin{equation*}
\psi_{L}(\mathbf{x} ; t)=-\nabla \int G\left(\mathbf{x}-\mathbf{x}^{\prime}\right) 4 \pi \rho\left(\mathbf{x}^{\prime} ; t\right) d \mathbf{x}^{\prime} \tag{4.30}
\end{equation*}
$$

where

$$
\begin{equation*}
G(\mathbf{x})=\frac{1}{(2 \pi)^{3}} \int e^{i \mathbf{p} \cdot \mathbf{x}} \frac{d \mathbf{p}}{p^{2}}=\frac{1}{4 \pi} \frac{1}{|\mathbf{x}|} . \tag{4.31}
\end{equation*}
$$

Since the charge density is real and thus therefore $\psi_{L}(\mathbf{x} ; t)$ is also real, we have from Eqs. (4.22), (4.30), and (4.31)

$$
\begin{equation*}
\mathbf{H}_{L}(\mathbf{x} ; t) \equiv 0, \quad \mathbf{E}_{L}(\mathbf{x} ; t)=-\nabla \int \frac{\rho\left(\mathbf{x}^{\prime} ; t\right)}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} d \mathbf{x}^{\prime}, \tag{4.32}
\end{equation*}
$$

which are old results in a new context.
In deriving Eq. (4.32) we have needed only the first of Eq. (4.27). The second of Eq. (4.27) may be regarded as giving the longitudinal part of the current in terms of the density. For, from Eq. (4.27) we have on eliminating $\psi(p, 0 ; t)$ in an obvious manner

$$
\begin{equation*}
\gamma(\mathbf{p}, 0 ; t)=-\frac{i}{p} \frac{\partial}{\partial t} r(\mathbf{p} ; t) . \tag{4.33}
\end{equation*}
$$

We now evaluate $j_{L}(\mathbf{x} ; t)$ in terms of $(\partial / \partial t) p(\mathbf{x} ; t)$ in much the same manner that was used to obtain Eq. (4.30). We find

$$
\begin{equation*}
\mathbf{j}_{L}(\mathbf{x} ; t)=\frac{1}{4 \pi} \nabla \int \frac{\partial}{\partial t} \rho\left(\mathbf{x}^{\prime} ; t\right) \frac{d \mathbf{x}^{\prime}}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \tag{4.34}
\end{equation*}
$$

Equation (4.34) is recognized as the integrated form of the equation of continuity. For

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{j}_{L}(\mathbf{x} ; t)=\frac{1}{4 \pi} \int \frac{\partial}{\partial t} \rho\left(\mathbf{x}^{\prime} ; t\right)\left[\nabla^{2} \frac{1}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}\right] d \mathbf{x}^{\prime} \tag{4.35}
\end{equation*}
$$

But, since

$$
\begin{equation*}
\nabla^{2} \frac{1}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|}=-4 \pi \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{4.36}
\end{equation*}
$$

we have, finally,

$$
\begin{equation*}
\nabla \cdot \mathbf{j}_{L}(\mathbf{x} ; t)+\frac{\partial}{\partial t} \rho(\mathbf{x} ; t)=0 \tag{4.37}
\end{equation*}
$$

The more usual form for the equation of continuity can be obtained by noting that $\nabla \cdot \mathbf{j}_{T}(\mathbf{x} ; t)=0$ and writing $\mathbf{j}_{L}(\mathbf{x} ; \boldsymbol{t})$ $=\mathbf{j}(\mathbf{x} ; t)-\mathbf{j}_{T}(\mathbf{x} ; \boldsymbol{t})$.

We have disposed completely of the direct problem for the longitudinal field. We can readily dispose of the inverse problem for the longitudinal field also, for, if the sources are off for $t<-T$ and $t>T$, the longitudinal field is also identically zero outside the time interval $-T \leqslant t \leqslant T$ and thus plays no role in the inverse problem.

We now go on to the direct problem for the transverse fields.

The differential equation (4.28) for the transverse fields are readily integrated to give

$$
\begin{align*}
\psi(\mathbf{p}, \lambda ; t)= & \psi(\mathbf{p}, \lambda ;-T) e^{i \lambda p(t+r)} \\
& -e^{i \lambda p t} \int_{-T}^{t} e^{-i \lambda p t^{\prime}} \gamma\left(\mathbf{p}, \lambda ; t^{\prime}\right) d t^{\prime} \tag{4.38}
\end{align*}
$$

This result is an analog to Eq. (2.3) for the one-dimensional equation and to Eq. (3.2a) for the three-dimensional acoustic equation. The resemblance could be made closer by some changes in notation, but we forbear. It is the use of the eigenfunctions of the curl operator that leads to the simple result (4.38) and enables us to treat the direct and inverse problems of Maxwell's equations with no more real difficulty than the corresponding problems for the one-dimensional equation. From Eq. (4.38) we have

$$
\begin{array}{ll}
\psi(\mathbf{x} ; t)=\psi_{-}(\mathbf{x}, t) & \text { for } t<-T, \\
\psi(\mathbf{x} ; t)=\psi_{+}(\mathbf{x}, t) & \text { for } t>T, \tag{4.39}
\end{array}
$$

where

$$
\psi_{ \pm}(\mathbf{x} ; t)=\sum_{\lambda= \pm 1} \int \chi(\mathbf{x} \mid \mathbf{p}, \hat{\lambda}) e^{\left.i i_{p} p \nmid \mp T\right\rangle} \psi(\mathbf{p}, \hat{\lambda} ; \pm T) d \mathbf{p}
$$

It is not difficult to obtain $\psi_{ \pm}(\mathbf{x} ; t)$ in terms of $\psi_{ \pm}(\mathbf{x} ; \pm T)$. Using methods similar to those for the onedimensional and three-dimensional acoustic cases, we introduce the matrix $G_{M}(\mathbf{x} ; t)$ by
$G_{i i}(\mathbf{x} ; t)=\left[-\frac{\partial^{2}}{\partial t^{2}}+\frac{\partial^{2}}{\partial x_{i}{ }^{2}}\right] D(\mathbf{x} ; t)$,
$G_{12}(\mathbf{x} ; t)=\left[-i \frac{\partial^{2}}{\partial x_{3} \partial t}+\frac{\partial^{2}}{\partial x_{1} \partial x_{2}}\right] D(\mathbf{x} ; t) \quad$ and cyclically,
$G_{i j}(\mathbf{x} ; t)=G_{j i}^{*}(\mathbf{x} ; t)$,
where

$$
D(\mathbf{x} ; t)=(1 / 4 \pi r) \eta\left(r^{2}-t^{2}\right), \quad r=|\mathbf{x}| .
$$

Then

$$
\begin{equation*}
\psi_{ \pm}(\mathbf{x} ; t)=\int G_{M}\left(\mathbf{x}-\mathbf{x}^{\prime} ; t \mp T\right) \psi_{ \pm}\left(\mathbf{x}^{\prime} ; \pm T\right) d \mathbf{x}^{\prime} \tag{4.41}
\end{equation*}
$$

In Eq. (4.41) and later we shall use the notation $G_{M}(\mathbf{x} ; \boldsymbol{t})$ to be a dyadic as well as the matrix from whose elements the dyadic is constructed.

In the derivation of Eq. (4.41), which we shall not give here, it is shown that

$$
\begin{equation*}
\int G_{M}\left(\mathbf{x}-\mathbf{x}^{\prime} ; t\right) \mathbf{v}_{L}\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime}=0 \tag{4.42}
\end{equation*}
$$

where $\mathbf{v}_{L}(\mathbf{x})$ is any longitudinal vector.
In Eq. (4.41) the vectors $\psi_{ \pm}(\mathbf{x})$ are transverse vectors, from Eq. (4.39'). However, any longitudinal vector can be added to them because of Eq. (4.42).

The solution for the transverse part of Maxwell's equations can be written

$$
\begin{align*}
\psi(\mathbf{x} ; t)= & \int G_{M}\left(\mathbf{x}-\mathbf{x}^{\prime} ; t+T\right) \psi_{-}\left(\mathbf{x}^{\prime} ;-T\right) d \mathbf{x}^{\prime} \\
& -4 \pi \int_{-T}^{t} d t^{\prime} \int G_{M}\left(\mathbf{x}-\mathbf{x}^{\prime} ; t-t^{\prime}\right) \mathbf{j}\left(\mathbf{x}^{\prime}, \mathrm{t}^{\prime}\right) \mathrm{d} \mathbf{x}^{\prime} . \tag{4.43}
\end{align*}
$$

Because of Eq. (4.42), the current in Eq. (4.43) may be replaced by its transverse part.

We can now solve the direct problem by noting that when $t \geqslant T$,

$$
\begin{align*}
\psi_{+}(\mathbf{x} ; t)= & \psi_{-}(\mathbf{x} ; t) \\
& -4 \pi \int_{-T}^{+T} d t^{\prime} \int G_{M}\left(\mathbf{x}-\mathbf{x}^{\prime} ; t-t^{\prime}\right) \mathbf{j}\left(\mathbf{x}^{\prime} ; t^{\prime}\right) d \mathbf{x}^{\prime} . \tag{4.44}
\end{align*}
$$

Hence given $\psi_{\ldots}(\mathbf{x} ; t)$ and the current $\mathbf{j}(\mathbf{x} ; t)$ or its transverse part, we can find the final electromagnetic field $\psi_{+}(\mathbf{x} ; t)$.

Before we leave the direct problem, it seems worthwhile to discuss the significance of the discrete variable $\lambda$ for
$\lambda= \pm 1$. It is readily seen that the general solution of Maxwell's equations without sources is of the form Eq. $\left(4.39^{\prime}\right)$ in which $\psi(\mathbf{p}, \lambda ; \pm T)$ is replaced by $\psi(\mathbf{p}, \lambda)$, where this latter function is an arbitrary function of $p, \lambda$. Moreover, it is convenient to take $T=0$. Let us consider the case in which

$$
\begin{equation*}
\psi(\mathbf{p}, 1)=\delta\left(p_{1}\right) \delta\left(p_{2}\right) \delta\left(p_{3}-k\right) ; \quad \text { also } \quad \psi(\mathbf{p},-1) \equiv 0 \tag{4.45}
\end{equation*}
$$

Then

$$
\begin{align*}
& E_{1}(\mathbf{x} ; t)=H_{2}(\mathbf{x} ; t)=\frac{1}{4(\pi)^{3 / 2}} \cos k\left(x_{3}+t\right) \\
& E_{2}(\mathbf{x} ; t)=-H_{1}(\mathbf{x} ; t)=-\frac{1}{4(\pi)^{3 / 2}} \sin k\left(x_{3}+t\right)
\end{align*}
$$

$$
E_{3}(\mathbf{x} ; t)=H_{3}(\mathbf{x} ; t) \equiv 0 .
$$

It is clear that this solution of Maxwell's equations is a positively polarized circularly polarized wave moving with wave number $k$ in the negative $z$ direction. Hence $\lambda=1$ corresponds to positive circular polarization.

Likewisethechoiceof $\psi(\mathbf{p},-1)=\delta\left(p_{1}\right) \delta\left(p_{2}\right) \delta\left(p_{3}-k\right)$, $\psi(\mathbf{p},+1) \equiv 0$ gives rise to a negative circularly polarized wave of wave number $k$ moving in the positive $z$ direction. Then $\lambda=-1$ means negative circular polarization, and, therefore, decomposition of $\psi(\mathbf{x} ; \boldsymbol{t})$ into eigenvectors of curl operator is equivalent to expressing the electromagnetic field as a sum of circularly polarized radiation of various frequencies moving in various directions.

## C. The inverse problem. First form

We shall now treat the inverse source problem for Maxwell's equations in a manner which parallels the coordinatefree treatment of the inverse source problem for the threedimensional acoustic equation. Some differences are due to the fact that the time variable $t$ appears differently in the acoustic and electromagnetic equations.

We are given $\psi_{-}(\mathbf{x} ; t)$ and $\psi_{+}(\mathbf{x} ; t)$, and we are required to find a current $\mathbf{j}(\mathbf{x} ; t)$ of the form

$$
\begin{equation*}
\mathbf{j}(\mathbf{x} ; t)=\mathbf{j}_{e}(\mathbf{x}) h_{e}(t)+\mathbf{j}_{o}(\mathbf{x}) h_{o}(t) \tag{4.46}
\end{equation*}
$$

where $h_{e}(t)$ is a given real even function and $h_{o}(t)$ is a given real odd function of $t$. We shall show how real transverse vectors $\mathbf{j}_{e, o}(\mathbf{x})$ can be obtained uniquely from the complex vectors $\psi_{ \pm}(\mathbf{x} ; t)$.

Knowing $\psi_{ \pm}(\mathbf{x} ; t)$ is equivalent to knowing $\psi(\mathbf{p}, \pm 1 ; \pm T)$ (all four of these amplitudes). Let us define $F(\mathbf{p}, \lambda ; k)$ for $\lambda= \pm 1$ by

$$
\begin{align*}
F(\mathbf{p}, \lambda ; k) & =\frac{1}{\sqrt{2 \pi}} \int_{-T}^{+T} e^{-i k t} \gamma(\mathbf{p}, \lambda ; t) d t \\
& =\frac{4 \pi}{\sqrt{2 \pi}} \int_{-T}^{+T} e^{-i k t} d t \int \chi^{*}(\mathbf{x} \mid \mathbf{p}, \lambda) \cdot \mathbf{j}(\mathbf{x} ; t) d \mathbf{x} \tag{4.47}
\end{align*}
$$

Then we define

$$
\begin{align*}
G(\mathbf{p}, \lambda) \equiv F(\mathbf{p}, \lambda ; \lambda p)= & -(1 / \sqrt{2 \pi})\left[e^{-i \lambda p T} \psi(\mathbf{p}, \lambda ; T)\right. \\
& \left.-e^{i \lambda p T} \psi(\mathbf{p}, \lambda ;-T)\right] \tag{4.48}
\end{align*}
$$

It is our intent to find $j_{e, o}(\mathbf{x})$ of Eq. (4.46) from $G(p, \lambda)$.

We define, in analogy to Eq. (3.19),

$$
\begin{aligned}
& F_{e}(\mathbf{p}, \lambda)=\frac{1}{2 g_{e}(p)}\left[G(\mathbf{p}, \lambda)-\frac{p_{1}-i \lambda p_{2}}{p_{1}+i \lambda p_{2}} G^{*}(-\mathbf{p}, \lambda)\right], \\
& F_{o}(\mathbf{p}, \lambda)=\frac{\lambda}{2 g_{o}(p)}\left[G(\mathbf{p}, \lambda)+\frac{p_{1}-i \lambda p_{2}}{p_{1}+i \lambda p_{2}} G^{*}(-\mathbf{p}, \lambda)\right]
\end{aligned}
$$

where

$$
\begin{equation*}
g_{e, o}(k)=\frac{1}{\sqrt{2 \pi}} \int_{-T}^{+T} h_{e, o}(t) e^{-i k t} d k \tag{4.50}
\end{equation*}
$$

Equation (4.50) differs from Eq. (2.30) in the sign of $t$, but, otherwise, the functions $g_{e, o}(k)$ play the same role in the present calculation as previously. As before, $g_{e}(k)$ is a real, even function of $k$ and $g_{o}(k)$ is an imaginary, odd function of $k$.

Then

$$
\begin{align*}
& 4 \pi \mathbf{j}_{e}(\mathbf{x})=\sum_{\lambda} \int \mathbf{\chi}(\mathbf{x} \mid \mathbf{p}, \lambda) F_{e}(\mathbf{p}, \lambda) d \mathbf{p}  \tag{4.51}\\
& 4 \pi \mathbf{j}_{o}(\mathbf{x})=\sum_{\lambda} \int \chi(\mathbf{x} \mid \mathbf{p}, \lambda) F_{o}(\mathbf{p}, \lambda) d \mathbf{p}
\end{align*}
$$

The fact that

$$
\begin{equation*}
F_{e, o}(\mathbf{p}, \lambda)=-\frac{p_{1}-i \lambda p_{2}}{p_{1}+i \lambda p_{2}} F_{e, o}^{*}(-\mathbf{p}, \lambda) \tag{4.52}
\end{equation*}
$$

assures us that $\mathbf{j}_{e, o}(\mathbf{x})$ are real vectors [see Eq. (4.19)].
Let us consider the special case in which $\psi_{-}(\mathbf{x} ; t) \equiv 0$ and

$$
\begin{equation*}
h_{e}(t)=\delta(t), \quad h_{o}(t)=\delta^{\prime}(t) \tag{4.53}
\end{equation*}
$$

Moreover, we let $T \rightarrow+0$ and define

$$
\begin{equation*}
\psi(\mathbf{x})=\psi_{+}\left(\mathbf{x} ; 0_{+}\right) \equiv \psi\left(\mathbf{x} ; 0_{+}\right) \tag{4.54}
\end{equation*}
$$

That is, we prescribe the radiation fields immediately after the current is turned off. Of course, the given vector $\psi(\mathbf{x})$ must be a purely transverse field. We obtain, in complete analogy to Eqs. (2.45) and (3.39),

$$
\begin{align*}
& 4 \pi \mathbf{j}_{e}(\mathbf{x})=-\operatorname{Re} \psi(\mathbf{x}) \\
& 4 \pi \mathbf{j}_{o}(\mathbf{x})=\frac{1}{4 \pi} \operatorname{Im} \nabla \times \int \frac{1}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \psi\left(\mathbf{x}^{\prime}\right) d \mathbf{x}^{\prime} \tag{4.55}
\end{align*}
$$

However, since

$$
\begin{equation*}
\operatorname{Re} \psi(\mathbf{x})=\mathbf{E}\left(\mathbf{x} ; 0_{+}\right), \quad \operatorname{Im} \psi(\mathbf{x})=-\mathbf{H}\left(\mathbf{x} ; 0_{+}\right) \tag{4.55a}
\end{equation*}
$$

Eq. (4.55) becomes

$$
\begin{align*}
& 4 \pi \mathbf{j}_{e}(\mathbf{x})=-\mathbf{E}\left(\mathbf{x} ; 0_{+}\right) \\
& 4 \pi \mathbf{j}_{o}(\mathbf{x})=-\frac{1}{4 \pi} \nabla \times \int \frac{1}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} \mathbf{H}\left(\mathbf{x}^{\prime} ; 0_{+}\right) d \mathbf{x}^{\prime} \tag{4.55b}
\end{align*}
$$

From Eq. (4.55b) it is clear that the current is a transverse vector as indeed are all currents as constructed by our inverse source method.

From Eq. (4.55) it is seen that a final field generally leads to currents which do not have compact support or, equivalently, are not identically zero outside a finite domain in space. Later we shall give cases of final fields for which the currents do have compact support. They will be characterized by final vectors $E\left(\mathbf{x} ; 0_{+}\right)$, which have compact support and $\mathbf{H}\left(\mathbf{x} ; 0_{+}\right) \equiv 0$. These examples will be given in the next
section when we consider the direct and inverse problems in terms of spherical polar coordinates.

We shall now give a very simple example of the application of Eq. (4.55).

Let $\psi(\mathbf{x})$ be the transverse part of $\mathbf{R} \delta(\mathbf{x})$, where the constant vector $\mathbf{R}$ is given by

$$
\begin{equation*}
\mathbf{R}=\mathbf{L}+i \mathbf{M}, \tag{4.56}
\end{equation*}
$$

where $L$ and $M$ are real constant vectors. Then from $E q$. (4.21) we have on subtracting the longitudinal part of $\mathbf{R} \delta(\mathbf{x})$

$$
\begin{equation*}
\psi(\mathbf{x})=\mathbf{R} \delta(\mathbf{x})+\frac{1}{4 \pi}(\mathbf{R} \cdot \nabla) \nabla \frac{1}{r} . \tag{4.57}
\end{equation*}
$$

We readily read off the result,

$$
\begin{align*}
& 4 \pi \mathbf{j}_{e}(\mathbf{x})=\mathbf{L} \delta(\mathbf{x})+\frac{1}{4 \pi}(\mathbf{L} \cdot \nabla) \nabla \frac{1}{r} \\
& 4 \pi \mathbf{j}_{o}(\mathbf{x})=\frac{1}{4 \pi}(\mathbf{M} \times \nabla) \frac{1}{r} \tag{4.58}
\end{align*}
$$

It also follows from Eqs. (4.41) and (4.42) that
$\psi_{+}(\mathbf{x} ; t)=G_{M}(\mathbf{x} ; t) \mathbf{R}$.
This last result then says that the Riemann dyadic is the solution of Maxwell's equations with the sources given by Eq. (4.58).

## D. The inverse problem in terms of spherical polar coordinates

We want to treat Maxwell's equations, both for the direct and inverse source problems, using spherical polar coordinates. Such coordinates are natural because we want to see how the radiating field behaves at large distances from the origin, and, to discuss this matter, one need consider only the radial variable. Moreover, vector multipoles of the kind used in antenna theory, which would be needed to construct the current distribution for the direct and inverse problems, appear in a very natural way.

As a first and decisive step we want to introduce complete sets of eigenfunctions of the curl operator in spherical polar coordinates, and, since these involve vector spherical harmonics, we shall discuss them briefly.

Vector spherical harmonics have been introduced in Ref. 12 for describing currents which lead to certain radiation patterns. Let $J$ be a nonnegative integer ( $J=0,1,2, \cdots$ ). For each $J$ we introduce a number $M$ which takes on the values $-J,-J+1, \ldots, J-1, J$. For each $J$ we also introduce the nonnegative integer $L$ which, for $J=0$, takes on only one value $L=1$, but for all other values of $J$ takes on the three values $J-1, J, J+1$. For the triplet of values $J, L, M$ vector spherical harmonics are introduced which are denoted by $\mathbf{Y}_{J L M}(\theta, \phi)$, where $\theta$ and $\phi$ are the usual polar angles. The properties of the vector spherical harmonics are discussed in Ref. 10 in a form to which we shall adhere. The vector spherical harmonics form a complete, orthogonal set in the $\theta, \phi$ space.

It is natural to describe the vector spherical harmonics by giving their components in terms of the triad of unit vectors in the radial, $\theta$, and $\phi$ directions. The unit vectors are denoted by $a_{r}, a_{\theta}, a_{\phi}$, respectively. The components of the
vector spherical harmonics are given by Eqs. (109) - (111) of Ref. 8.

We designate the eigenfunctions of the curl operator in spherical polar coordinates by $\chi(\mathbf{x} \mid p, J, M, \lambda)$. The role of the discrete variable $\lambda=0, \pm 1$ and the continuous variable $\mathrm{P}(0 \leqslant \mathrm{p}<\infty)$ is the same as before, i.e., $\lambda p$ is the eigenvalue of the curl operator:

$$
\begin{equation*}
\nabla \times \chi(\mathbf{x} \mid p, J, M, \lambda)=\lambda p \chi(\mathbf{x} \mid p, J, M, \lambda) . \tag{4.60}
\end{equation*}
$$

For $\lambda= \pm 1, J$ takes on the values $1,2, \cdots$ and $M$ takes on the values $-J,-J+1, \ldots, J-1, J$. For $\lambda=0, J$ takes on the values $0,1,2, \cdots$ and $M$ takes on the same values as before.

We shall now give the functions $\chi(\mathbf{x} \mid p, J, M, \lambda)$ explicitly:

$$
\begin{align*}
\mathbf{x}(\mathbf{x} \mid p, J, M, \lambda)= & -(1 / \sqrt{\pi})(i)^{J}\left\{-\lambda \mathbf{Y}_{J J M}\left(\theta, \phi \mid j_{J}(p r)\right.\right. \\
& +i[J /(2 J+1)]^{1 / 2} \mathbf{Y}_{J, J+1, M}(\theta, \phi) j_{J+1}(p r) \\
& -i[(J+1) /(2 J+1)]^{1 / 2} \\
& \times \mathbf{Y}_{J, J-1, M}\left(\theta, \phi \mid j_{J-1}(p r)\right\} \\
& \text { for } \lambda= \pm 1 \\
\mathbf{x}(\mathbf{x} \mid p, J, M, 0)= & {[2 / \pi]^{1 / 2} i^{J+1}\{[J+1) /(2 J+1)]^{1 / 2} } \\
& \times \mathbf{Y}_{J, J+1, M}\left(\theta, \phi \mid j_{j+1}(p r)\right. \\
& +[J /(2 J+1)]^{1 / 2} \mathbf{Y}_{J, J-1, M}(\theta, \phi) \\
& \left.\times j_{J-1}(p r)\right\} \tag{4.61}
\end{align*}
$$

In Eq. (4.61), $r, \theta, \phi$ are the spherical polar coordinates of $\mathbf{x}$.
On using identities for the vector spherical harmonics given in Ref. 10 and properties of the spherical Bessel functions given, for example, in Ref. 13, the eigenfunctions can also be put in the form

$$
\begin{aligned}
& \chi(x \mid p, J, M, \lambda)=(1 / \sqrt{\pi})\left(i^{j} / p\right)[\lambda p+\nabla \times] \mathbf{Y}_{J J M}\left(\theta, \phi \mid j_{J}(p r)\right. \\
& \quad \text { for } \lambda= \pm 1
\end{aligned}
$$

$$
\begin{equation*}
\chi(\mathbf{x} \mid p, J, M, 0)=(2 / \pi)^{1 / 2}\left(i^{I+1} / p\right) \nabla\left[Y_{J M}(\theta, \phi) i_{J}(p r)\right] \tag{4.62}
\end{equation*}
$$

The first of Eqs. (4.62) can be used to split vectors into their poloidal and toroidal parts (see, e.g., Ref. 14).

The eigenfunctions satisfy the orthogonality and completeness relationships

$$
\begin{gathered}
\int \chi^{*}(\mathbf{x} \mid p, J, M, \lambda) \cdot \chi\left(\mathbf{x} \mid p^{\prime}, J^{\prime}, M^{\prime}, \lambda^{\prime}\right) d \mathbf{x} \\
=\frac{\delta\left(p-p^{\prime}\right)}{p^{2}} \delta_{J J^{\prime}} \delta_{M M^{\prime}} \delta_{\lambda \lambda^{\prime}}
\end{gathered}
$$

$$
\sum_{J, M, \lambda} \int \chi_{i}^{*}(\mathbf{x} \mid p, J, M, \lambda) \chi_{j}\left(\mathbf{x}^{\prime} \mid p, J, M, \lambda\right) p^{2} d p
$$

$$
=\delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \delta_{i j}
$$

The decomposition (4.8) of a vector into its transverse and longitudinal components is now written

$$
\begin{align*}
& \mathbf{v}(\mathbf{x})=\sum_{\lambda} \mathbf{v}_{\lambda}(\mathbf{x}) \\
& \mathbf{v}_{\lambda}(\mathbf{x})=\sum_{J, M} \int \mathbf{\chi}(\mathbf{x} \mid p, J, M, \lambda) V(p, J, M, \lambda) p^{2} d p  \tag{4.64}\\
& V(p, J, M, \lambda)=\int \mathbf{\chi}^{*}(\mathbf{x} \mid p, J, M, \lambda) \cdot \mathbf{v}(\mathbf{x}) d \mathbf{x} .
\end{align*}
$$

The amplitudes $V(p, J, M, \lambda)$ have particularly simple properties under rotation of coordinates. Let $R(\theta)$ be a rotation parametrized according to the discussion of Eqs. (4.11)(4.13'). Then if $V^{\prime}(p, J, M, \lambda)$ is the amplitude corresponding to $\mathbf{v}_{\lambda}^{\prime}(\mathbf{x})$, we have

$$
\begin{equation*}
V^{\prime}(p, J, M, \lambda)=\sum_{M^{\prime}}\left[\exp \left(i \theta \cdot \mathbf{S}^{(J)}\right)\right]_{M, M}, V\left(p, J, M^{\prime}, \lambda\right) \tag{4.65}
\end{equation*}
$$

where $\left[\exp \left(i \theta \cdot \mathbf{S}^{(J)}\right)\right]_{M, M}$, is a matrix element of the matrix $e^{i \theta \cdot \mathrm{~s}^{(J)}}$, in which $S_{i}^{(J)}$ are the spin operators in the $J$ th irreducible representation of the rotation group in the form given in Ref. 10, for example. The explicit expression of the matrix elements of $e^{i \theta \cdot s^{(J)}}$ is given in Ref. 15. From the viewpoint of group theory, the use of this representation represents a further uncoupling of vectors. To put the matter succinctly, the curl operator leaves the helicity and irreducible representations of the rotation group invariant. Though group theory has motivated much of the discussion, we shall not pursue the matter further in the present paper.

A relation satisfied by the eigenfunctions which will prove useful for use in obtaining real currents is

$$
\begin{equation*}
\chi^{*}(\mathbf{x} \mid p, J, M, \lambda)=-(-1)^{J+M} \mathbf{\chi}(\mathbf{x} \mid p, J,-M, \lambda) \tag{4.66}
\end{equation*}
$$

If the vector $v(x)$ in the expansion Eq. (4.65) is to be real, then we must have

$$
\begin{equation*}
V^{*}(p, J, M, \lambda)=-(-1)^{J+M} V(p, J,-M, \lambda) \tag{4.67}
\end{equation*}
$$

We now expand $\psi(\mathbf{x} ; t)$ and the current $\mathbf{j}(\mathbf{x} ; t)$ in terms of the eigenfunctions $\boldsymbol{\chi}(\mathbf{x} \mid p, J, M, \lambda)$,
$\psi(x ; t)=\sum_{J, M, \lambda} \int \chi(\mathbf{x} \mid p, J, M, \lambda) \psi(p, J, M, \lambda ; t) p^{2} d p$,
$4 \pi j(\mathbf{x} ; t)=\sum_{J, M, \lambda} \int \chi(\mathbf{x} \mid p, J, M, \lambda) \gamma(p, J, M, \lambda ; t) p^{2} d p$.
The reality of $\mathbf{j}(\mathbf{x} ; \boldsymbol{t})$ leads to the condition Eq. (4.69) on $\gamma(p, J, M, \lambda ; t)$.

The analog of Eq. (4.38) is

$$
\begin{align*}
& \psi(p, J, M, \lambda ; t)= \\
& \psi(p, J, M, \lambda ;-T) e^{i \lambda p t+T)} \\
& \quad-e^{i \lambda p t} \int_{-T}^{t} e^{-i \lambda p t^{\prime}} \gamma\left(p, J, M, \lambda ; t^{\prime}\right) d t^{\prime}  \tag{4.69}\\
& \lambda= \pm 1
\end{align*}
$$

We shall not consider the component for $\lambda=0$, since we have already disposed of the longitudinal components of the fields and currents.

Let us define

$$
\begin{equation*}
F(p, J, M, \lambda ; k)=\frac{1}{\sqrt{2 \pi}} \int_{-T}^{+T} \gamma(p, J, M, \lambda ; t) e^{-i k t} d t \tag{4.70}
\end{equation*}
$$

as the analog of Eq. (4.47). Also we define [see Eqs. (4.47) and (4.49)]

$$
\begin{align*}
G(p, J, M, \lambda) \equiv & F(p, J, M, \lambda ; \lambda p)=\frac{1}{\sqrt{2 \pi}}\left[e^{-i \lambda p T} \psi(p, J, M, \lambda ; T)\right. \\
& \left.-e^{i \lambda_{p} T} \psi(p, J, M, \lambda ;-T)\right]  \tag{4.71}\\
F_{e}(p, J, M, \lambda)= & \frac{1}{2 g_{e}(p)}[G(p, J, M, \lambda) \\
& \left.-(-1)^{J+M} G *(p, J,-M, \lambda)\right]  \tag{4.72}\\
F_{o}(p, J, M, \lambda)= & \frac{\lambda}{2 g_{o}(p)}[G(p, J, M, \lambda) \\
& \left.+(-1)^{J+M} G^{*}(p, J,-M, \lambda)\right]
\end{align*}
$$

Both $F_{e}(p, J, M, \lambda)$ and $F_{o}(p, J, M, \lambda)$ satisfy the condition Eq. (4.69).

One then sees that
$4 \pi \mathbf{j}_{e}(\mathbf{x})=\sum_{J, M, \lambda} \int \boldsymbol{\chi}(\mathbf{x} \mid p, J, M, \lambda) F_{e}\left(p, J, M, \lambda \mid p^{2} d p\right.$,
$4 \pi \mathbf{j}_{o}(\mathbf{x})=\sum_{J, M, \lambda} \int \chi(\mathbf{x} \mid p, J, M, \lambda) F_{o}(p, J, M, \lambda) p^{2} d p$.
Let us now again consider the case that $\psi_{-}(\mathbf{x} ; t) \equiv 0$. One may consider simple modes for $\psi_{+}(\mathbf{x} \mid t)$ by choosing

$$
\begin{equation*}
\psi(p, J, M, \lambda, T)=W(p, \lambda) \delta_{J K} \delta_{M N} \tag{4.74}
\end{equation*}
$$

Then

$$
\begin{align*}
\psi(\mathbf{x} ; t) & =\sum_{\lambda} \int \chi(\mathbf{x} \mid p, K, N, \lambda) W(p, \lambda) e^{i \lambda p t t-T)} p^{2} d p \\
& \equiv \psi_{+}(\mathbf{x} ; t) \\
t & >T \tag{4.75}
\end{align*}
$$

The currents will have the same transverse modes as $\psi(\mathbf{x} ; t):$

$$
\begin{align*}
4 \pi \mathbf{j}_{e}(\mathbf{x})= & -\frac{1}{\sqrt{2 \pi}} \operatorname{Re} \sum_{\lambda} \int \frac{p^{2} d p}{g_{e}(p)} \\
& \times \chi(\mathbf{x} \mid p, K, N, \lambda) W(p, \lambda) e^{-i \lambda_{p} T}  \tag{4.76}\\
4 \pi \mathbf{j}_{o}(\mathbf{x})= & \frac{1}{\sqrt{2 \pi}} \operatorname{Im} \sum_{\lambda} \int \frac{p^{2} d p}{i g_{o}(p)} \\
& \times \chi(\mathbf{x} \mid p, K, N, \lambda) W(p, \lambda) e^{-i \lambda_{p} T}
\end{align*}
$$

Equations (4.75) and (4.76) assure us that the fields and currents are transverse.

We shall now consider a particularly simple case in which the current has compact support. Generalizations of this case will be obvious. Let $h_{e}(t)=\delta(t), h_{o}(t)=\delta^{\prime}(t)$,
$T=0_{+}$. Also, $K=1, N=0, W(p, \lambda)=\lambda W(p)$, where $W(p)$ is real. Then on using the explicit form of the eigenfunctions Eq. (4.61) and noting that the resulting $\psi\left(\mathbf{x} ; 0_{+}\right)$is real

$$
\begin{align*}
& \mathbf{E}\left(\mathbf{x} ; 0_{+}\right)=\frac{2 i}{\sqrt{\pi}} \mathbf{Y}_{110}(\theta, \phi) \Gamma(r) \\
& \Gamma(r) \equiv \int_{0}^{\infty} j_{1}(p r) p^{2} W(p) d p \tag{4.77}
\end{align*}
$$

$\mathbf{H}\left(\mathbf{x} ; 0_{+}\right) \equiv 0$.

From Eq. (4.55b)
$4 \pi \mathbf{j}_{e}(\mathbf{x})=-\mathbf{E}\left(\mathbf{x} ; 0_{+}\right)=-\frac{2 i}{\sqrt{\pi}} \mathbf{Y}_{110}(\theta, \phi) \Gamma(r), \quad \mathbf{j}_{o}(\mathbf{x}) \equiv 0$.
Thus, if we pick $\Gamma(r) \equiv 0$ for $r>a>0$, the current will have compact support. Using the Fourier-Bessel theorem, it is always possible to find $W(p)$ from $\Gamma(r)$ and thus $\psi(x ; t)$ for $t>0$. Hence we have given a class of currents with compact support with an initial field which also has compact support for which the fields can be found at all later times.

That $\mathbf{Y}_{110}(\theta, \phi)$ is purely imaginary so that $\mathbf{E}\left(\mathbf{x}, 0_{+}\right)$and $j_{e}(\mathbf{x})$ are real is seen by noting that

$$
\begin{align*}
& \mathbf{a}_{r} \cdot \mathbf{Y}_{110}(\theta, \phi)=\mathbf{a}_{\theta} \cdot \mathbf{Y}_{110}(\theta, \phi)=0,  \tag{4.78}\\
& \mathbf{a}_{\phi} \cdot \mathbf{Y}_{110}(\theta, \phi)=(3 / 8 \pi)^{1 / 2} i \sin \theta
\end{align*}
$$

From (4.78) it is seen that $\mathbf{j}_{e}(x)$ may be considered to be due to charged spheres moving about the $z$ axis, where the sphere at radius $r$ rotates with an angular velocity proportional to $\Gamma(r) / r$, and the charge density is $\delta(t)$. Alternatively, we may consider the charge density to be unity and consider the angular velocity of the spheres at time $t$ and radius $r$ to be given by

$$
\begin{equation*}
\Omega(r, t)=(3 / 2)^{1 / 2} \pi^{-1}[\Gamma(r) / r] \delta(t) \tag{4.79}
\end{equation*}
$$

We shall adopt this latter interpretation. Denoting the vector angular velocity by $\Omega(r, t)$ with $\Omega(r, t)=|\Omega(r, t)|$, the current which gives rise to the field

$$
\begin{equation*}
\mathbf{E}\left(\mathbf{x} ; 0_{+}\right)=-\omega(r), \quad \mathbf{H}\left(\mathbf{x} ; 0_{+}\right) \equiv 0 \tag{4.80}
\end{equation*}
$$

where $\omega(r)$ is defined by

$$
\begin{equation*}
\boldsymbol{\Omega}(r ; t)=\boldsymbol{\omega}(r) \delta(t) \tag{4.81}
\end{equation*}
$$

[i.e., is the coefficient of $\delta(t)$ in Eq. (4.79)], is

$$
\begin{equation*}
4 \pi \mathbf{j}(\mathbf{x} ; t)=\mathbf{\Omega}(r ; t) \times \mathbf{x} \tag{4.82}
\end{equation*}
$$

[Of course, strictly speaking, the angular velocity from Eq. (4.82) is actually $\Omega / 4 \pi$, but there is some convenience in using our definition (4.79).]

One could now find the fields $\mathbf{E}(\mathbf{x}, t)$ and $\mathbf{H}(\mathbf{x}, t)$ for $t>0$ by using Eq. (4.41), which gives the solution in terms of an influence function. In practice this is often hard to do because the use of Eq. (4.41) requires a certain virtuosity in visualizing integrations in various domains of three-dimensional space. Actually it is sometimes easier to use Eq. (4.75) if the function $W(p, \lambda)$ is sufficiently simple. We shall now give an important case for which this is so. We shall consider the problem in which the current is due to the rotation of a sphere of radius $a$ inside of which the charge density is unity and the time variation is essentially arbitrary.

That is, the current is given by

$$
\begin{align*}
4 \pi \mathbf{j}(\mathbf{x} ; t) & =\omega \times \mathbf{x} F(t) \text { for } r<a \\
& \equiv 0 \text { for } r>a \tag{4.83}
\end{align*}
$$

In Eq. (4.83), $\omega$ is a constant vector and $F(t)$ is essentially an arbitrary function of time but may conveniently be thought to have finite support for the arguments below to be given in a simple way.

Thus we shall now consider the direct source problem
for which the current is given by Eq. (4.83) and the initial field with

$$
\begin{equation*}
\omega(r)=|\omega(r)|=\omega \eta(a-r) \tag{4.84}
\end{equation*}
$$

Initially we shall take for the function $F(t)$ in Eq. (4.83)

$$
\begin{equation*}
F(t)=\delta(t) \tag{4.85}
\end{equation*}
$$

and the current given by Eq. (4.83) with the initial condition that the electromagnetic field be zero. We know from our arguments that the fields at $t=0_{+}$are given by Eq. (4.80). We shall obtain $W(p)$ from Eq. (4.77) and thus $W(p, \lambda)=\lambda W(p)$. Finally, we shall obtain $\mathbf{E}(\mathbf{x}, t)$ and $\mathbf{H}(\mathbf{x}, t)$ for $t>0$ from Eq. (4.75). Formally, for all time $\mathbf{E}(\mathbf{x}, t)$ and $\mathbf{H}(\mathbf{x}, t)$ can be written as products of an $\eta(t)$ function and the fields at time $t>0$.

Having found the electromagnetic fields for the current given by Eqs. (4.83) and (4.85) one easily sees that the fields $\mathbf{E}_{F}(\mathbf{x} ; t)$ and $\mathbf{H}_{F}(\mathbf{x} ; t)$ defined by

$$
\begin{align*}
& \mathbf{E}_{F}(\mathbf{x} ; t)=\int_{-\infty}^{+\infty} \mathbf{E}\left(\mathbf{x} ; t-t^{\prime}\right) F\left(t^{\prime}\right) d t^{\prime}  \tag{4.86}\\
& \mathbf{E}_{F}(\mathbf{x} ; t)=\int_{-\infty}^{+\infty} H\left(\mathbf{x} ; t-t^{\prime}\right) F\left(t^{\prime}\right) d t^{\prime}
\end{align*}
$$

satisfy Maxwell's equations with the current Eq. (4.83) with initial fields zero if the functions $F(t)$ are picked appropriately. [It might be mentioned that arguments of this sort can also be applied to more general situations for finding explicit solutions for the acoustic and electromagnetic equations with given sources and currents.]

We now proceed to sketch the way the fields are found for the case $F(t)$ given by Eq. (4.85).

For the problem we are considering we have

$$
\begin{equation*}
\Gamma(r) / r=(2 / 3)^{1 / 2} \pi \omega \eta(a-r) \tag{4.87}
\end{equation*}
$$

We substitute into the second of the equations on the first line of Eq. (4.77) and use the Fourier-Bessel transform Eq. $(3.38)$ to find $W(p)$ :

$$
\begin{equation*}
W(p)=(8 / 3)^{1 / 2} a^{4}(\omega / p a) j_{2}(p a) \tag{4.88}
\end{equation*}
$$

On substituting into Eq. (4.75) and using the first of Eq. (4.62) for the eigenfunctions of the curl operator, we find that the fields can be expressed in terms of a vector potential $\mathbf{A}(\mathbf{x} ; t)$ :

$$
\begin{equation*}
\mathbf{E}(\mathbf{x} ; t)=\frac{\partial}{\partial t} \mathbf{A}(\mathbf{x} ; t), \quad \mathbf{H}(\mathbf{x} ; t)=\mathbf{\nabla} \times \mathbf{A}(\mathbf{x} ; t) \tag{4.89}
\end{equation*}
$$

In Eq. (4.89)

$$
\begin{align*}
\mathbf{A}(\mathbf{x} ; t)= & -\mathbf{a}_{\phi} \omega a^{2} \sin \theta \\
& \times\left[\frac{1}{\pi} \int_{-\infty}^{+\infty} \sin \left(w \frac{t}{a}\right) j_{1}\left(w \frac{r}{a}\right) j_{2}(w) d w\right] . \tag{4.90}
\end{align*}
$$

In obtaining Eq. (4.90) we have used Eq. (4.78). Our principal effort in the calculation is to evaluate the integral in Eq. (4.91). We employed tedious but simple methods to evaluate the integral. Our final results for the fields are

$$
\begin{align*}
\mathbf{E}(\mathbf{x} ; t)= & -\omega \times \mathbf{x}(\eta(a-r) \eta(a-r-t) \\
& -\{\eta(t-|r-a|)-\eta(t-a-r)\} \\
& \left.\times\left\{\left(t / 4 r^{3}\right)\left[a^{2}-(t-r)^{2}\right]-\left(1 / 2 r^{2}\right)(t-r)^{2}\right\}\right), \\
\mathbf{H}(\mathbf{x} ; t)= & -\left[(\omega \cdot \mathbf{x}) \mathbf{x} / r^{3}\right](2 t r \eta(a-r) \eta(a-r-t) \\
& +\{\eta(t-|r-a|)-\eta(t-a-r)\}\left\{\left(1 / 8 r^{2}\right)\right. \\
& \left.\left.\times\left[a^{2}-(t-r)^{2}\right]^{2}-[(t-r) / 2 r]\left[a^{2}-(t-r)^{2}\right]\right\}\right) \\
& +\frac{\mathbf{x} \times(\omega \times \mathbf{x})}{r^{3}}(2 t r \eta(a-r) \eta(a-r-t) \\
& +\{\eta(t-|r-a|)-\eta(t-a-r)\}\left\{-\left(1 / 16 r^{2}\right)\right. \\
& \times\left[a^{2}-(t-r)^{2}\right]^{2}+(t / 4 r)\left[a^{2}-(t-r)^{2}\right] \\
& \left.\left.-(t-r)^{2} / 2\right\}\right) . \tag{4.91}
\end{align*}
$$

One can similarly treat the case of concentric spherical shells rotating about the same fixed axis with each shell having a different angular velocity or constant charge. In this connection it should be mentioned that the problem of determining fields due to rotating charged shells has been treated for the case of constant angular velocity and in a general relativistic context in Refs. 16 and 17.
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#### Abstract

The solutions of the Gel'fand-Levitan equation are obtained in a closed form for general rational reflection coefficients, and as a convergent limit of closed forms for reflection coefficients sufficiently close to being rational.


PACS numbers: $03.80 .+r, 03.65 . \mathrm{Nk}, 02.30 . \mathrm{Rz}$

## 1. INTRODUCTION

In their study of one-dimensional inverse scattering problems, Gel'fand and Levitan introduced a certain linear integral equation which plays a central role. ${ }^{1}$ In the case we consider here, the problem involves a scattering potential $V(x)$, defined for $-\infty<x<\infty$, which can be recovered from the resulting reflection coefficient $r(k)$, defined for $-\infty$ $<k<\infty$, as follows: Set

$$
\begin{equation*}
R(x, y)=\hat{r}(x+y)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{-i k x} r(k) e^{-i k y} d k \tag{1}
\end{equation*}
$$

and then solve for $K(x, y)$ the Gel'fand-Levitan equation

$$
\begin{equation*}
K(x, y)+R(x, y)+\int_{-\infty}^{x} K(x, z) R(z, y) d z=0 . \tag{2}
\end{equation*}
$$

Then $V(x)$ is given by

$$
\begin{equation*}
V(x)=2 \frac{d K(x, x)}{d x} \tag{3}
\end{equation*}
$$

The reflection coefficient $r(k)$ is subject to the requirements

$$
\begin{equation*}
r(-k)=\overline{r(k)} \tag{4}
\end{equation*}
$$

so that $R(x, y)$ is real, and

$$
\begin{equation*}
|r(k)| \leqslant 1, \tag{5}
\end{equation*}
$$

together with some mild regularity conditions, so that the potential $V(x)$ so obtained is physically reasonable (cf. Refs. 2 and 3 ).

We consider here the general problem of solving the Gel'fand-Levitan equation (2) under the assumptions Eqs. (4) and (5). We know that if $r(k)$ is a rational function of $k$ which is analytic in the upper half-plane, then the solutions of Eq. (2) are available in closed form. These solutions were first obtained by Kay, ${ }^{4}$ and more recently by Pechenick and Cohen ${ }^{5}$ in somewhat different form. (See also Ref. 6.) In Sec. 2 of this paper, we obtain the solutions of Eq. (2) in closed form in the more general case that $n(k)$ is rational, but not necessarily analytic in either half-plane. Our results include the formulas of both Kay and Pechenick-Cohen.

In Sec. 3 we consider the problem of nonrational reflection coefficients. We show here that if $r(k)$ can be approximated by a rational function $r_{0}(k)$ of $k$ in a suitably chosen norm, then the solution of Eq. (2) obtained from $r(k)$ can be uniformly approximated by the solution obtained from $r_{0}(k)$. In the process, we obtain quantitative estimates of the effect on the solution of small errors in the measurement of $r(k)$.

## 2. RATIONAL REFLECTION COEFFICIENTS

Here we assume that $r(k)$ is a rational function of $k$, subject to the restrictions Eqs. (4) and (5). We write

$$
\begin{equation*}
r(k)=r_{-}(k)+r_{+}(k) \tag{6}
\end{equation*}
$$

where $r_{-}(k)\left(r_{+}(k)\right)$ is analytic in the lower (upper) half $k$ plane, and assume

$$
\begin{align*}
& r_{-}(k)=\sum_{i=1}^{p} a_{i} /\left(k-b_{i}\right),  \tag{7}\\
& r_{+}(k)=\sum_{i=p+1}^{p+q} a_{i} /\left(k-b_{i}\right),
\end{align*}
$$

where the $a_{i}$ and $b_{i}$ are complex numbers chosen so that Eqs. (4) and (5) are satisfied, and so that

$$
\begin{array}{ll}
\operatorname{Im} b_{i}>0 & \text { for } 1 \leqslant i \leqslant p  \tag{8}\\
\operatorname{Im} b_{i}<0 & \text { for } p+1 \leqslant i \leqslant p+q
\end{array}
$$

We shall assume, moreover, that the $b_{i}$ are all distinct. It follows from Eq. (1) that

$$
\begin{equation*}
R(x, y)=R_{-}(x, y)+R_{+}(x, y) \tag{9}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{-}(x, y)=\theta(-x-y) \sum_{i=1}^{p}\left(i a_{i}\right) e^{-i b_{i}(x+y)}  \tag{10}\\
& R_{+}(x, y)=-\theta(x+y) \sum_{i=p+1}^{p+q}\left(i a_{i}\right) e^{-i b_{i}(x+y)} \tag{11}
\end{align*}
$$

Here $\theta(z)$ is the Heaviside function:

$$
\theta(z)= \begin{cases}0 & \text { if } z<0  \tag{12}\\ \frac{1}{2} & \text { if } z=0 \\ 1 & \text { if } z>0\end{cases}
$$

The function $R(x, y)$ satisfies a linear ordinary differential equation in $y$ with constant coefficients, and so do $R_{-}(x, y)$ and $R_{+}(x, y)$. To see this, we rewrite $r(k)$ as

$$
\begin{equation*}
r(k)=p(k) / q(k) \tag{13}
\end{equation*}
$$

where $p(k)$ and $q(k)$ are polynomials in $k$, and then use Eq. (1) to verify that

$$
\begin{equation*}
q(D) R(x, y)=p(D) \delta(x+y) \tag{14}
\end{equation*}
$$

with $D=i \partial / \partial y$. A similar argument holds for $R_{ \pm}(x, y)$.
As a consequence, we find that the solution $K(x, y)$ of Eq. (2) also satisfies a linear ordinary differential equation with constant coefficients. We assume $y<x$, and distinguish
two cases:
Case I: $x+y<0$. In this case $z+y<0$ if $z<x$, and $R(x, y)=R_{-}(x, y)$. Then Eq. (2) becomes

$$
\begin{equation*}
K(x, y)+R_{-}(x, y)+\int_{-\infty}^{x} K(x, z) R_{-}(z, y) d z=0 \tag{15}
\end{equation*}
$$

Hence if we write $r_{-}(k)=p_{-}(k) / q_{-}(k)$, then Eq. (14) yields

$$
\begin{equation*}
q_{-}(D) K(x, y)+0+0=0 \tag{16}
\end{equation*}
$$

It follows that in this case $K(x, y)$ must have the form

$$
\begin{equation*}
K_{-}(x, y)=\sum_{j=1}^{p} C_{j}(x) e^{-i b_{j} y}, \tag{17}
\end{equation*}
$$

where the $b_{j}$ are the zeros of $q_{-}(k)$, i.e., the poles or $r_{-}(k)$ [cf. Eq. (7)].

Case II: $x+y>0$. In this case Eq. (2) involves both $R_{+}$ and $R_{-}$, and instead of Eq. (16) we obtain

$$
\begin{equation*}
q(D) K(x, y)+0+p(D) K(x,-y)=0 \tag{18}
\end{equation*}
$$

Hence

$$
\begin{align*}
q(-D) q(D) K(x, y) & =-p(D) q(-D) K(x, y) \\
& =p(D \mid p(-D) K(x, y) . \tag{19}
\end{align*}
$$

It follows that in this case $K(x, y)$ must have the form

$$
\begin{equation*}
K_{+}(x, y)=\sum_{j=1}^{p+q}\left(A_{j}(x) e^{i k_{j} y}+B_{j}(x) e^{-i k_{j} y}\right), \tag{20}
\end{equation*}
$$

where the $\pm k_{j}$ are the $2(p+q)$ solutions of the equation

$$
\begin{equation*}
r(k|r|-k)=|r(k)|^{2}=1 \tag{21}
\end{equation*}
$$

We shall assume here that these solutions are all distinct.
Now we put the forms Eqs. (17) and (20) back into Eq. (2), do the integration, and equate the coefficients of the resulting exponential functions of $y$. We assume $y<x$, and now distinguish three cases:

Case I: $x<0$. In this case Eq. (2) reduces to Eq. (15), and $K(x, y)$ to $K_{-}(x, y)$. We obtain, as the coefficient of $e^{-i b_{i} y}$,

$$
\begin{align*}
& \sum_{j=1}^{p} C_{j}(x)+i a_{i} e^{-i b_{j} x}-a_{i} \\
& \quad \times \sum_{j=1}^{p} C_{j}(x) e^{-i\left(b_{j}+b_{i} \mid x\right.} /\left(b_{j}+b_{i}\right)=0 \tag{22}
\end{align*}
$$

Case II: $x>0$, but $x+y<0$. In this case Eq. (2) becomes

$$
\begin{align*}
& K_{-}(x, y)+R_{-}(x, y)+\int_{-\infty}^{-x} K_{-}(x, z) R_{-}(z, y) d z \\
& \quad+\int_{-x}^{x} K_{+}(x, z) R_{-}(z, y) d z=0 \tag{23}
\end{align*}
$$

and we obtain, as the coefficient of $e^{-i b_{i} y}$,

$$
\begin{align*}
& \sum_{j=1}^{p} C_{j}(x)+i a_{i} e^{-i b_{j} x}-a_{i} \sum_{j=1}^{p} C_{j}(x) \frac{e^{+i\left(b_{i}+b_{j}\right) x}}{\left(b_{i}+b_{j}\right)} \\
& +a_{i} \sum_{j=1}^{p+q}\left(A_{j}(x) \frac{e^{i\left(k_{j}-b_{i}\right) x}}{\left(k_{j}-b_{i}\right)}-B_{j}(x) \frac{e^{-i\left(k_{j}+b_{i}\right) x}}{\left(k_{j}+b_{i}\right)}\right) \\
& -a_{i} \sum_{j=1}^{p+q}\left(A_{j}(x) \frac{e^{-i\left(k_{j}-b_{j}\right) x}}{\left(k_{j}-b_{i}\right)}-B_{j}(x) \frac{e^{i\left(k_{j}+b_{j}\right) x}}{\left(k_{j}+b_{i}\right)}\right)=0 \tag{24}
\end{align*}
$$

Case III: $x>0, x+y>0$. In this case Eq. (2) becomes

$$
\begin{align*}
& K_{+}(x, y)+R_{+}(x, y)+\int_{-\infty}^{-x} K_{-}(x, z) R_{-}(z, y) d y \\
& \quad+\int_{-x}^{-y} K_{+}(x, z) R_{-}(z, y) d y \\
& \quad+\int_{-y}^{x} K_{+}(x, z) R_{+}(z, y) d y=0 \tag{25}
\end{align*}
$$

and we obtain as the coefficient of $e^{-i b_{i} y}, 1 \leqslant i \leqslant p$,

$$
\begin{align*}
&-a_{i} \sum_{j=1}^{p} C_{j}(x) \frac{e^{+i\left(b_{j}+b_{j}\right) x}}{\left(b_{j}+b_{i}\right)} \\
&-a_{i} \sum_{j=1}^{p+q}\left(A_{j}(x) \frac{e^{-i\left(k_{j}-b_{i j} x\right.}}{\left(k_{j}-b_{i}\right)}-B_{j}(x) \frac{e^{i\left(k_{j}+b_{i}\right) x}}{\left(k_{j}+b_{i}\right)}\right)=0, \tag{26}
\end{align*}
$$

and as the coefficient of $e^{-i b_{i} y}, p+1 \leqslant i \leqslant p+q$,

$$
\begin{align*}
& -i a_{i} e^{i b_{j} x}-a_{i} \\
& \quad \times \sum_{j=1}^{p+a}\left(A_{j}(x) \frac{e^{i\left(k_{j}-b_{i}\right) x}}{\left(k_{j}-b_{i}\right)}-B_{j}(x) \frac{e^{-i\left(k_{j}+b_{i}\right) x}}{\left(k_{j}+b_{i}\right)}\right)=0 . \tag{27}
\end{align*}
$$

In addition, we find in Eq. (25) a term independent of $y$ :

$$
\begin{align*}
& \sum_{i=1}^{p+q p+q}\left(A_{j}(x) e^{i\left(k_{j}-b_{i}\right) x}+B_{j}(x) e^{-i\left(k_{j}+b_{i} \mid x\right.}\right) \\
& +\sum_{i=1}^{p+q}\left(a_{i}\right) \sum_{j=1}^{p+q}\left(A_{j}(x) \frac{e^{-i\left(k_{j}-b_{i}\right) x}}{\left(k_{j}-b_{i}\right)}\right. \\
& \left.\quad-B_{j}(x) \frac{e^{i\left(k_{j}+b_{i j} x\right.}}{\left(k_{j}+b_{i}\right)}\right)=0 . \tag{28}
\end{align*}
$$

It is clear that any choice of $A_{j}(x), B_{j}(\mathrm{x})$, and $C_{j}(x)$ which satisfies Eqs. (22)-(28), when inserted into Eqs. (17) and (20), yields a solution of the Gel'fand-Levitan equation, Eq. (2).

When $x<0$, only Eq. (22) is involved, which may be rewritten

$$
\begin{equation*}
\sum_{j=1}^{p}\left(\delta_{i j}+B_{i j}(x)\right) C_{j}(x)=-i a_{i} e^{-i b_{b} x} \tag{29}
\end{equation*}
$$

where $B_{i j}(x)$ is the matrix

$$
\begin{equation*}
B_{i j}(x)=-a_{i} e^{-i\left(b_{j}+b_{i}\right) x} /\left(b_{j}+b_{i}\right) . \tag{30}
\end{equation*}
$$

We observe now that this matrix must be nonsingular, because any nontrivial solution of the homogeneous equation $\Sigma B_{i j} C_{j}=0$ would yield, via Eq. (17), a nontrivial solution of the homogeneous form of Eq. (2), and we know that there are none. ${ }^{1,2}$ Hence we may write

$$
\begin{equation*}
D_{j k}(x)=(I+B(x))_{j k}^{-1} . \tag{31}
\end{equation*}
$$

Then

$$
\begin{equation*}
C_{j}(x)=\sum_{k} D_{j k}(x)\left(-i a_{k}\right) e^{-i b_{k} x} \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{-}(x, y)=\sum_{k, j} D_{j k}(x)\left(-i a_{k}\right) e^{-i b_{k} x} e^{-i b_{j} y} \tag{33}
\end{equation*}
$$

If we observe that

$$
\begin{equation*}
B_{k_{j}}^{\prime}(y)=+i a_{k} e^{-i\left(b_{j}+b_{k}\right) y}, \tag{34}
\end{equation*}
$$

where $B_{k j}^{\prime}(x)=d B_{k j}(x) / d x$, then we may write

$$
\begin{equation*}
K_{-}(x, y)=-\sum D_{j k}(x) B_{k j}^{\prime}(x) e^{-i b_{k}(x-y)} \tag{35}
\end{equation*}
$$

In particular, when $x=y$,

$$
\begin{align*}
K_{-}(x, x) & =-\sum D_{j k}(x) B_{k j}^{\prime}(x) \\
& =-d[\operatorname{tr} \log (I+B(x))] / d x . \tag{36}
\end{align*}
$$

This formula for $K_{-}(x, x)$ has already been given by Kay. ${ }^{3}$
When $x>0$, then Eq. (22) is replaced by Eqs. (24)-(28). In this case, we first note that Eq. (28) may be rewritten, using Eq. (7), as

$$
\begin{align*}
& \sum_{j=p+1}^{p+q}\left(A_{j}(x) e^{i k_{j} x}+B_{j}(x) e^{-i k_{j} x}\right) \\
& \quad+\sum_{j=p+1}^{p+q}\left(r\left(k_{j}\right) A_{j}(x) e^{-i k_{j} x}+r\left(-k_{j}\right) B_{j}(x) e^{+i k_{j} x}\right)=0 . \tag{37}
\end{align*}
$$

In order to satisfy Eq. (37), we note that $\left|r\left(k_{j}\right)\right|=1$ [cf. Eq. (21)] and write

$$
\begin{equation*}
r\left(k_{j}\right)=e^{2 i \delta_{j}} \tag{38}
\end{equation*}
$$

We set, for $p+1 \leqslant j \leqslant 2 p+q$,

$$
\begin{align*}
& A_{j}(x)=C_{j}(x) e^{-i \delta_{j}}, \\
& B_{j}(x)=C_{j}(x) e^{i \delta_{j}} \tag{39}
\end{align*}
$$

with the $C_{j}(x), p+1 \leqslant j \leqslant 2 p+q$, arbitrary. The remaining equations, Eqs. (24), (26), and (27), may now be rewritten as

$$
\begin{equation*}
\sum_{j=1}^{2 p+q} M_{i j} C_{j}(x)=D_{i}(x) \tag{40}
\end{equation*}
$$

where the $(2 p+q) \times(2 p+q)$ matrix $M_{i j}(x)$ is given by

$$
M_{i j}(x)=\left(\begin{array}{cc}
B_{i j}(-x) & A_{i, j-p}(-x)  \tag{41}\\
\frac{1}{a_{i-p}} & A_{i-p, j \sim p}(x) \\
0 & A_{i-p, j-p}(x)
\end{array}\right)
$$

Here $B_{i j}(x)$, for $1 \leqslant i, j \leqslant p$, is given by Eq. (30), and $A_{i j}$, for $1 \leqslant i, j \leqslant p+q$, is given by

$$
\begin{equation*}
A_{i j}(x)=\frac{a_{i} e^{i k_{j}-b_{j} x-i \delta_{j}}}{k_{j}-b_{i}}-\frac{a_{i} e^{-i k_{j}+b_{j} \mid x+i \delta_{j}}}{k_{j}+b_{i}} . \tag{42}
\end{equation*}
$$

The column vector $D_{i}(x)$ in Eq. (40) is given by

$$
D_{i}(x)= \begin{cases}0, & 1 \leqslant i \leqslant p  \tag{43}\\ -i a_{i-p} e^{-i b_{i-p} x}, & p+1 \leqslant i \leqslant 2 p+q\end{cases}
$$

Here again we argue that the matrix $M_{i j}(x)$ must be invertible, since a nontrivial solution of Eq. (40) would lead to a nontrivial solution of Eq. (2). If we set

$$
\begin{equation*}
N_{j k}(x)=\left(M(x)^{-1}\right)_{j k}, \tag{44}
\end{equation*}
$$

then Eq. (40) leads to

$$
\begin{equation*}
C_{j}(x)=\sum_{k=1}^{2 p+q} N_{j k}(x) D_{k}(x) \tag{45}
\end{equation*}
$$

From Eq. (45) we obtain

$$
\begin{align*}
K_{+}(x, y)= & \sum_{j, k=1}^{p+q} N_{j+p, k+p}\left(-i a_{k}\right) \\
& \times e^{-i b_{k} x}\left(e^{i k_{j} y-i \delta_{j}}-e^{-i k_{j} y+i \delta_{j}}\right) . \tag{46}
\end{align*}
$$

If we observe that, for $1 \leqslant j, k \leqslant p+q$,

$$
\begin{align*}
M_{k+p, j+p}^{\prime}(y) & =A_{k j}^{\prime}(y) \\
& =i a_{k}\left(e^{i\left(k_{j}-b_{k}\right) y-i \delta_{j}}-e^{-i\left(k_{j}+b_{k} l y+i \delta_{j}\right.}\right), \tag{47}
\end{align*}
$$

where $M_{k_{j}}^{\prime}(x)=d M_{k j}(x) / d x$, then we may write Eq. (46) as

$$
\begin{equation*}
K_{+}(x, y)=-\sum_{j, k=1}^{p+q} N_{j+p, k+p}(x) M_{k+p, j+p}^{\prime}(y) e^{-i b_{k}(x-y)} \tag{48}
\end{equation*}
$$

When $r_{-}(k)=0$, sor $(k)=r_{+}(k)$ is analytic in the upper halfplane, then $p=0$, and Eq. (48) reduces to

$$
\begin{equation*}
K_{+}(x, y)=-\sum_{j, k=1}^{q} A_{j k}^{-1}(x) A_{k j}^{\prime}(y) e^{-i b_{k}(x-y)} \tag{49}
\end{equation*}
$$

and when $x=y$,

$$
\begin{align*}
K_{+}(x, x) & =-\sum_{j, k=1}^{q} A_{j k}^{-1}(x) A_{j k}^{\prime}(x) \\
& =-d(\operatorname{tr} \log A(x)) / d x . \tag{50}
\end{align*}
$$

This formula for $K_{+}(x, x)$ has already been given in Ref. 6.
From Eq. (45) we also obtain, for $x>0$,

$$
\begin{equation*}
K_{-}(x, y)=\sum_{j=1}^{p} \sum_{k=1}^{P+q} N_{j, k+p}(x)\left(-i a_{k}\right) e^{-i b_{k} x-i b_{j} y} . \tag{51}
\end{equation*}
$$

Finally, we note that the desired solution $K(x, y)$ of Eq. (2) is given by

$$
K(x, y)= \begin{cases}K_{-}(x, y) & \text { if } x+y<0  \tag{52}\\ K_{+}(x, y) & \text { if } x+y>0\end{cases}
$$

Note that

$$
K(x, x)= \begin{cases}K_{-}(x, x) & \text { if } x<0  \tag{53}\\ K_{+}(x, x) & \text { if } x>0\end{cases}
$$

so that Eq. (51) plays no role in recovering $V(x)$ [cf. Eq. (3)].

## 3. NONRATIONAL REFLECTION COEFFICIENTS

We now turn to the case where the reflection coefficient $r(k)$ is not rational in $k$, and seek to approximate it by another reflection coefficient $r_{0}(k)$ which is rational in $k$, in such a way that the solution $K_{0}(x, y)$ of Eq. (2) corresponding to $r_{0}(k)$ approximates the solution $K(x, y)$ corresponding to $r(k)$.

To this end, we first replace Eq. (2) by a more general equation for the kernel $K(x, y, w)(c f$. Ref. 6):

$$
\begin{equation*}
K(x, y, w)+R(x, y)+\int_{-\infty}^{w} K(x, z, w) R(z, y) d z=0 \tag{54}
\end{equation*}
$$

Here $w$ is a real parameter, and $x, y \leqslant w$. Note that if $w=x$, then $K(x, y, w)=K(x, y)$. This more general equation may be expressed in operator form, with $w$ as a parameter, as

$$
\begin{equation*}
K(w)+R(w)+K(w) R(w)=0 \tag{55}
\end{equation*}
$$

Here $K(w)$ and $R(w)$ are integral operators with kernels $K(x, y, w)$ and $R(x, y, w)$, where

$$
R(x, y, w)=\left\{\begin{array}{cc}
R(x, y) & \text { if } x \leqslant w \text { and } y \leqslant w,  \tag{56}\\
0 & \text { otherwise } .
\end{array}\right.
$$

Note that because of Eq. (4), $R$ is a symmetric operator, and hence so are $R(w)$ and $K(w)$. By taking adjoints, we get also

$$
\begin{equation*}
K(w)+R(w)+R(w) K(w)=0 \tag{57}
\end{equation*}
$$

and in either case we have

$$
\begin{equation*}
(I+K(w))(I+R(w))=I \tag{58}
\end{equation*}
$$

Now suppose $r_{i}(k), i=0,1$, are two admissible reflection coefficients, $R_{i}(x, y)$ the corresponding integral kernels obtained from Eq. (1), and $R_{i}(x, y, w)$ and $K_{i}(x, y, w)$ the corresponding integral kernels of Eq. (54). Then from Eqs. (55) and (57) we obtain

$$
\begin{align*}
& K_{1}(w)-K_{0}(w)+R_{1}(w)-R_{0}(w)+K_{1}(w)\left(R_{1}(w)-R_{0}(w)\right) \\
& \quad+\left(R_{1}(w)-R_{0}(w)\right) K_{0}(w)+K_{1}(w)\left(R_{1}(w)\right. \\
& \left.\quad-R_{0}(w)\right) K_{0}(w)=0 \tag{59}
\end{align*}
$$

Equation (59) gives us the difference $K_{1}(w)-K_{0}(w)$ in terms of the difference $R_{1}(w)-R_{0}(w)$.

Now if $A(x, y)$ is an arbitrary integral kernel, then we may define the following norms:

$$
\begin{align*}
& \|A\|_{\infty}=\sup _{x, y}|A(x, y)|  \tag{60}\\
& \|A\|_{H}=\max \left\{\sup _{x} \int|A(x, y)| d y, \sup _{y} \int|A(x, y)| d x\right\} \tag{61}
\end{align*}
$$

Then $\|A\|_{\infty}$ gives a uniform bound for $|A(x, y)|$, while $\|A\|_{H}$ gives the so-called Holmgren norm of $A$, which majorizes the operator norm of $A$ (cf. Ref. 7). Note that if $B(x, y)$ is another such integral kernel, then we always have

$$
\begin{align*}
& \|A B\|_{H} \leqslant\|A\|_{H}\|B\|_{H},  \tag{62}\\
& \|A B\|_{\infty} \leqslant\|A\|_{\infty}\|B\|_{H},  \tag{63}\\
& \|A B\|_{\infty} \leqslant\|A\|_{H}\|B\|_{\infty} .
\end{align*}
$$

Now from Eq. (55) we get, for $i=0,1$,

$$
\begin{equation*}
K_{i}(w)=-\boldsymbol{R}_{i}(w)-K_{i}(w) R_{i}(w) \tag{64}
\end{equation*}
$$

and so from Eqs. (62) and (64),

$$
\left\|K_{i}(w)\right\|_{H} \leqslant\left\|R_{i}(w)\right\|_{H}+\left\|R_{i}(w)\right\|_{H}\left\|K_{i}(w)\right\|_{H} .
$$

Hence, if $\left\|R_{i}(w)\right\|_{H}<1$,

$$
\begin{equation*}
\left\|K_{i}(w)\right\|_{H} \leqslant \frac{\left\|R_{i}(w)\right\|_{H}}{1-\left\|R_{i}(w)\right\|_{H}} \tag{65}
\end{equation*}
$$

Similarly, from Eqs. (63) and (64),

$$
\begin{equation*}
\left\|K_{i}(w)\right\|_{\infty} \leqslant\left\|R_{i}(w)\right\|_{\infty}+\left\|R_{i}(w)\right\|_{\infty}\left\|K_{i}(w)\right\|_{H} \tag{66}
\end{equation*}
$$

Hence, if $\left\|R_{i}(w)\right\|_{H}<1$,

$$
\left\|K_{i}(w)\right\|_{\infty} \leqslant \frac{\left\|R_{i}(w)\right\|_{\infty}}{1-\left\|R_{i}(w)\right\|_{H}} .
$$

Finally, from Eq. (59) we get

$$
\begin{align*}
& \left\|K_{1}(w)-K_{0}(w)\right\|_{H} \\
& \quad \leqslant\left\|R_{1}(w)-R_{0}(w)\right\|_{H}\left(1+\left\|K_{1}(w)\right\|_{H}+\left\|K_{0}(w)\right\|_{H}\right. \\
& \left.\quad+\left\|K_{1}(w)\right\|_{H}\left\|K_{0}(w)\right\|_{H}\right), \tag{67}
\end{align*}
$$

so

$$
\begin{equation*}
\left\|K_{1}(w)-K_{0}(w)\right\|_{H} \leqslant \frac{\left\|R_{1}(w)-R_{0}(w)\right\|_{H}}{\left(1-\left\|R_{1}(w)\right\|_{H}\right)\left(1-\left\|R_{0}(w)\right\|_{H}\right)} . \tag{68}
\end{equation*}
$$

Similarly, we find

$$
\begin{equation*}
\left\|K_{1}(w)-K_{0}(w)\right\|_{\infty} \leqslant \frac{\left\|R_{1}(w)-R_{0}(w)\right\|_{\infty}}{\left(1-\left\|R_{1}(w)\right\|_{H}\right)\left(1-\left\|R_{0}(w)\right\|_{H}\right)} \tag{69}
\end{equation*}
$$

In particular, Eq. (69) gives a uniform bound for the difference $\left|K_{1}(x, y, w)-K_{0}(x, y, w)\right|$ in terms of a similar bound for the difference $\left|R_{1}(x, y, w)-R_{0}(x, y, w)\right|$.

To calculate the right-hand side of Eq. (69), we need only note that

$$
\begin{align*}
\left\|R_{1}(w)\right\|_{\infty} & =\sup _{x, y<w}\left|R_{1}(x, y)\right| \leqslant \sup _{x, y}\left|R_{i}(x, y)\right| \\
& =\sup _{z}\left|\hat{r}_{i}(z)\right|=\left\|\hat{r}_{i}\right\|_{\infty} \leqslant\left\|r_{i}\right\|_{1}, \tag{70}
\end{align*}
$$

where $\hat{r}(z)$ is the Fourier transform of $r(k)$ [cf. Eq. (1)], while $\left\|R_{i}(w)\right\|_{H}$

$$
\begin{align*}
& =\max \left\{\sup _{x<w} \int_{-\infty}^{w}\left|R_{i}(x, y)\right| d y, \sup _{y<w} \int_{-\infty}^{w}\left|R_{i}(x, y)\right| d x\right\} \\
& \leqslant \int_{-\infty}^{2 w}\left|\hat{r}_{i}(z)\right| d z \leqslant\left\|\hat{r}_{i}\right\|_{1} . \tag{71}
\end{align*}
$$

Since these estimates are uniform in $w$, we have
Theorem 1: If $r_{i}(k), i=0,1$, are reflection coefficients such that $\left\|\hat{r}_{i}\right\|_{1} \leqslant M<1$, and $\left\|r_{1}-r_{0}\right\|_{1}<\epsilon$, then the corresponding solutions $K_{i}(x, y)$ of Eq. (2) must satisfy

$$
\begin{equation*}
\left|K_{1}(x, y)-K_{2}(x, y)\right| \leqslant \epsilon /(1-M)^{2} \tag{72}
\end{equation*}
$$

uniformly in $x$ and $y$.
Now suppose $V_{i}(x)$ are the potentials obtained from $K_{i}(x, x)=K_{i}(x, x, x)$ according to Eq. (3). It is also of interest to obtain uniform estimates for the difference
$\left|V_{1}(x)-V_{0}(x)\right|$. In view of Eq. (3), this requires uniform estimates for the difference

$$
\left|d K_{1}(x, x, x) / d x-d K_{0}(x, x, x) / d x\right|
$$

First we note that

$$
\begin{align*}
& d K(x, x, x) / d x \\
& \quad=\partial_{x} K(x, y, w)+\partial_{y} K(x, y, w)+\left.\partial_{w} K(x, y, w)\right|_{x=y=w} \tag{73}
\end{align*}
$$

where $\partial_{x}$ denotes $\partial / \partial x$, etc. Now from Eq. (64) we get

$$
\begin{equation*}
-\partial_{x} K=+\partial_{x} R+\partial_{x} K R \tag{74}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left\|\partial_{x} K\right\|_{H} \leqslant\left\|\partial_{x} R\right\|_{H}+\left\|\partial_{x} K\right\|_{H}\|R\|_{H} \tag{75}
\end{equation*}
$$

and, if $\|R\|_{H}<1$,

$$
\begin{equation*}
\left\|\partial_{x} K\right\|_{H} \leqslant\left\|\partial_{x} R\right\|_{H} /\left(1-\|R\|_{H}\right) . \tag{76}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left\|\partial_{y} K\right\|_{H} \leqslant\left\|\partial_{y} R\right\|_{H} /\left(1-\|R\|_{H}\right) . \tag{77}
\end{equation*}
$$

Finally, from Eq. (54),

$$
\begin{align*}
-\partial_{w} K(x, y, w)= & +0+R(x, w) K(w, y, w) \\
& +\int_{-\infty}^{w} \partial_{w} K(x, z, w) R(z, y) d z \tag{78}
\end{align*}
$$

so

$$
\begin{equation*}
\left\|\partial_{w} K\right\|_{H} \leqslant\|R \circ K\|_{H}+\left\|\partial_{w} K\right\|_{H}\|R\|_{H}, \tag{79}
\end{equation*}
$$

where $(R \circ K)(x, y)=R(x, w) K(w, y, w)$. Now

$$
\begin{align*}
\int|R(x, w) K(w, y, w)| d x & \leqslant\|R\|_{H}\|K\|_{\infty} \\
& \leqslant \frac{\|R\|_{H}\|R\|_{\infty}}{1-\|R\|_{H}} \tag{80}
\end{align*}
$$

and

$$
\begin{align*}
\int|R(x, w) K(w, y, w)| d y & \leqslant\|R\|_{\infty}\|K\|_{H} \\
& \leqslant \frac{\|R\|_{\infty}\|R\|_{H}}{1-\|R\|_{H}} . \tag{81}
\end{align*}
$$

$$
\begin{equation*}
-\partial_{x}\left(K_{1}-K_{0}\right)=+\partial_{x}\left(R_{1}-R_{0}\right)+\partial_{x} K_{1}\left(R_{1}-R_{0}\right)+\partial_{x}\left(R_{1}-R_{0}\right) K_{0}+\partial_{x} K_{1}\left(R_{1}-R_{0}\right) K_{0} \tag{83}
\end{equation*}
$$

Hence,

$$
\begin{align*}
\left\|\partial_{x}\left(K_{1}-K_{0}\right)\right\|_{\infty} & \leqslant\left\|\partial_{x}\left(R_{1}-R_{0}\right)\right\|_{\infty}+\left\|\partial_{x} K_{1}\right\|_{H}\left\|R_{1}-R_{0}\right\|_{\infty}+\left\|\partial_{x}\left(R_{1}-R_{0}\right)\right\|_{\infty}\left\|K_{0}\right\|_{H}+\left\|\partial_{x} K_{1}\right\|_{H}\left\|\mathrm{R}_{1}-\mathrm{R}_{0}\right\|_{\infty}\left\|\mathrm{K}_{0}\right\|_{H} \\
& \leqslant\left\|\partial_{x}\left(R_{1}-R_{0}\right)\right\|_{\infty}\left(1+\left\|K_{0}\right\|_{H}\right)+\left\|\partial_{x} K_{1}\right\|_{H}\left\|R_{1}-R_{0}\right\|_{\infty}\left(1+\left\|K_{0}\right\|_{H}\right) \tag{84}
\end{align*}
$$

Since by Eq. (65),

$$
\begin{equation*}
1+\left\|K_{0}\right\|_{H} \leqslant 1 /\left(1-\left\|R_{0}\right\|_{H}\right) \tag{85}
\end{equation*}
$$

and by Eq. (76),

$$
\begin{equation*}
\left\|\partial_{x} K_{1}\right\|_{H} \leqslant\left\|\partial_{x} R_{1}\right\|_{H} /\left(1-\left\|R_{1}\right\|_{H}\right) \tag{86}
\end{equation*}
$$

we get

$$
\begin{align*}
\left\|\partial_{x}\left(K_{1}-K_{0}\right)\right\|_{\infty} & \leqslant \frac{\left\|R_{1}-R_{0}\right\|_{\infty}\left\|\partial_{x} R_{1}\right\|_{H}}{\left(1-\left\|R_{0}\right\|_{H}\right)\left(1-\left\|R_{1}\right\|_{H}\right)}+\frac{\left\|\partial_{x}\left(\mathrm{R}_{1}-\mathrm{R}_{0}\right)\right\|_{\infty}}{1-\left\|\mathrm{R}_{0}\right\|_{H}} \\
& \leqslant \frac{\left\|R_{1}-R_{0}\right\|_{\infty}\left\|\partial_{x} R_{1}\right\|_{H}+\left\|\partial_{x}\left(R_{1}-R_{0}\right)\right\|_{\infty}}{\left(1-\left\|R_{0}\right\|_{H}\right)\left(1-\left\|R_{1}\right\|_{H}\right)} \tag{87}
\end{align*}
$$

In the same way we get

$$
\begin{equation*}
\left\|\partial_{y}\left(K_{1}-K_{0}\right)\right\|_{\infty} \leqslant \frac{\left\|R_{1}-R_{0}\right\|_{\infty}\left\|\partial_{y} R_{0}\right\|_{H}+\left\|\partial_{y}\left(R_{1}-R_{0}\right)\right\|_{\infty}}{\left(1-\left\|R_{0}\right\|_{H}\right)\left(1-\left\|R_{1}\right\|_{H}\right)} . \tag{88}
\end{equation*}
$$

For $\partial_{w}\left(K_{1}-K_{0}\right)$ we use

$$
\begin{align*}
-\partial_{w}\left(K_{1}-K_{0}\right)= & +K_{1} \circ\left(R_{1}-R_{0}\right)+\partial_{w} K_{1}\left(R_{1}-R_{0}\right)+\left(R_{1}-R_{0}\right) \circ K_{0}+\left(R_{1}-R_{0}\right) \partial_{w} K_{0} \\
& +K_{1} \circ\left(R_{1}-R_{0}\right) K_{0}+\partial_{w} K_{1}\left(R_{1}-R_{0}\right) K_{0}+K_{1}\left(R_{1}-R_{0}\right) \circ K_{0}+K_{1}\left(R_{1}-R_{0}\right) \partial_{w} K_{0} \tag{89}
\end{align*}
$$

Then

$$
\begin{align*}
\left\|\partial_{w}\left(K_{1}-K_{0}\right)\right\|_{\infty} \leqslant & \left\|R_{1}-R_{0}\right\|_{\infty}\left(\left\|K_{1}\right\|_{\infty}+\left\|\partial_{w} K_{1}\right\|_{H}+\left\|K_{0}\right\|_{\infty}+\left\|\partial_{w} K_{0}\right\|_{H}\right. \\
& \left.+\left\|K_{1}\right\|_{\infty}\left\|K_{0}\right\|_{H}+\left\|\partial_{w} K_{1}\right\|_{H}\left\|K_{0}\right\|_{H}+\left\|K_{1}\right\|_{H}\left\|K_{0}\right\|_{\infty}+\left\|K_{1}\right\|_{H}\left\|\partial_{w} K_{0}\right\|_{H}\right) \\
\leqslant & \left\|R_{1}-R_{0}\right\|_{\infty}\left(\frac{\left\|\partial_{w} K_{1}\right\|_{H}+\left\|K_{1}\right\|_{\infty}}{1-\left\|R_{0}\right\|_{H}}+\frac{\left\|\partial_{w} K_{0}\right\|_{H}+\left\|K_{0}\right\|_{\infty}}{\left(1-\left\|R_{1}\right\|_{H}\right.}\right) \\
\leqslant & \left\|R_{1}-R_{0}\right\|_{\infty}\left(\frac{\left\|R_{1}\right\|_{\infty}\left(1+\left\|R_{1}\right\|_{H}\right)}{\left(1-\left\|R_{0}\right\|_{H}\right)\left(1-\left\|R_{1}\right\|_{H}\right)^{2}}+\frac{\left\|R_{0}\right\|_{\infty}\left(1+\left\|R_{0}\right\|_{H}\right)}{\left(1-\left\|R_{1}\right\|_{H}\right)\left(1-\left\|R_{0}\right\|_{H}\right)^{2}}\right) \\
\leqslant & \left\|R_{1}-R_{0}\right\|_{\infty}\left(\frac{\left\|R_{1}\right\|_{\infty}\left(1+\left\|R_{1}\right\|_{H}\right)+\left\|R_{0}\right\|_{\infty}\left(1+\left\|R_{0}\right\|_{H}\right)}{\left(1-\left\|R_{1}\right\|_{H}\right)^{2}\left(1-\left\|R_{0}\right\|_{H}\right)^{2}}\right) . \tag{90}
\end{align*}
$$

Putting all this together, we obtain finally
$\left\|\left(\partial_{x}+\partial_{y}+\partial_{w}\right)\left(K_{1}-K_{0}\right)\right\|_{\infty}$

$$
\begin{align*}
& \leqslant\left\|R_{1}-R_{0}\right\|_{\infty}\left(\frac{\left\|\partial_{x} R_{1}\right\|_{H}+\left\|\partial_{y}\right\| R_{0} \|_{H}}{\left(1-\left\|R_{1}\right\|_{H}\right)\left(1-\left\|R_{0}\right\|_{H}\right)}+\frac{\left\|R_{1}\right\|_{\infty}\left(1+\left\|R_{1}\right\|_{H}\right)+\left\|R_{0}\right\|_{\infty}\left(1+\left\|R_{0}\right\|_{H}\right)}{\left(1-\left\|R_{1}\right\|_{H}\right)^{2}\left(1-\left\|R_{0}\right\|_{H}\right)^{2}}\right) \\
& \quad+\left\|\partial_{x}\left(R_{1}-R_{0}\right)\right\|_{\infty}\left(\frac{2}{\left(1-\left\|R_{1}\right\|_{H}\right)\left(1-\left\|R_{0}\right\|_{H}\right)}\right) \tag{91}
\end{align*}
$$

Here we have used the fact that $\partial_{x} R=\partial_{y} R$, since

$$
\partial_{x} R(x, y)=\partial_{y} R(x, y)=\hat{r}^{\prime}(x+y) .
$$

This gives us
Theorem 2: If the reflection coefficients $r_{i}(k), i=0,1$, satisfy: $\left\|\hat{r}_{i}\right\|_{1} \leqslant M<1,\left\|\hat{r}_{i}^{\prime}\right\|_{1} \leqslant N,\left\|r_{i}\right\|_{1} \leqslant P$, and $\left\|r_{1}-r_{0}\right\|_{1}<\epsilon$, $\left\|k\left(r_{1}-r_{0}\right)\right\|<\delta$, then we have

$$
\begin{align*}
& \left\|V_{1}(x)-V_{0}(x)\right\|_{\infty} \\
& \quad \leqslant 4 \epsilon\left(\frac{N+P(1+M)}{(1-M)^{4}}\right)+4 \delta\left(\frac{1}{(1-M)^{2}}\right) \tag{92}
\end{align*}
$$

Finally, we introduce the norm

$$
\begin{equation*}
\|r\|=\max \left\{\|r\|_{1},\|k r\|_{1},\|\hat{r}\|_{1}\right\} . \tag{93}
\end{equation*}
$$

Then Theorem 2 leads to
Corollary 3: Let $S$ be the set of reflection coefficients $r(k)$ satisfying Eqs. (4), (5), and

$$
\|r\| \leqslant M<1
$$

If $r \in S$, then $r$ may be approximated in the norm Eq. (93) by a rational reflection coefficient $r_{0}$, so that the potential $V(x)$ corresponding to $r(k)$ is uniformly approximated by the potential $V_{0}(x)$ corresponding to $r_{0}(k)$.

## 4. COMMENTS

We have assumed throughout Sec. 1 , where the reflection coefficient $r(k)$ is rational, that the poles of $r(k)$ are all simple [cf. Eq. (7) ff.] and that the zeroes of $|r(k)|^{2}-1$ are all distinct [cf. Eq. (21) ff.]. The case of multiple poles has been considered recently by Pechenick and Cohen ${ }^{5}$; they arrive at formulas for $K(x, y)$ somewhat more complicated than Eq. (50). But now it is clear that, in the sense of the norm Eq. (93), the rational coefficient $r(k)$ is a continuous function of the position of its poles, so that a slight displacement of any pole results in a slight change in $r(k)$ in the sense of Eq. (93). Similarly for the zeros of $|r(k)|^{2}-1$; a slight change in the coefficients in $r(k)$ results again in a slight change in $r(k)$, and hence in a slight change in the corresponding $V(x)$. Thus our assumptions cause no essential loss of generality. This argument has already been used by Kay. ${ }^{4}$

In most practical applications of this theory, the reflection coefficient is constructed from a finite set of measurements. Of the many construction procedures available, the construction of a rational reflection coefficient via Padé approximates is often a particularly attractive choice. Our results may then be used to give quantitative error bounds on the outcome.

It is unfortunate that our results in Sec. 2 are restricted by the condition $\|\hat{r}\|_{1}<1$. This seems to be a consequence of our methods, and further analysis will probably show that it can be replaced by $\|\hat{r}\|_{1}<\infty$. In the meantime, we note that in fact it suffices that [cf. Eq. (71)]

$$
\begin{equation*}
\int_{-\infty}^{2 w}|\hat{r}(k)| d k<1 \tag{94}
\end{equation*}
$$

Hence our results hold at least for all $w,-\infty<w<w_{0}$, for which Eq. (94) holds.

Note added in proof. The referee points out that the method used here to solve the Gel'fand-Levitan equation for rational coefficients is not new. It was first used by Bargmann in his study of the inverse problem for the half-line (unpublished), and was then extended to the tensor-force case by Fulton and Newton ${ }^{8}$ in the earliest published version of Bargmann's procedure. It has also been used extensively by Kay and Moses. ${ }^{2}$

At the recent conference on inverse scattering problems held in Tulsa, Oklahoma, May, 1983, Sabatier presented a paper ${ }^{9}$ which solves the Gel'fand-Levitan equation for rational reflection coefficients by a quite different procedure, using a sequence of Bäcklund transformations to reduce the reflection coefficient, one pole at a time, to zero. His procedure offers certain computational advantages over ours.
${ }^{1}$ I. M. Gel'fand and B. M. Levitan, "On The Determination of a Differential Equation by its Spectral Function," Amer. Math. Soc. Transl. Ser. 21, 253 (1955).
${ }^{2}$ I. Kay and H.E. Moses, Inverse Scattering Papers: 1955-1963 (Math. Sci. Press, Brookline, MA, 1982).
${ }^{3}$ P. Deift and E. Trubowitz, "Inverse Scattering on the Line," Commun. Pure Appl. Math. 32, 121 (1979).
${ }^{4}$ I. Kay, "The Inverse Scattering Problem When the Reflection Coefficient is a Rational Function," Commun. Pure Appl. Math. 13, 371 (1960).
${ }^{5}$ K. R. Pechenick and J. Cohen, "Inverse scattering-exact solution of the Gel'fand-Levitan equation," J. Math. Phys. 22, 1513 (1981).
${ }^{6}$ H. E. Moses and R. T. Prosser, "Eigenvalues and eigenfunctions associated with the Gel'fand--Levitan equation," J. Math. Phys. 25, 108 (1984).
${ }^{7}$ N. Dunford and J. T. Schwartz, Linear Operators I (Interscience, New York, 1957), p. 518.
${ }^{8}$ T. Fulton and R. G. Newton, Nuovo Cimento 3, 677 (1956).
${ }^{9} \mathbf{P}$. Sabatier, in Proceedings of the Conference on Inverse Scattering: Theory and Application, University of Tulsa, May, 1983 (SIAM, Philedelphia, 1983).
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The general "optical theory" of congruences of totally null strings is studied within complexified general relativity, employing the spinorial formalism, with the emphasis on the role of the Sommers vector. The results obtained yield a deeper geometric interpretation of the "complexified anatomy" of the fundamental Goldberg-Sachs theorem.

PACS numbers: 04.20.Cv

## 1. INTRODUCTION

The concept of a congruence of null strings is instrumental in the theory of $\mathscr{H} \mathscr{H}$ spaces ("higher heavens"), i.e., the complexified solutions to the Einstein empty-space equations, with the conformal curvature degenerated on at least one side. A theorem given in Ref. 1 states that the existence of such a congruence is a necessary and sufficient condi-tion-modulo the empty space Einstein equations-for the conformal curvature to be degenerate at least on one side. This theorem was a starting point of an integration process of Robinson and one of us ${ }^{2}$ (for a complete computation see Ref. 3; see also Ref. 4, and for a spinorial transcription of the results see Refs. 5 and 6), which has led to the result that a complexified solution to the Einstein equations with the conformal curvature degenerated at least on one side is entirely determined by one scalar key function, fulfilling a differential constraint of the second order, with a quadratic nonlinearity only. The program of our group aims-on the basis of this result-to derive all algebraically degenerate real spacetimes of signature $(+++-)$, as real cross sections in the sense of Ref. 7, of the analytic solutions within the formalism of $\mathscr{H} \mathscr{H}$ spaces. As a side result, demonstrating the versatility of the formalism of $\mathscr{H} \mathscr{H}$ spaces in applications, it has been recently shown ${ }^{8}$ that, employing it, one can obtain a synthetized form of all algebraically degenerated metrics of $\mathscr{H}$-spaces, derived using the $\mathrm{N}-\mathrm{P}$ formalism in Ref. 9. (Compare also some preliminary results in that line in Ref. 10important from the point of view of the program and results of our group; for a resumé of further results see Refs. 11 and 12). It should be mentioned also that already in Ref. 13, published about the same time as Refs. 1 and 10, E. Flaherty, in the final section of his book, appreciated the important role of "twistor surfaces," called null strings in our terminology.

This paper is thought of as a synthetic outline of the geometry of congruences of null strings and their intersections, postulated a priori, with the emphasis on the role played by the left (and right) Sommers vectors. ${ }^{14}$ The theory is developed along similar lines as the standard theory of the

[^22]optical congruences of null vector lines. A special emphasis is given to the transformational properties of the results under the conformal gauge.

This paper relies on the use of spinorial techniques, amply described in Refs. 13 and 15; for the convenience of the reader, Sec. 2 outlines the basic formulas of this formalism. A paper by I. Robinson ${ }^{16}$ is essential in understanding the theory of null strings from the more familiar point of view of tensorial techniques.

## 2. THE SPINORIAL FORMALISM

We classify the Riemannian structures in four dimensions, $V=(M, g)[M$ is a differential manifold of $\operatorname{dim} M=4$, $g \in \Lambda^{1} \otimes_{s} \Lambda^{1}$ is nonsingular metric] according to the scheme:

CR: $M$ complex analytic; signature meaningless

$$
\text { RR: } M \text { real }\left\{\begin{array}{l}
\text { HR: signature }(+++-)  \tag{2.1}\\
\text { UR: signature }(++--) \\
\text { ER: signature }(++++),
\end{array}\right.
$$

referring to these structures as to the "complex relativity" (CR) and "real relativities" (RR), subdivised into "hyperbolic relativity" (HR), "ultrahyperbolic relativity" (UR), and "elliptic (or Euclidean) relativity" (ER).

In all cases, with $A=1,2, B=1,2$, the metric is postulated in the form of

$$
\begin{equation*}
g=-\frac{1}{2} g_{A \dot{B}} \otimes g^{A B}, \tag{2.2}
\end{equation*}
$$

where the 1 -forms $g^{A \dot{B}}$ constitute a base of $\Lambda^{1}$. Spinorial indices are to be manipulated according to $\Psi_{1}=\Psi^{2}$,
$\Psi_{2}=-\Psi^{1}$, and similarly for the dotted indices. The forms $g^{A B}$ are in CR complex analytic, in RR in general complex valued-smooth over $M$, and specifically, endowed with the properties that (bar denotes complex conjugation)

$$
\begin{align*}
& \text { HR: } g^{\overline{A B}}=g^{B A} \\
& \text { UR: } g^{\overline{A B}}=g^{A B}  \tag{2.3}\\
& \text { ER: } g^{\overline{A B}}=-g_{A B} .
\end{align*}
$$

We understand then the indices of $g^{A B}$ as the objects of the tensorial transformations from the groups

$$
\begin{equation*}
l^{A^{\prime}} \times l^{\dot{B}^{\prime}}{ }_{B} \tag{2.4}
\end{equation*}
$$

## CR:SL $(2, \mathrm{C}) \times \mathbf{S L}(2, \mathbb{C})$ <br> HR:SL(2,C) $\times \overline{\mathrm{SL}(2, \mathrm{C})}$ <br> UR:SL $(2, R) \times \operatorname{SL}(2, R)$ ER:SU(2) $\times \mathbf{S U (}(2)$ <br> dot distinguishes <br> an independent copy of the same group.

These transformations leave (2.2) invariant, compatibly with (2.3); of course, the matrices $\left\|l^{A^{\prime}}{ }_{A}\right\|$ and $\left\|l^{A^{\prime}}{ }_{A}\right\|$ depend (smoothly) on a point in M.

Then, the Cartran covariant differential $D$-founded on the symmetric connection 1 -forms,

$$
\begin{equation*}
\Gamma_{A B}=\Gamma_{(A B)}, \Gamma_{\dot{A} \dot{B}}=\Gamma_{(\dot{A} \dot{B})} \tag{2.5}
\end{equation*}
$$

is defined for any $\Lambda^{P}$-valued tensor with respect to the corresponding group from the list (2.4) by
$D T^{A \ldots \dot{B} \ldots}=d T^{\cdots}+\Gamma^{A}{ }_{s \wedge} T^{S \cdots}+\Gamma^{\dot{B}}{ }_{\dot{s} \wedge} T^{\cdots \dot{s} \ldots}+\cdots$,
( $d$ meaning the external differential). This definition leads to the (generalized) Ricci formulas

$$
\begin{equation*}
D D T^{A \ldots \dot{B} \cdots}=R^{A}{ }_{S \wedge} T^{S \cdots}+R^{\dot{B}} \dot{s}_{\wedge} T^{\cdots \dot{s} \cdots}+\cdots \tag{2.7}
\end{equation*}
$$

where the curvature 2 -forms are tensors defined by

$$
\begin{align*}
& R_{B}^{A}=d \Gamma_{B}^{A}+\Gamma_{S \Lambda}^{A} \Gamma_{B}^{S},  \tag{2.8}\\
& R_{\dot{B}}^{\dot{A}_{\dot{B}}}=d \Gamma_{\dot{B}}^{\dot{A}}+\Gamma_{\dot{S}_{\Lambda}}^{\dot{A}} \Gamma_{\dot{B}}^{\dot{S}_{\dot{B}}} .
\end{align*}
$$

Using these notions, one then states the first and the second (Cartan) structure equations in the form of

$$
\begin{align*}
S_{\mathrm{I}}: D g^{A \dot{B}}= & \text { torsion }=0, \\
S_{\mathrm{II}}: R_{B}^{A}= & -\frac{1}{2} C_{B C D}^{A} S^{C D} \\
& +\frac{R}{24} S_{B}^{A}+\frac{1}{2} C_{B C D}^{A} S^{\dot{C} \dot{D}},  \tag{2.9}\\
S_{\mathrm{II}}: R_{B}^{\dot{A}}= & -\frac{1}{2} C^{\dot{A}}{ }_{B C D} S^{\dot{C D}} \\
& +\frac{R}{24} S_{\dot{B}}^{\dot{A}}+\frac{1}{2} S^{C D} C_{C D}^{\dot{A}_{\dot{B}}}
\end{align*}
$$

Of course, assuming torsion equal to zero, we work with the Levi-Cività connections. The 2-forms $S^{A B}=S^{(A B)}$ and $S^{\tilde{A} B}=S^{(\hat{A B)}}$ appearing in (2.9) are defined by

$$
\begin{equation*}
g^{A \dot{B}} \wedge g^{C \dot{D}}=\epsilon^{A C} S^{\dot{B} \dot{D}}+\epsilon^{\dot{B} \dot{D}} S^{A C} \tag{2.10}
\end{equation*}
$$

where $\left\|\epsilon^{A B}\right\|=\left\|\begin{array}{cc}0 & 1 \\ -1 & 1\end{array}\right\|=\left\|\epsilon^{A B}\right\|$ are the Levi-Cività objects in 2 dimensions.

The $\Lambda^{\circ}$ valued coefficients in (2.9) have the interpretation: (i) $R=$ scalar curvature, (ii) $C_{A B C D}=C_{(A B C D}$ ) and $C_{A B C D}=C_{(\dot{A} \dot{B C D})}$ are the self-dual and anti-self-dual parts of the conformal curvature (Weyl tensor), and (iii)
$C_{A B C D}=C_{(A B \| C D)}$ is the spinorial image of the Ricci tensor with its trace extracted. All curvature objects are tensors with respect to the corresponding group from the list (2.1) and, more specifically, are endowed with the properties:
CR: $C_{A B C D}, C_{A B C \dot{D}}, C_{A B C \dot{D}}, R$-are all complex, unrelated,
UR: —"— —"- -"- -are all real, unrelated,
$\mathrm{HR}: \overline{C_{A B C D}}=C_{A B C D}, \overline{C_{A B C D}}=C_{C D A B}, \bar{R}=R$,
$\underline{\mathrm{ER}: \overline{C^{A B C D}}}=C_{A B C D}$,
$\overline{C^{A B C D}}=C_{A B C D}$,
$C^{A B C D}=C_{A B C D}, \bar{R}=R$.

One introduces then the spinorial covariant gradient $\nabla_{A B}$, acting on $\Lambda^{0}$ spinorial tensors:

$$
\begin{equation*}
D T^{\cdots}=-\frac{1}{2} g^{A \dot{B}} \nabla_{A \dot{B}} T^{\cdots} ; T^{\cdots} \in \Lambda^{0} \tag{2.12}
\end{equation*}
$$

We can now comment that the algebraic form of the right members of the $S_{\text {II }}$ and $S_{\text {II }}$ equations, which have entered the same objects $R$ and $C_{A B C D}$, assures automatically the integrability conditions of the $S_{\mathrm{I}}$ equations, i.e., $D D g^{A \dot{B}}=0$. Then, the integrability conditions of the $S_{\mathrm{II}}$ and $S_{\mathrm{II}}$ equations, the Bianchi identities $\left(D R_{A B}=0=D R_{A B}\right)$, have the effective scalar form of

$$
\begin{align*}
& \text { (i) } \nabla^{R \dot{S}} C_{A R \dot{B} S}+\frac{1}{8} \nabla_{A B} R=0, \\
& \text { (ii) } \nabla^{S}{ }_{A} C_{B C D S}+\nabla_{(B}^{S} C_{C D \mid A \dot{A}}=0,  \tag{2.13}\\
& \text { (iii) } \nabla_{A}{ }^{S} C_{B C D S}+\nabla_{(B}^{s} C_{|S A| C D}=0
\end{align*}
$$

It is also useful to note that the effective scalar form of the Ricci identities for 1 -index spinors amounts to the following:

$$
\begin{align*}
& \left.\frac{1}{2} \nabla_{(C}^{S} \nabla_{|S| D}\right) \Psi^{A}=\Psi^{S} C^{A}{ }_{S C D}, \\
& \frac{1}{2} \nabla_{(C}{ }^{\dot{S}} \nabla_{D \mid S} \Psi^{A}=\Psi^{S}\left(-C^{A}{ }_{S C D}+\frac{R}{12} \epsilon_{S(C} \delta^{A}{ }_{D)}\right) \tag{2.14}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{1}{2} \nabla_{(C}{ }^{\dot{s}} \nabla_{D) \dot{S}} \Psi^{\dot{A}}=C_{C D}{ }_{\dot{S}}^{\dot{A}} \Psi^{\dot{s}} \\
& \frac{1}{2} \nabla^{S}{ }_{(\dot{C}} \nabla_{|S| \dot{D})} \Psi^{\dot{A}}=\left(-C_{\dot{C D}}{ }^{\dot{A}}{ }_{\dot{S}}+\frac{R}{12} \epsilon_{\dot{S}(\dot{C}} \delta^{\dot{A}}{ }_{\dot{D})}\right) \Psi^{\dot{s}} \tag{2.15}
\end{align*}
$$

from which the corresponding rules for the tensorial objects


Within the spinorial formalism, it is convenient to employ as the bases of $\Lambda^{p}$, correspondingly, the objects

$$
\begin{align*}
& \Lambda^{0}: 1, \Lambda^{1}: g^{A \dot{B}}, \Lambda^{2}: \\
& \quad S^{A B}:=\frac{1}{2} \epsilon_{\dot{R} \dot{S}} g^{A \dot{R}} \wedge g^{B \dot{S}}, S^{\dot{A} \dot{B}}:=\frac{1}{2} \epsilon_{R S} g^{R A} \wedge g^{S \dot{B}}, \\
& \Lambda^{3}: g^{A B}:=\frac{1}{3} g^{A} \dot{S} \wedge S^{S \dot{B}} \equiv \frac{1}{3} S^{A}{ }_{S} \wedge g^{S \dot{B}},  \tag{2.16}\\
& \Lambda^{4}: v:=-\frac{1}{1} S^{A B} \wedge S_{A B} \equiv \frac{1}{12} S^{A B} \wedge S_{A \dot{B}} \equiv \frac{1}{2} \dot{g}^{A \dot{B}} \wedge g_{A B} \neq 0
\end{align*}
$$

The objects listed above are all tensors with respect to the corresponding groups from the list (2.4). Any in general complex-valued $\omega \in \Lambda=\oplus_{p=0}^{4} \Lambda^{p}$ can be now written as spanned by these bases:

$$
\begin{align*}
\omega= & \omega_{0} \cdot 1-\frac{1}{2} \omega_{A \dot{B}} g^{A \dot{B}}+\frac{1}{4} \omega_{A B} S^{A B} \\
& +\frac{1}{4} \omega_{A \dot{B}} S^{A B}-\frac{1}{2} \breve{\omega}_{A \dot{B}} \dot{g}^{A B}+\omega_{4} \cdot v \\
& \omega_{0}, \omega_{A B}, \omega_{A B}, \omega_{\dot{A} \dot{B}}, \breve{\omega}_{A \dot{B}}, \omega_{4} \in \Lambda^{\mathrm{o}} . \tag{2.17}
\end{align*}
$$

It is then convenient to introduce a somewhat unconventional definition of duality-the Hodge star-defined as the mapping $\Lambda^{p} \rightarrow \Lambda^{4-p}$ via the action of $*$ on the bases:

$$
\begin{align*}
& * 1=v, * g^{A \dot{B}}=\check{g}^{A \dot{B}}, * S^{A B}=S^{A B}, * S^{\dot{A} \dot{B}}=-S^{\dot{A} \dot{B}},  \tag{2.18}\\
& * \check{g}^{A \dot{B}}=g^{A \dot{B}}, * v=1,
\end{align*}
$$

with $* \omega$ given thus by

$$
\begin{align*}
* \omega= & \omega_{0} v-\frac{1}{2} \omega_{A B} \check{g}^{A B}+\frac{1}{4} \omega_{A B} S^{A B} \\
& -\frac{1}{4} \omega_{\dot{A} \dot{B}} S^{A B}-\frac{1}{2} \widetilde{\omega}_{A \dot{A}} \dot{S}^{A \dot{B}}+\omega_{4} \cdot 1, \tag{2.19}
\end{align*}
$$

hence $* *=1$ on $\Lambda$.
With the star so defined, we can understand as the inner product (sometimes called step product) $\lrcorner: \Lambda \times \Lambda \rightarrow \Lambda$, the operation

$$
\begin{equation*}
\alpha, \beta \in \Lambda: \alpha \_\beta:=*(\alpha \wedge * \beta) . \tag{2.20}
\end{equation*}
$$

One then easily shows that this $\rfloor$, in the cotangent language (within a metrical structure), has the standard properties. If, in a local coordinate patch $\left\{x^{\alpha}\right\}$, the metric is $g=g_{\mu \nu} d x^{\mu} \otimes_{s} d x^{\nu}$, then $\left.d x^{\mu}\right\lrcorner d x^{v}=g^{\mu v}, \alpha_{\mu} d x^{\mu}$ $-\beta_{v} d x^{\nu}=\alpha^{\mu} \beta_{\mu}$.

Moreover, within our conventions the following also holds:

$$
\begin{equation*}
\text { if } \left.\left.\left.\alpha, \beta, \gamma \in \Lambda^{1} \text { then } \alpha\right\lrcorner(\beta \wedge \gamma)=(\alpha\lrcorner \beta\right) \gamma-(\alpha\lrcorner \gamma\right) \beta \text {. } \tag{2.21}
\end{equation*}
$$

We close this section by acknowledging the useful identities

$$
\begin{align*}
& { }_{4}^{1} S^{A B} \wedge S_{C D}=-\delta^{A}{ }_{C} \delta^{B}{ }_{D} \cdot v, \\
& { }_{1}^{1} S^{A B} \wedge S_{C D}=\delta^{A}{ }_{(C} \delta^{B}{ }_{D}, \cdot v,  \tag{2.22}\\
& S_{A B} \wedge S_{C D}=0,
\end{align*}
$$

and

$$
\begin{align*}
& g^{A \dot{B}} \wedge S^{C \dot{D}}=-\check{g}^{A C} \epsilon^{\dot{B} D}-\check{g}^{A \dot{D} \dot{B} \dot{C}}, \\
& S^{A B} \wedge g^{C \dot{D}}=-\epsilon^{A C \check{g}^{B \dot{D}}}-\epsilon^{B C \check{g}^{A D}} . \tag{2.23}
\end{align*}
$$

The collection of formulas given in this section is reasonably complete; knowing them plus some trivial properties of the operations on $\Lambda$ like $d d=0$, the Liebnitz properties of $d$ and $D$, and the like, one has, in principle, all necessary tools needed in order to execute any relativistic computation in language explicitly covariant with respect to the groups listed in (2.4). In the effective applications, within the work of our group, and the work initiated and continued by R. P. Kerr and co-workers in the last decade, it turned out that the formalism outlined above is somewhat more advantageous than the N-P formalism. ${ }^{17}$ The last has the obvious merit of working with the $\Lambda^{\circ}$ objects only; our treatment, on the other hand, maintains all advantages of spinorial tricks, and at the same time conserves a sort of "phonetic" notation; by working directly in the language of external forms, a more straightforward access to the results of modern differential geometry, which employs this language, is facilitated. It is to be stressed, however, that our formalism, summarized concisely by the 23 formulas of this section, is isomorphic to the NP treatment; it is rather a matter of taste and pragmatic choice for any practicioner of relativity which version of the spinorial formalism gets more effectively at the practical results. (For a comparison of various conventions used in practice see Ref. 18).

## 3. CONGRUENCES OF NULL STRINGS-BASIC CONCEPTS

We say that a Riemannian structure $V=(M, g)$ admits a left congruence of null strings, in a connected (and singly
connected) domain $\mathscr{D} \subset M$, if there exist over $\mathscr{D}$ smooth (in CR analytic) 2 - and 1 -forms, $\Sigma \neq 0$ and $\theta$, such that

$$
\begin{align*}
& \text { (i) } \Sigma \wedge \Sigma=0, \quad \text { (ii) } \Sigma \Sigma=\Sigma, \\
& \text { (iii) } d \Sigma=\theta \wedge \Sigma \text {. } \tag{3.1}
\end{align*}
$$

The algebraic conditions (i) and (ii) assure that the vector space $\mathfrak{X} \subset \Lambda^{1}$ defined by

$$
\begin{equation*}
\mathfrak{X} \ni x \leftrightarrow x \perp \perp \Sigma 0, \tag{3.2}
\end{equation*}
$$

has $\operatorname{dim}(\mathfrak{X})=2$ and is totally null in the sense of

$$
\begin{equation*}
\mathrm{x}, \mathrm{y} \in \mathfrak{X} \rightarrow \mathrm{x} \_\mathrm{y}=0 ; \tag{3.3}
\end{equation*}
$$

in particular $x \_x=0$.
Proof: Indeed, according to (3.1) (i), $\Sigma$ is simple, and thus there are $\sigma^{A} \in \Lambda^{1}$ such that

$$
\begin{equation*}
\Sigma=\sigma^{i} \wedge \sigma^{i} \neq 0 \tag{3.4}
\end{equation*}
$$

Then, a straightforward calculation employing (2.21) implies that

$$
\begin{equation*}
\left.\sigma^{4}\right\lrcorner \sigma^{B}=0 . \tag{3.5}
\end{equation*}
$$

On the other hand, from (3.2) one infers that $\left\{\sigma^{1}, \sigma^{2}\right\}$ span $\mathfrak{X}$. Thus, $\operatorname{dim} \mathfrak{X}=2$ and the condition (3.3) holds.

Then, taking into account (3.4), it follows that (3.1) (iii) has the form of the thesis of the Frobenius theorem:
$d\left(\sigma^{i} \wedge \sigma^{2}\right)=\theta \wedge\left(\sigma^{i} \wedge \sigma^{2}\right)$. Hence there exist, over $D,\left(q^{\dot{A}}, l^{\dot{A}}{ }_{\dot{B}}\right) \in \Lambda^{0}$ such that

$$
\begin{equation*}
\sigma^{A}=l_{B}^{A} d q^{B}, \Delta:=\operatorname{det}\left(l_{B}^{A}\right) \neq 0, \tag{3.6}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\Sigma=\Delta d q^{i} \wedge d q^{2} \neq 0 \tag{3.7}
\end{equation*}
$$

This, used in (3.1) (iii), implies that

$$
\begin{equation*}
\theta=d \ln \Delta+\theta_{A} d q^{A} ; \theta_{A} \in \Lambda^{\circ} \tag{3.8}
\end{equation*}
$$

Obviously $d q^{4} \in \mathfrak{X}$, and therefore

$$
\begin{equation*}
\left.d q^{A}\right\lrcorner d q^{B}=0 \tag{3.9}
\end{equation*}
$$

The equations $q^{4}=$ const (over $\mathscr{D}$ ), define then some two-surfaces (a two-dimensional foliation), with the tangent spaces to these surfaces totally null, in the sense of orthogonality of any 2 -vectors contained in the tangent space. Notice that the conditions (3.1) determine the $q^{4}$ 's modulo the transformations

$$
\begin{equation*}
q^{A^{\prime}}=q^{A^{( }}\left(q^{B}\right), \frac{\partial\left(q^{A^{i}}\right)}{\partial\left(q^{B}\right)} \neq 0 . \tag{3.10}
\end{equation*}
$$

The 2 -surfaces from the congruence $\Sigma$ are automatically geodesic.

Proof: Indeed, in a local chart $\left\{x^{\alpha}\right\},(3.9)$ amounts to

$$
\begin{equation*}
q^{4, \mu} q_{; \mu}^{\dot{B}}=0 \tag{3.11}
\end{equation*}
$$

Define then

$$
\begin{equation*}
\mathfrak{X}^{\dot{A B C} C} ;=q^{i_{i ;} ;} q^{\dot{B}, v} q_{; \mu \nu}^{c} \tag{3.12}
\end{equation*}
$$

From (3.11) it follows that : $\mathfrak{X}^{A B C}=\mathfrak{X}^{\dot{A}(B C)}$; on the other hand, the definition $(\mathbf{3}, 12)$ implies $\mathfrak{X}^{A B C}=\mathfrak{X}^{(A \dot{A} \dot{B} C}$. From these two symmetries one can easily prove that $\mathfrak{X}^{\star A B C}=0$. This, however, means that, for $\dot{B}$ and $C$ fixed, the covariant derivative of the vector field $q^{\epsilon^{i v}}$ along $q^{B ; \mu}$ is tangent to $q^{\dot{A}}=$ const $(\dot{A}=\dot{1}, \dot{2})$ surfaces. These surfaces are geodesic since $q^{\dot{4} ; \mu}$ for $\dot{\mathrm{A}}=\dot{1}, \dot{2}$ span their tangent spaces.

The property (3.9), accompanied by $d q^{1} \wedge d q^{2} \neq 0$, was used in Ref. 1 as the starting point in defining a congruence of "totally null strings," which have, along leaves of the foliation, an induced "metric" of rank zero. This makes them a different concept from the "null strings" studied by A. Schild (within HR), ${ }^{19}$ which are also geodesic surfaces, and null, in the sense $\Sigma\lrcorner \Sigma=0$, but which have, along the leaves of the congruence, an induced "metric" of rank one.

In comprehending the structure of our definition (3.1) of a left congruence of (totally) null strings, it is useful to recall that any 2 -form $\Sigma \neq 0$ endowed, within a metrical structure, with the properties

$$
\begin{equation*}
\text { (i) } \Sigma \wedge \Sigma=0, \quad \text { (ii) } \Sigma\lrcorner d * \Sigma=0 \tag{3.13}
\end{equation*}
$$

determines a congruence of 2 -surfaces.
Proof: A simple way of seeing this, consists of representing $\Sigma$ in a local chart $\left\{x^{\alpha}\right\}$ in the form of

$$
\begin{equation*}
\Sigma=\frac{1}{2} \Sigma_{\mu v} d x^{\mu} \wedge d x^{\nu} \tag{3.14}
\end{equation*}
$$

then, from (3.13) (i), the object $\Sigma^{\mu \nu}$, well defined within a metrical structure, has the form of a simple bivector

$$
\begin{equation*}
\Sigma^{\mu v}=a^{[\mu} b^{v]} \tag{3.15}
\end{equation*}
$$

The condition that the vector fields $a^{\mu}$ and $b^{\mu}$ are surface forming, i.e., their commutator is spanned by themselves, is equivalent to

$$
\begin{equation*}
\Sigma^{[\alpha \beta}{ }_{, \delta} \Sigma^{\gamma] \delta}=0 \tag{3.16}
\end{equation*}
$$

where, if convenient, ", $\delta$ " can be replaced by " $; \delta$ ". The invariant form of (3.16) amounts precisely to (3.13) (ii).

With (3.1) determining a congruence of 2 -surfaces, $\Sigma$ must, of course, fulfill condition (3.13) (ii). Indeed, we have that

$$
\begin{align*}
\Sigma\lrcorner d * \Sigma=\Sigma\lrcorner d \Sigma & =\Sigma\lrcorner(\theta \wedge \Sigma)=*(\Sigma \wedge *(\theta \wedge \Sigma)) \\
& =*(*(\theta \wedge * \Sigma) \wedge * \Sigma)=(\theta\lrcorner \Sigma)\lrcorner \Sigma \\
& \left.\left.=[\theta\lrcorner\left(\sigma^{i} \wedge \sigma^{\dot{2}}\right)\right]\right\lrcorner\left(\sigma^{\mathrm{i}} \wedge \sigma^{2}\right)=0 \tag{3.17}
\end{align*}
$$

(because of 2.21 and 3.5 ).
Having now completed an outline of the basic implications of our definition (3.1), we should like to observe that a transformation

$$
\begin{equation*}
\Sigma=\kappa \Sigma^{\prime}, \theta=\theta^{\prime}+d \ln \kappa ; 0 \neq \kappa \in \Lambda^{0} \tag{3.18}
\end{equation*}
$$

maintains all the conditions (3.1) invariant. It follows, that we can always, without any lost generality, remembering (3.8), selecting $\kappa=\Delta$, choose to work with the congruence of strings given by $\Sigma \in \Lambda^{2}$ so normalized that (after dropping primes),

$$
\begin{equation*}
\text { (i) } \Sigma \wedge \Sigma=0,(\text { ii }) * \Sigma=\Sigma,(\text { iii }) d \Sigma=0 \tag{3.19}
\end{equation*}
$$

We will consider (3.19) as the definition of a congruence of left (totally) null strings via a 2-form given in the canonical normalization. Notice that the conditions (3.19) are still invariant with respect to a transformation (3.18), provided it is constrained by

$$
\begin{equation*}
d \kappa-\Sigma \Sigma=0 \tag{3.20}
\end{equation*}
$$

With the congruence given via $\Sigma$ in canonical normalization, one can now associate the deviation 1-form. Suppose that in a local chart $\left\{x^{\mu}\right\}$ (over $\mathscr{D}$ ), the congruence is given in the form of

$$
\begin{equation*}
x^{\mu}=x^{\mu}\left(\tau^{A}, q^{\dot{B}}\right) ; \frac{\partial\left(x^{1}, x^{2}, x^{3}, x^{4}\right)}{\partial\left(\tau^{1}, \tau^{2}, q^{\dot{1}}, q^{\dot{2}}\right)} \neq 0 \tag{3.21}
\end{equation*}
$$

with $\tau^{1}, \tau^{2}$ parametrizing the leaves $q^{\dot{4}}=$ const.
The geodesic nature of our congruence implies the existence of $C_{A B}^{R}=C_{(A B)}^{R}$ such that

$$
\begin{equation*}
\frac{D^{2} x^{\mu}}{\partial \tau^{A} \partial \tau^{B}}=C_{A B}^{R} \frac{\partial x^{\mu}}{\partial \tau^{R}} \rightarrow \frac{D}{\partial \tau^{A}} \Sigma^{\mu v}=C_{A S}^{S} \Sigma^{\mu v} \tag{3.22}
\end{equation*}
$$

where $\Sigma^{\mu v}$ represents contravariant components of $\Sigma$ in canonical normalization. The last relation amounts to $\Sigma^{\mu v}{ }_{i \rho}$ $\partial x^{\rho} / \partial \tau^{A}=C_{A}{ }^{S} S^{S} \Sigma^{\mu \nu}$, which is then readily seen to be equivalent to

$$
\begin{equation*}
\Sigma_{; \delta}^{\alpha \beta} \Sigma^{\gamma \delta}=\Sigma^{\alpha \beta} \theta^{\gamma} \tag{3.23}
\end{equation*}
$$

where $\Theta^{\gamma}=\frac{1}{2} C_{A}{ }_{S}{ }_{S} \epsilon^{A B} \partial x^{\gamma} / \partial \tau^{B}$ can now be interpreted as a vector field. Consistency with (3.16) necessitates then

$$
\begin{equation*}
\Sigma^{[\alpha \beta} \theta^{\gamma]}=0 \tag{3.24}
\end{equation*}
$$

The cotangent object

$$
\begin{equation*}
\theta:=\theta_{\alpha} d x^{\alpha}=-\frac{1}{2} \Theta_{A B} g^{A B} \tag{3.25}
\end{equation*}
$$

is now the deviation 1-form of the congruence; in terms of it, (3.24) is equivalent to

$$
\begin{equation*}
\theta \perp \Sigma=0 \tag{3.26}
\end{equation*}
$$

With the congruence defined by (3.19), under the still-permitted rescaling $\Sigma=\kappa \Sigma^{\prime}, \kappa$ constrained by(3.20), $\theta$ transforms according to $\theta=\kappa \theta^{\prime}$. Therefore, $\boldsymbol{\theta} \neq 0$, or $\theta=0$ forms an invariant characteristic of the congruence. We shall call the congruence with $\theta \neq 0$ deviating, and with $\theta=0$, plane .

We conclude this section by stating that left congruences of null strings can exist only in the metrical structures of CR and UR; as we shall see they are particularly interesting from the point of view of $C R$ interpreted as complexified HR.

Parallel to left congruences of null strings, we can also consider right congruences of null strings; a general right congruence is defined by $0 \neq \dot{\Sigma} \in \Lambda^{2}$ and $\dot{\theta} \in \Lambda^{1}$ such that

$$
\begin{equation*}
\text { (i) } \dot{\Sigma} \wedge \dot{\Sigma}=0, \text { (ii) } * \dot{\Sigma}=-\dot{\Sigma}, \text { (iii) } d \dot{\Sigma}=\dot{\theta} \wedge \dot{\Sigma} \tag{3.27}
\end{equation*}
$$

or, with $\dot{\Sigma}$ in canonical normalization,

$$
\begin{equation*}
\text { (i) } \dot{\Sigma} \wedge \dot{\Sigma}=0, \text { (ii) } * \dot{\Sigma}=-\dot{\Sigma}, \text { (iii) } d \dot{\Sigma}=0 \tag{3.28}
\end{equation*}
$$

All arguments and properties established for left congruences apply mutatis mutandis, for the right congruences; the right deviation shall be denoted by $\dot{\theta}$.

## 4. CONGRUENCES OF NULL STRINGS IN SPINORIAL FORMALISM

The objective of this text-oto explore systematically the structures $V=(M, g)$ which admit a congruence of null strings, and to develop the theory of the "optical properties" of these congruences along similar lines as is done (within HR) for the geodesic null congruences of vector lines-can be conveniently approached by employing the spinorial formalism. The existence of the left congruence of null strings, as determined by $\Sigma$ given in the canonical normalization, can be readily seen to be equivalent to the existence of a
$D\left(\frac{1}{2}, 0\right)$ spinor such that

$$
\begin{equation*}
\text { (i) } k_{A} \neq 0,(\text { ii }) \nabla_{B}^{S}\left(k_{S} k_{A}\right)=0, \tag{4.1}
\end{equation*}
$$

i.e., to the left "Maxwell equations" for a null $D(1,0)$ field. Indeed, a simple and self-dual $\Sigma$ must be of the form

$$
\begin{equation*}
\Sigma=k_{A} k_{B} S^{A B} \tag{4.2}
\end{equation*}
$$

Having fulfilled with this (3.19) (i) and (ii), one then easily finds that (3.19) (iii) amounts to

$$
\begin{equation*}
d \Sigma=-* g^{A B} \nabla_{\dot{B}}^{S}\left(k_{S} k_{A}\right)=0 . \tag{4.3}
\end{equation*}
$$

Now, in HR, the optical properties of a geodesic congruence of null vectors ( $k_{\mu}: k^{\mu} k_{\mu}=0, k^{\nu} k^{\mu}{ }_{\nu \nu}=\lambda k^{\mu}$ ) are characterized by the algebraic and differential properties of the matrix $\left\|k_{\mu ; \nu}\right\|$. It is thus to be expected that the optical properties of $\Sigma$ shall be characterized by the algebraic and differential properties of the covariant derivatives, $\Sigma_{\mu v ; \lambda}$, equivalently $\nabla_{A B} k_{C} k_{D}$. Therefore, the first thing to do is to establish the algebraic structure of these derivatives, compatibly with (4.1). It is easily seen that (4.1) is equivalent to the existence of a $D\left(\frac{1}{2}, \frac{1}{2}\right)$ vectorial object, the Sommers vector ${ }^{14}$

$$
\begin{equation*}
Z:=-\frac{1}{2} Z_{A B} g^{A B}=Z_{\mu} d x^{\mu} \tag{4.4}
\end{equation*}
$$

such that

$$
\begin{equation*}
\nabla_{A B} k_{C}=3 Z_{A \dot{B}} k_{C}+2 \epsilon_{A C} k^{s} Z_{S \dot{B}} \tag{4.5}
\end{equation*}
$$

If the structure $V=(M, g)$ admits a left congruence of null strings $\Sigma$, then all conformally equivalent structures $V^{\prime}=\left(M, g^{\prime}\right), g^{\prime}=\Phi^{-2} g, \Phi \neq 0$ also admit the same congruence. This is a consequence of the fact that the Hodge star applied with respect to 2 -forms in the sense of $V\left({ }^{\prime *} *\right.$ ") and in the sense $V^{\prime}$ ("* **'") do overlap: $\Lambda^{2} \ni \omega \rightarrow * \omega=*^{\prime} \omega$. Therefore (3.1), and in particular (3.19), are conformally invariant formulas. (Our definition of * is so arranged that in a local chart $\left\{x^{\alpha}\right\}$,

$$
\begin{align*}
& *\left(\frac{1}{2} f_{\mu \nu} d x^{\mu} \wedge d x^{\nu}\right)=\frac{1}{2} \check{f}_{\mu \nu} d x^{\mu} \wedge d x^{\nu} \\
& \check{f}_{\mu \nu}:=\frac{i}{2 \sqrt{-g}} g_{\mu \alpha} g_{\nu \beta} \epsilon^{\alpha \beta \gamma \delta} f_{\gamma \delta} \tag{4.6}
\end{align*}
$$

so that *'s in the sense of $g_{\mu \nu}$ and $g_{\mu \nu}^{\prime}=\Phi^{-2} g_{\mu \nu}$ do coincide for every $f_{\mu v}=f_{[\mu v \mid \cdot}$ )

Rewriting now the basic (4.5) (by contracting it with $\left.-\frac{1}{2} g^{A B}\right)$ as a 1 -form equation,

$$
\begin{equation*}
D k^{A}=3 Z k^{A}+k^{S} Z_{S B} g^{4 B}, \tag{4.7}
\end{equation*}
$$

we shall now examine its covariance with respect to conformal transformations of the metric.

We acknowledge first that, by taking as the spinorial tetrad of $g^{\prime}=\Phi^{-2} g$ simply

$$
\begin{equation*}
g^{\prime A \dot{B}}=\Phi^{-1} g^{A \dot{B}} \tag{4.8}
\end{equation*}
$$

it follows from $D^{\prime} g^{\prime A B}=0$ that
$\left.\left.\Gamma_{A B}^{\prime}=\Gamma_{A B}-\frac{1}{2} d \ln \Phi\right\lrcorner \mathrm{S}_{A B}, \Gamma_{A B}^{\prime}=\Gamma_{A B}-\frac{1}{2} d \ln \Phi\right\lrcorner \mathrm{S}_{A B}$.
The corresponding transformation law of the curvature coefficients is then

$$
\begin{align*}
& C_{A B C D}^{\prime}=\Phi^{2} C_{A B C D}, C_{A B C D}^{\prime}=\Phi^{2} C_{A B C D}, \\
& C^{\prime A B}{ }_{C D}=\Phi^{2}\left[C^{A B}{ }_{C D}-\frac{1}{2} \Phi^{-1} \nabla^{(A}{ }_{(C} \nabla^{B}{ }_{D}{ }_{D}\right) \Phi  \tag{4.10}\\
& R^{\prime}=\Phi^{2}\left[R+6 \Phi \square \Phi^{-1}\right],
\end{align*}
$$

therefore, there is a subcase, where

$$
\begin{equation*}
I_{0}: Z_{A \dot{B}}=k_{A} \beta_{\dot{B}} \leftrightarrow k^{s} Z_{S B}=0 \leftrightarrow \theta=0 . \tag{4.23}
\end{equation*}
$$

This subclassification into the cases $G, I, I_{0}$ makes sense with respect to a fixed Riemannian structure, i.e., with the $\mathscr{C}$-gauge frozen. On the other hand, if the conformal factor is available,

$$
\begin{align*}
\Delta^{\prime} & \left.\left.=Z^{\prime}\right\rfloor^{\prime} Z^{\prime}=\Phi^{2}\left(Z^{\prime}\right\lrcorner Z^{\prime}\right) \\
& =-\frac{1}{2} \Phi^{2}\left(Z_{A \dot{B}}+\frac{1}{2} \nabla_{A \dot{B}} \ln \Phi\right)\left(Z^{A \dot{B}}+\frac{1}{2} \nabla^{A \dot{B}} \ln \Phi\right) \tag{4.24}
\end{align*}
$$

is strongly dependent on the choice for that factor. In particular, it is always possible, when convenient, to select a point along the orbit of the $\mathscr{C}$-group so that

$$
\begin{equation*}
\mathscr{C}_{0}: \Delta=0, \tag{4.25}
\end{equation*}
$$

making $Z$ isotropic.
The conformally invariant geometric properties of $\boldsymbol{\Sigma}$ are clearly characterized by the algebraic and differential properties of the $\mathscr{C}$-invariant 2 -form

$$
\begin{equation*}
\omega:=d Z=: \frac{1}{8} \rho_{A B} S^{A B}+\frac{1}{2} \rho_{A \dot{A}} S^{\dot{A B}} . \tag{4.26}
\end{equation*}
$$

Defining the quantities

$$
\begin{equation*}
r=\frac{1}{2} \rho_{A B} \rho^{A B}, \dot{r}=\frac{1}{2} \rho_{A B} \rho^{A \dot{B}}, \tag{4.27}
\end{equation*}
$$

we have then, under $\mathscr{C}$-gauge,

$$
\begin{equation*}
\mathscr{C}: r^{\prime}=\Phi^{4} r, \dot{r}^{\prime}=\Phi^{4} \dot{r} \tag{4.28}
\end{equation*}
$$

therefore, whether the "rotation coefficients" $\rho_{A B}$ and $\rho_{A B}$ are, respectively, algebraically general or null, are $\mathscr{C}$-invariant properties. One also easily sees that

$$
\begin{equation*}
J:=d Z \perp \Sigma=*(d Z \wedge \Sigma)=2 \rho_{A B} k^{A} k^{B} \tag{4.29}
\end{equation*}
$$

is a $\mathscr{C}$-covariant, $J^{\prime}=\Phi^{4} J$, and therefore, $J \neq 0$, or

$$
\begin{equation*}
J=0 \leftrightarrow \rho_{A B}=k_{(A} \rho_{B)} \tag{4.30}
\end{equation*}
$$

are $\mathscr{C}$-invariant properties.

## 5. CONGRUENCES OF NULL STRINGS ON BOTH SIDES

Working, in principle on the level of $C R$, we shall study in this section the case where the structure $V=(M, g)$ admits simultaneously left and right congruences of null strings, i.e., we postulate the existence of (nontrivial) $\Sigma, \dot{\Sigma} \in \Lambda^{2}$ such that (3.19) and (3.28) are satisfied. The congruences can be then characterized by the spinor fields $k_{A}, k_{A}$ and the Sommers vectors $Z$ and $Z$, such that (4.5) and a similar relation between $k_{A}$ and $\dot{Z}_{A B}$ hold:

$$
\begin{equation*}
\nabla_{A \dot{B}} k_{\dot{C}}=3 \dot{Z}_{A \dot{B}} k_{C}+2 \epsilon_{\dot{B} \dot{C}} k^{\dot{S} \dot{Z}_{A \dot{S}}} \tag{5.1}
\end{equation*}
$$

In CR and UR $k_{A}, k_{\dot{A}}$ and $Z_{A \dot{B}}, \dot{Z}_{A \dot{B}}$ remain unrelated. In HR, with $k_{A}=\overline{k_{A}}$ and $g^{\overline{A B}}=g^{B A}, \dot{Z}$ ought to be interpreted as the complex conjugate of $Z$, i.e., we have there

$$
\begin{equation*}
\mathrm{HR}: \overline{Z_{B A}}=Z_{A \dot{B}} \tag{5.2}
\end{equation*}
$$

The corresponding deviations of both congruences are

$$
\begin{equation*}
\theta=-2 Z \perp \Sigma, \quad \dot{\theta}=-2 \dot{Z} \perp \dot{\Sigma} \tag{5.3}
\end{equation*}
$$

Consider now the null vector field

$$
\begin{equation*}
k:=-\frac{1}{2} k_{A} k_{\dot{B}} g^{A \dot{B}}=k_{\mu} d x^{\mu} \tag{5.4}
\end{equation*}
$$

This vector field is simultaneously contained in tangent spaces to both congruences; indeed we have

$$
\begin{equation*}
k \perp \Sigma=0, k \perp \dot{\Sigma}=0 \tag{5.5}
\end{equation*}
$$

The vector field $k$ can be, therefore, thought of as generating a congruence of (null) vector lines which are the intersections of the 2 -surfaces from the congruences $\Sigma$ and $\dot{\Sigma}$. Employing (4.5) and (5.1), one easily shows that those lines are geodesic.

The "optical theory" of null congruences of geodesic lines, elaborated by R. Sachs ${ }^{20}$ and others in HR, is of basic importance, because of the Goldberg-Sachs theorem, ${ }^{21}$ in the theory of algebraically degenerate solutions of Einstein's equations (see, e.g., Ref. 21). Our congruence $k$, consisting of the intersection of the left and right congruences of null strings, can now be interpreted along the standard lines of this optical theory. In doing so, it is convenient to employ the vector fields

$$
\begin{align*}
& \mathfrak{X}:=\frac{1}{2}(Z+\dot{Z}) \\
& Y:=-\frac{1}{2} \mathfrak{X}_{A \dot{B}} g^{A \dot{B}}  \tag{5.6}\\
&(Z-\dot{Z})=-\frac{1}{2} Y_{A B} g^{A B}
\end{align*}
$$

Now, using (4.5) and (5.1), one easily finds for the magnification parameter of the congruence $k$
$\vartheta:=k^{\mu}{ }_{; \mu}=* d * k=-\frac{1}{2} \nabla^{A B}\left(k_{A} k_{\dot{B}}\right)=\mathfrak{X}_{A \dot{B}} k^{A} k^{\dot{B}}$.
Next, one finds the differential of $k$ in the form of

$$
\begin{equation*}
d k=2 \mathfrak{X} \wedge k-4 *(Y \wedge k) \tag{5.8}
\end{equation*}
$$

which implies, among other things, that

$$
\begin{equation*}
\frac{1}{2} *(k \wedge d k)=i \tau k, i \tau:=Y_{A \dot{B}} k^{A} k^{\dot{B}} \tag{5.9}
\end{equation*}
$$

Of course, $\tau$ has the interpretation of the twist parameter of the congruence $k$ and is real in HR.

Having established this, we can now seek the correspondence with the conventional approach to the theory of the null geodesic congruences, via the properties of connections in the corresponding tetrad gauge, as is done in Ref. 21.

The null tetrad formalism of Ref. 21, which works with

$$
\begin{equation*}
g=2 e^{1} \otimes e^{2}+2 e^{3} \underset{s}{\otimes} e^{4} \tag{5.10}
\end{equation*}
$$

and the connections $\Gamma_{a b}=\Gamma_{[a b]}$, overlaps with the spinorial treatment when we identify

$$
\begin{align*}
\left(g^{A \dot{B}}\right) & =\sqrt{2}\left(\begin{array}{lc}
e^{4}, & e^{2} \\
e^{1}, & -e^{3}
\end{array}\right) \\
\left(\Gamma_{A B}\right) & =-\binom{\Gamma_{42}, \frac{1}{2}\left(\Gamma_{12}+\Gamma_{34}\right)}{\frac{1}{2}\left(\Gamma_{12}+\Gamma_{34}\right), \Gamma_{31}}  \tag{5.11}\\
\left(\Gamma_{\dot{A} \dot{B}}\right) & =-\binom{\Gamma_{41}, \frac{1}{2}\left(-\Gamma_{12}+\Gamma_{34}\right)}{\frac{1}{2}\left(-\Gamma_{12}+\Gamma_{34}\right), \Gamma_{32}}
\end{align*}
$$

Choosing now the $\operatorname{SL}(2, \mathbb{C}) \times \operatorname{SL}(2, \mathbb{C})$ gauge so that

$$
\begin{equation*}
k^{A}=2^{1 / 4} \delta_{1}^{A}, k^{\dot{A}}=2^{1 / 4} \delta_{\mathrm{i}}^{\dot{A}} \tag{5.12}
\end{equation*}
$$

we have

$$
\begin{equation*}
k=-\frac{1}{2} k^{A} k^{\dot{B}} g_{A \dot{B}}=-(1 / \sqrt{2}) g^{2 \dot{2}}=e^{3} \tag{5.13}
\end{equation*}
$$

and from (4.5) and (5.1) spelled out in that gauge we obtain

$$
\begin{align*}
& \Gamma_{11}=\left(\mathfrak{X}_{1 \mathrm{i}}+Y_{1 i}\right) g^{2 \dot{1}}+\left(\mathfrak{X}_{1 i}+Y_{1 i}\right) g^{2 \dot{2}} \\
& \Gamma_{\mathrm{ii}}=\left(\mathfrak{X}_{1 i}-Y_{1 i}\right) g^{1 \dot{2}}+\left(\mathfrak{X}_{2 \mathrm{i}}-Y_{2 \mathrm{i}}\right) g^{2 \dot{2}} \tag{5.14}
\end{align*}
$$

This means, however, that the congruence $k=e^{3}$ is geodesic ( $\Gamma_{424}=0=\Gamma_{414}$ ) and shear-free ( $\Gamma_{422}=0=\Gamma_{411}$ ).

The Sachs complex expansion is given by

$$
\begin{align*}
z:= & -\Gamma_{421}=\sqrt{2}\left(\mathfrak{X}_{11}+Y_{11}\right) \\
& =\left(\mathfrak{X}_{A \dot{B}}+Y_{A \dot{B}}\right) k^{A} k^{\dot{B}}=\vartheta+i \tau=Z_{A \dot{B}} k^{A} k^{\dot{B}}, \\
\dot{z}:= & -\Gamma_{412}=\sqrt{2}\left(\mathfrak{X}_{1 \mathrm{i}}-Y_{1 \mathrm{i}}\right)  \tag{5.15}\\
& =\left(\mathfrak{X}_{A \dot{B}}-Y_{A \dot{B}}\right) k^{A} k^{\dot{B}}=\vartheta-i \tau=\dot{Z}_{A \dot{B}} k^{A} k^{\dot{B}},
\end{align*}
$$

as was expected. A more compact form of these formulas is of course

$$
\begin{equation*}
z=\vartheta+i \tau=-2 k\lrcorner Z, \quad \dot{z}=\vartheta-i \tau=-2 k\lrcorner \dot{Z} . \tag{5.16}
\end{equation*}
$$

Under the conformal gauge the basic objects $k_{A}, k_{\dot{A}}, Z$, and $\dot{Z}$ transform according to

$$
\begin{gather*}
\mathscr{C}: k_{A}^{\prime}=\Phi k_{A}, Z^{\prime}=Z+\frac{1}{2} d \ln \Phi \\
k_{\dot{A}}^{\prime}=\Phi k_{A}, \dot{Z}^{\prime}=\dot{Z}+\frac{1}{2} d \ln \Phi, \tag{5.17}
\end{gather*}
$$

which implies $k^{\prime}{ }_{\mu}=\Phi k_{\mu}$. The congruence of vector lines determined by $k^{\prime}=\Phi k$ is then a geodesic shearless congruence of null lines with respect to $g^{\prime}=\Phi^{-2} g$, with the corresponding Sachs parameters

$$
z^{\prime}=\Phi^{3}\left(z+\frac{1}{2} k^{A} k^{\dot{B}} \nabla_{A \dot{B}} \ln \Phi\right)
$$

$\mathscr{C}:$

$$
\begin{equation*}
\dot{z}^{\prime}=\Phi^{3}\left(\dot{z}+\frac{1}{2} k^{A} k^{\dot{B}} \nabla_{A \dot{B}} \ln \Phi\right) . \tag{5.18}
\end{equation*}
$$

In particular, the twist, transforming according to

$$
\begin{equation*}
\mathscr{C}: \tau^{\prime}=\Phi^{3} \tau \tag{5.19}
\end{equation*}
$$

is a $\mathscr{C}$-gauge covariant.
We can now approach conveniently the important question of this section: What is the mechanism, according to which the deviation properties of the congruences of strings determined by $\Sigma$ and $\dot{\Sigma}$, define the optical scalars of the congruence of lines being their intersections?

With our definitions of $\theta, \dot{\theta}, k, z$, and $\dot{z}$, one easily finds that

$$
\begin{equation*}
k \wedge \theta=z \Sigma, \quad k \wedge \dot{\theta}=\dot{z} \dot{\Sigma} \tag{5.20}
\end{equation*}
$$

Therefore, if one wants, in HR, the congruence $k$ to be endowed with a nontrivial Sachs parameter, $\overline{\dot{z}}=z \neq 0$, then both congruences $\Sigma$ and $\dot{\Sigma}$ must necessarily be deviating ( $\dot{\theta}=\theta \neq 0$ ). Of course, with both congruences $\Sigma$ and $\dot{\Sigma}$ plane ( $\theta=0=\dot{\theta}$ ), they necessarily intersect along a nondiverging congruence $k(z=0=\dot{z})$. There is, however, a subpossibility that with $Z_{A \dot{B}}=\alpha_{A} k_{\dot{B}}$ and $\dot{Z}_{A \dot{B}}=k_{A} \alpha_{\dot{B}}$ and $\alpha^{A} k_{A} \neq 0 \neq \alpha^{A} k_{A}, z=\dot{z}=0$, while $\boldsymbol{\theta} \neq 0 \neq \dot{\Theta}$, i.e., the deviating strings can, in particular, intersect along a nondiverging congruence $k$.

## 6. A CONGRUENCE OF LEFT NULL STRINGS AND LEFT CURVATURE

Given a left congruence of null strings induced by $\Sigma$ (in canonical normalization), we can consider ( $k_{A}, Z_{A B}$ ) as the basic objects describing the strings' structure, which are constrained by

$$
\begin{equation*}
D k^{A}=3 Z k^{A}+k^{S} Z_{S B} g^{A \dot{B}} . \tag{6.1}
\end{equation*}
$$

The objective of this section is to study the integrability conditions of this relation. We define

$$
\begin{equation*}
\gamma^{A B}:=-Z \perp S^{A B} \text { and } \gamma^{\dot{A} B}:=-Z \perp S^{A B} . \tag{6.2}
\end{equation*}
$$

Then the objects

$$
\begin{equation*}
\widetilde{\Gamma}_{A B}:=\Gamma_{A B}-\gamma_{A B}, \widetilde{\Gamma}_{A \dot{A} B}:=\Gamma_{\dot{A} \dot{B}}-\gamma_{A B} \tag{6.3}
\end{equation*}
$$

endowed with the natural transformation law of $\mathrm{SL}(2, \mathrm{C}) \times \operatorname{SL}(2, \mathrm{C})$ connections, provide a new affine connection on $M$. Because of (4.9) and (4.14), $\widetilde{\Gamma}_{A B}$ and $\widetilde{\Gamma}_{A \dot{A}}$ are conformally invariant.

Denoting now by $\widetilde{D}$ the Cartan covariant differential in the sense of twiddled connections, one easily finds that

$$
\begin{equation*}
\widetilde{D} g^{A B}=-2 Z \wedge g^{A B}=: \mathscr{T} \tag{6.4}
\end{equation*}
$$

while (6.1) can be simply stated in the form

$$
\begin{equation*}
\widetilde{D} k^{A}=2 k^{A} Z \tag{6.5}
\end{equation*}
$$

Investigating the integrability conditions of (6.1), it is now technically advantageous to work with its equivalent form (6.5) with connection $\widetilde{\Gamma}$, and $\mathscr{T}$ interpreted as the torsion with respect to this connection.

The integrability condition of (6.5), because of $\widetilde{D} \widetilde{D} k^{A}$ $=\widetilde{R}^{A}{ }_{B} k^{B}$, amounts now to

$$
\begin{equation*}
\widetilde{R}_{B}^{A} k^{B}=2 k^{A} d Z, \tag{6.6}
\end{equation*}
$$

and is, therefore, equivalent to the existence of $\chi^{A} \in \Lambda^{2}$, such that

$$
\begin{equation*}
\text { (i) } \widetilde{R}_{A B}=k_{(A} \chi_{B)} \text {, (ii) } 4 d Z=k^{s} \chi_{S} \tag{6.7}
\end{equation*}
$$

Notice that under the conformal gauge $\mathscr{C}, \widetilde{R}_{A B}^{\prime}=\widetilde{R}_{A B}$ while $k_{A}^{\prime}=\Phi k_{A}, d Z^{\prime}=d Z$, and consequently $\chi^{A}$ transforms according to

$$
\begin{equation*}
\mathscr{C}: \chi^{\prime A}=\Phi^{-1} \chi^{A} \tag{6.8}
\end{equation*}
$$

The results obtained up to this point can now be expressed in terms of the original connection $\Gamma$ and the coefficients of the left curvature $R^{A_{B}}$.

For this purpose, we first decompose the covariant gradient of $Z_{A \dot{B}}$ into its irreducible parts

$$
\begin{align*}
& \nabla_{C}^{A} Z^{B}{ }_{\dot{D}}=\sigma_{C D}^{A B}+\epsilon_{\dot{C D}} \rho^{A B}+\epsilon^{A B} \rho_{\dot{C D}}-\epsilon^{A B} \epsilon_{C D} \eta, \\
& \sigma^{A B}{ }_{C D}=\sigma_{(C D)}^{(A B)},  \tag{6.9}\\
& \rho_{A B}=\rho_{(A B)}, \rho_{A \dot{A} B}=\rho_{(A \dot{A})} .
\end{align*}
$$

The objects

$$
\begin{equation*}
\rho_{A B}=\frac{1}{2} \nabla_{(A}{ }^{\dot{s}} Z_{B \mid \dot{S}}, \rho_{\dot{A} \dot{B}}=\frac{1}{2} \nabla^{S}{ }_{(\dot{A}} Z_{|S| \dot{B})} \tag{6.10}
\end{equation*}
$$

coincide with the rotation coefficients in (4.26), and $\eta$ given by

$$
\begin{equation*}
\eta=-\frac{1}{4} \nabla^{A \dot{B}} Z_{A \dot{B}}=\frac{1}{2} Z_{; \mu}^{\mu} \tag{6.11}
\end{equation*}
$$

has the interpretation of the expansion of the Sommers vector. Consequently, $\sigma_{A B C D}$ ought to be interpreted as the shear of that vector.

The object $\chi^{A}$ which enters in $\widetilde{R}_{A B}=k_{(A} \chi_{B)}$, we represent as spanned by $S^{C D}$ and $S^{C D}$ :

$$
\begin{align*}
& \chi^{A}=\chi_{C D}^{A} S^{C D}+\Psi_{C D}^{A} S^{C D}+S^{A C} \Psi_{C}  \tag{6.12}\\
& \Psi_{A B C}=\Psi_{(A B C)}
\end{align*}
$$

After some work, one can show that the conditions (6.7) (i) and (ii) reduce to the statement that $\Psi_{A}=0$, and

$$
\begin{align*}
& \text { (i) } R / 24=-(\Delta+\eta), \text { (ii) } \Delta=-\frac{1}{2} Z_{A B} Z^{A B}  \tag{6.13}\\
& \text { (i) }-\frac{1}{2} C_{A B C D}=k_{(A} \Psi_{B C D]}, \text { (ii) } 2 \rho_{A B}=k^{s} \Psi_{S A B} \tag{6.14}
\end{align*}
$$

(i) $\left.\frac{1}{2} C^{A B}{ }_{\dot{C} D}=k^{(A} \chi^{B)}{ }_{C D}-\frac{1}{2} \sigma^{A B}{ }_{C D}+Z^{A}{ }_{(\dot{C}} Z^{B}{ }_{D}\right)$,
(ii) $2 p_{A \dot{B}}=\mathrm{k}^{\mathrm{S}} \chi_{\mathrm{S}_{\dot{A} \dot{B}}},\left(\chi_{A \dot{B} \dot{C}}=\chi_{A(\dot{B} \dot{C})}\right)$.

The formulas (6.13), (6.14), and (6.15) can be considered as the effective form of the integrability conditions of (6.1).

Notice that, under the $\mathscr{C}$-gauge, with $k_{A}^{\prime}=\Phi k_{A}$,

$$
\begin{equation*}
\rho_{A B}^{\prime}=\Phi^{2} \rho_{A B}, \rho_{A B}^{\prime}=\Phi^{2} \rho_{A B} \tag{6.16}
\end{equation*}
$$

$\mathscr{C}:$

$$
\chi_{A \dot{B C}}^{\prime}=\Phi_{\chi_{A \dot{B} C}}, \Psi_{A B C}^{\prime}=\Phi \Psi_{A B C}
$$

At the next step one should like to investigate integrability conditions of (6.9). We present only a part of them, that which can be obtained also from Bianchi identities $\widetilde{D} \widetilde{R}_{A B}=0:$

$$
\left(\nabla^{R \dot{S}}+5 Z^{R \dot{S}}\right) \chi_{R \dot{S} \dot{A}}=0
$$

and

$$
\begin{equation*}
\left(\nabla_{C}^{S}+3 Z_{\dot{C}}^{S}\right) \Psi_{A B S}-\left(\nabla_{(A}^{s}+Z_{(A}^{\dot{s}}\right) \chi_{B \mid C \dot{S}}=0 \tag{6.17}
\end{equation*}
$$

## 7. NULL STRINGS AND ALGEBRAIC DEGENERATION

The aim of this section is to examine our previous results in the case of Einstein spaces, with the traceless part of the Ricci tensor vanishing:

$$
\begin{equation*}
\text { ES: } C_{A B C D}=0 \rightarrow R=-4 \lambda=\text { const. } \tag{7.1}
\end{equation*}
$$

Many of the results here are variations on GoldbergSachs theorem, to be found in the paper of I. Robinson and A. Schild, ${ }^{22}$ which carries over to the complex case. ${ }^{1}$

Lemma I: If ES has nontrivial, algebraically degenerated, left conformal curvature, then it admits a left congruence of null strings.

Proof: Indeed, from assumption we have to consider the possibilities of $C_{A B C D}$ having the shapes

$$
\begin{array}{lll}
\text { Type II or } D & :-\frac{1}{2} C_{A B C D}=k_{(A} k_{B} \Psi_{C D)}, & \Psi_{(1)}:=\Psi_{A B} k^{A} k^{B} \neq 0 \\
\text { Type III } & :-\frac{1}{2} C_{A B C D}=k_{(A} k_{B} k_{C} \Psi_{D)}, & \Psi_{(2)}:=\Psi_{A} k^{A} \neq 0  \tag{7.2}\\
\text { Type } N & :-\frac{1}{2} C_{A B C D}=k_{A} k_{B} k_{C} k_{D} \Psi_{(3)}, & \Psi_{(3)} \neq 0
\end{array}
$$

erated by the geodesic lines passing through $p$ in directions of $W_{p}$. That surface is automatically a null string. To prove this, it suffices to prove that $W_{p}$ propagated parallel along generators of $S$ remains tangent to it. For this purpose consider a null geodesic line $\gamma(\tau)$ on $S$ passing through $p$ for $\tau=0$, and introduce a null tetrad $\left\{e_{a}\right\}$ propagated parallel along it, such that $e_{4}(0)$ and $e_{2}(0)$ span $W_{p}$, and $e_{4}(\tau)$ is tangent to $\gamma(\tau) ; \tau$ is an affine parameter.

Let $x^{\mu}(\tau, \epsilon)$ denote the family of geodesic lines forming $S$ : $\epsilon=0$ corresponds to the line $\gamma(\tau)$ and $x^{\mu}(0, \epsilon) \equiv x^{\mu}(p)$. Then the components of the geodesic deviation vector $\delta x^{\mu}(\tau)$ : $=\left(\partial x^{\mu} / \partial \epsilon\right)(\tau, 0)$, which is tangent to $S$, in the null tetrad $\left\{e_{a}(\tau)\right\}$ satisfy the following conditions:
(i) $\hat{\delta} x^{a}(0)=0$,

$$
\text { (ii) } \frac{d \hat{\delta} x^{3}}{d \tau}(0)=0=\frac{d \hat{\delta} x^{1}}{d \tau}(0)
$$

Indeed, (i) follows from the fact that all geodesics forming that family intersect at $p$. To check (ii) we notice at first that

$$
\begin{aligned}
\frac{d}{d \tau}\left(\delta x^{\mu}\right)(0) & =\frac{\partial^{2} x^{\mu}}{\partial \tau \partial \epsilon}(0,0)=\frac{\partial^{2} x^{\mu}}{\partial \epsilon \partial \tau}(0,0) \\
& =\left.\frac{\partial}{\partial \epsilon}\left(\frac{\partial x^{\mu}}{\partial \tau}(0, \epsilon)\right)\right|_{\epsilon=0}
\end{aligned}
$$

Therefore, since the vectors $\left(\partial x^{\mu} / \partial \tau\right)(0, \epsilon)$ are contained in $W_{p}$, the same is true for their derivatives with respect to $\epsilon$. Next, one easily checks that

$$
\begin{aligned}
\frac{d}{d \tau}\left(\hat{\delta} x^{a}\right)(0) & =\frac{d}{d \tau}\left(e_{\mu}^{a} \delta x^{\mu}\right)(0) \\
& =e_{\mu}^{a}(0) \frac{D}{d \tau}\left(\delta x^{\mu}\right)(0)=e_{\mu}^{a}(0) \frac{d}{d \tau}\left(\delta x^{\mu}\right)(0)
\end{aligned}
$$

(Here $e_{\mu}^{a}$ are the components of the dual tetrad : $e^{a}=e_{\mu}^{a} d x^{\mu}$.) Hence property (ii) follows directly.

On the other hand, from the geodesic deviation equation, if $C_{A B C D} \equiv 0$ is assumed, one infers that

$$
\begin{align*}
& \frac{d^{2} \hat{\delta} x^{1}}{d \tau^{2}}=\frac{1}{2} R_{44} \hat{\delta} x^{1}-\frac{1}{2} R_{24} \hat{\delta} x^{3}, R_{44}:=e_{4}^{\mu} e_{4}^{v} R_{\mu v}  \tag{7.5}\\
& \frac{d^{2} \hat{\delta} x^{3}}{d \tau^{2}}=0, \quad R_{24}:=e_{2}^{\mu} e_{4}^{v} R_{\mu v} .
\end{align*}
$$

(For the correspondence between the components of curvature tensor and its irreducible spinorial images see Ref. 15.)

The system of differential equations (7.5) with the initial conditions (i) and (ii) has only the trivial solution. This shows that $\hat{\delta} x^{3} \equiv 0 \equiv \hat{\delta} x^{1}$; therefore, the tangent spaces to $S$ along $\gamma(\tau)$ are spanned by $e_{4}(\tau)$ and $e_{2}(\tau)$ only. The same argument can be repeated for an arbitrary geodesic generator of $S$ passing through $p$.

To prove the existence of a congruence of null strings in a neighborhood of any point $p \in M$, take two different left-null strings $S$ and $S^{\prime}$ passing through that point. Let $k^{A}$ and $l^{A}$ denote the corresponding spinor fields along $S$ and $S^{\prime}$, respectively, and $k^{A}(p) l_{A}(p) \neq 0$. Extend $k^{A}(p)$ to a spinor field, in some neighborhood $U^{\prime}$ of $p$ on $S^{\prime}$, such that $k^{A}(q) l_{A}(q) \neq 0$ for $q \in U^{\prime}$. Then construct the unique null strings through the points at $U^{\prime}$ (defined by $k^{A}$ on $U^{\prime}$ ). This construction thus provides a left congruence of null strings in some neighborhood $U$ of the point $p$ in $M$, assuming $C_{A B C D}=0$.

Lemma II: If an ES admits a left congruence of null strings, then its left conformal curvature is algebraically degenerate.

Proof: Indeed, taking the congruence as determined by $\Sigma$ given in canonical normalization, there are ( $k_{A}, Z_{A \dot{B}}$ ) which satisfy (6.1) and its integrability conditions, in particular (6.14), from which it follows that

$$
\begin{align*}
& C_{A B C D} k^{B} k^{C} k^{D}=-\frac{1}{2} k_{A} \Psi \\
& \text { where } \Psi=\Psi_{A B C} k^{A} k^{B} k^{C}=2 \rho_{A B} k^{A} k^{B} . \tag{7.6}
\end{align*}
$$

Then using (2.13) (ii) and (4.5) one easily shows that $\Psi \neq 0$ implies

$$
\begin{equation*}
Z_{A \dot{B}}=k_{A} \alpha_{\dot{B}}+\frac{1}{10} \nabla_{A \dot{B}} \ln \Psi, \tag{7.7}
\end{equation*}
$$

and as a consequence of (6.1) $\Psi=0$. This contradiction means that it must be $\Psi=0$ and, therefore, $C_{A B C D}$ is algebraically degenerate.

Lemma III: If a Riemannian structure with algebraically degenerate $C_{A B C D}$ admits a left congruence of null strings, then there exist $\alpha_{\dot{B}}$ and a function $\Phi \neq 0$, such that the Sommers vector has the form

$$
\begin{equation*}
Z_{A \dot{B}}=k_{A} \alpha_{B}-\frac{1}{2} \nabla_{A B} \ln \Phi \tag{7.8}
\end{equation*}
$$

Consequently, from the point of view of the conformally equivalent space, $g^{\prime}=\Phi^{-2} g$, with $Z_{A B}^{\prime}=k_{A}^{\prime} \alpha_{B}$ [compare(4.14)], the congruence determined by $\Sigma$ is plane $\left(\boldsymbol{\theta}^{\prime}=0\right)$.

Proof: Indeed, given the structure of the null strings described by ( $k_{A}, Z_{A \dot{B}}$ ), we consider a pair of simultaneous linear equations for the single function $\ln \Phi$,

$$
\begin{equation*}
k^{s}\left(Z_{s \dot{B}}+\frac{1}{2} \nabla_{s \dot{B}} \ln \Phi\right)=0 \tag{7.9}
\end{equation*}
$$

Denoting $\nabla_{A}:=k^{S} \nabla_{S A}$, we infer that the integrability condition of these equations amounts to

$$
\begin{equation*}
-\frac{1}{2}\left(\nabla_{\dot{A}} \nabla_{B}-\nabla_{\dot{B}} \nabla_{\dot{A}}\right) \ln \Phi=\nabla_{\dot{A}} k^{S} Z_{S \dot{B}}-\nabla_{\dot{B}} k^{S} Z_{S A} \tag{7.10}
\end{equation*}
$$

It can be shown, employing (4.5) and (7.9) that (7.10) are identically satisfied. Therefore, Eqs. (7.9) are integrable, and being assured of the existence of the $\Phi$, the existence of $\alpha_{\dot{B}}$ in (7.8) follows.

With (7.8) being true, in the conformally equivalent space $g^{\prime}=\Phi^{-2} g, Z_{A B}^{\prime}=k_{A}^{\prime} \alpha_{B}$ and we have $\theta_{A B}^{\prime}=0$. Now we make two simple observations concerning Einstein spaces.

In ES, employing the notation of (7.2) for $\Psi_{(a)}$, from (7.3) (contracted respectively in the Cases II and $D$ with $k^{C} k^{D}$, in the Case III with $k^{D}$, and in the case $N$ directly), one can show that (7.8) is valid with algebraically degenerate $C_{A B C D} \neq 0$, with $\Phi$ having the specific values

$$
\begin{array}{ll}
\text { Type II or } D: & \Phi=\left[\Psi_{(1)}\right]^{-1 / 3}, \\
\text { Type III : } & \Phi=\left[\Psi_{(2)}\right]^{-1},  \tag{7.11}\\
\text { Type } N: & \Phi=\Psi_{(3)} .
\end{array}
$$

Next we remark that, because of Lemma II, (7.8) is $a$ fortiori valid in ES which admits a left congruence of null strings.

Lemma IV: If a Riemannian structure with algebraically degenerate $C_{A B C D}$ admits a left congruence of null strings, then there exists a coordinate chart $\left\{p^{\dot{4}}, q^{\dot{A}}\right\}$ and structural functions $\phi$ and $Q_{\dot{A} \dot{B}}=Q_{(\dot{A} \dot{B})}$ in terms of which the metric assumes the form

$$
\begin{equation*}
g=2 \phi^{-2} d q_{\dot{A}} \underset{s}{\otimes}\left(d p^{\dot{A}}+Q^{\dot{A} \dot{B}} d q_{\dot{B}}\right) \tag{7.12}
\end{equation*}
$$

Proof: Indeed, under the current assumptions, Lemma III is valid and, from the point of view of $g^{\prime}=\Phi^{-2} g$, the congruence determined by $\Sigma$ is plane and characterized by $k_{A}^{\prime}=\Phi k_{A}, Z_{A B}^{\prime}=k_{A}^{\prime} \alpha_{B}$, so that

$$
\begin{equation*}
D^{\prime} k^{\prime A}=3 Z^{\prime} k^{\prime A} \tag{7.13}
\end{equation*}
$$

Then selecting the $\operatorname{SL}(2, \mathbb{C})$ gauge in such a way that $k^{\prime A}=\delta_{1}^{\mathrm{A}}$ it follows from (7.13) and $D^{\prime} g^{\prime 2 B}=0$ that there exist a $\operatorname{SL}(2, \mathbb{C})$ gauge (denoted by the same symbols $\left.g^{\prime A \dot{B}}\right)$, and the functions $\Lambda \neq 0, q^{i}, q^{\dot{2}}\left(d q^{i} \wedge d q^{\dot{2}} \neq 0\right)$, such that

$$
\begin{equation*}
g^{\prime 2 \dot{B}}=\Lambda d q^{\dot{B}} . \tag{7.14}
\end{equation*}
$$

Then from $D^{\prime} g^{\prime A \dot{B}}=0$ one obtains

$$
\begin{equation*}
d q^{i} \wedge d q^{2} \wedge d\left(\Lambda g^{\prime 1 \dot{B}}\right)=0 \tag{7.15}
\end{equation*}
$$

which is equivalent to the existence of $p^{\dot{B}}, Q^{\prime \dot{B} \dot{C}}$ such that

$$
\begin{equation*}
\Lambda g^{\prime \dot{B}}=-2\left(d p^{\dot{B}}+Q^{\prime \dot{B} \dot{C}} d q_{\dot{C}}\right) \tag{7.16}
\end{equation*}
$$

(In the last statement, we apply the theorem that if $x^{i} \in \Lambda^{0}\left(M_{n}\right), \omega:=d x^{1} \wedge d x^{2} \wedge \ldots \wedge d x^{r} \neq 0$, and $e \in \Lambda^{1}\left(M_{n}\right)$, then the condition $\omega \wedge d e=0$ is equivalent to the existence of $\left(x, y_{i}\right) \in \Lambda^{0}\left(M_{n}\right)$ such that $e=d x+\sum_{i=1}^{r} y_{i} d x^{i}$.) From (7.14) and (7.16) it follows that

$$
\begin{equation*}
0 \neq g^{\prime 1 \mathrm{i}} \wedge g^{\prime \dot{2}} \wedge g^{\prime 2 \mathrm{i}} \wedge g^{\prime 2 \dot{2}}=4 d p^{\mathrm{i}} \wedge d p^{i} \wedge d q^{\mathrm{i}} \wedge d q^{i} \tag{7.17}
\end{equation*}
$$

and so $\left\{p^{A}, q^{\dot{A}}\right\}$ constitute a chart. Substituting now from (7.14) and (7.16) into $g^{\prime}=-\frac{1}{2} g_{A \dot{B}}^{\prime} \otimes g_{s}^{\prime A B}=-g_{\dot{B}}^{\prime 2} \otimes g^{\prime 1 \dot{B}}$
we have that

$$
\begin{equation*}
g^{\prime}=2 d q_{A}{\underset{s}{\otimes}\left(d p^{\dot{A}}+Q^{\dot{A} \dot{B}} d q_{\dot{B}}\right), ~}_{\text {and }} \tag{7.18}
\end{equation*}
$$

where $Q_{A B}:=Q_{(A B)}^{\prime}$. On the other hand, for the original metric we have $g=\phi^{-2} g^{\prime}, \phi:=\Phi^{-1}$; therefore, Lemma IV is true.

As the next point, we should like to examine some specific properties of the deviation form $\theta$ in the subcase of an Einstein space which admits a left congruence of null strings. Quite generally, postulating only the existence of a left congruence of null strings (given in canonical normalization), using (4.5) and (6.9) and the definition of $\theta_{A B}$ from (4.16), we can evaluate $\nabla^{A}{ }_{C} \theta^{B}{ }_{D}$, which, decomposed into irreducible parts, yields

$$
\begin{align*}
& -\frac{1}{4} \nabla^{A \dot{B}} \theta_{A \dot{B}}=2 \rho_{A B} k^{A} k^{B}, \\
& \frac{1}{4} \nabla^{S}{ }_{i A} \theta_{|S| B}=-k_{R} k_{S} \sigma^{R S}{ }_{A B}, \\
& { }_{4}^{1} \nabla_{(A}{ }^{\dot{S}} \theta_{B \mid \dot{S}}=-2(\eta+4 \Delta) k_{A} k_{B}+2 k^{R} k_{(A} \rho_{B) R} \text {, (7.19) }  \tag{7.19}\\
& { }_{4}^{1} \nabla^{(A}{ }_{(\dot{C}} \theta^{B)}{ }_{D)}=-k_{R}\left[k^{(A} \sigma^{R) B}{ }_{C \dot{D}}\right. \\
& \left.+6 k^{(A} Z^{B}{ }_{C} Z^{R)}{ }_{\dot{D}}\right]+k^{A} k^{B} \rho_{C \dot{D}} .
\end{align*}
$$

Knowing this, one easily determines the general expression for the twist of $\theta$

$$
\begin{equation*}
*(\Theta \wedge d \Theta)=2 \rho_{A B} k^{A} k^{B} \theta-4 k_{A} k^{R} Z_{R}^{s} k_{P} k_{Q} \sigma_{\dot{S} \dot{B}} g^{A \dot{B}} . \tag{7.20}
\end{equation*}
$$

Specializing these formulas for the case of ES, we have, according to Lemma II, $C_{A B C D}$ algebraically degenerate, with $\rho_{A B} k^{A} k^{B}=0$. Moreover, according to (6.15), we have

$$
\text { (i) } k^{(A} \chi^{B)}{ }_{C D}-\frac{1}{2} \sigma^{A B}{ }_{C \dot{D}}+Z_{(\dot{C}}^{A} Z^{B}{ }_{D)}=0,
$$

$$
\text { (ii) } 2 \rho_{A B}=k^{s} \chi_{S A B},
$$

from which, one obtains

$$
\begin{equation*}
-k^{A} \rho_{C \dot{D}}-\frac{1}{2} k_{R} \sigma^{A R}{ }_{C D}+k_{R} Z_{(C}^{A} Z_{\dot{D})}^{R}=0 \tag{7.22}
\end{equation*}
$$

Using this information, we infer that in ES the deviation form has vanishing twist:

$$
\begin{equation*}
E S ; *(\theta \wedge d \theta)=0 \tag{7.23}
\end{equation*}
$$

while from the first of the formulas in (7.19) we see that the codifferential of $\boldsymbol{\theta}$ vanishes:

$$
\begin{equation*}
\mathrm{ES}: * d * \theta=0 . \tag{7.24}
\end{equation*}
$$

At the same time, the shear of $\theta$ reduces to

$$
\begin{equation*}
\left.\mathrm{ES}: \frac{1}{4} \nabla^{(A}{ }_{(C} \theta^{B)}{ }_{\dot{D}}\right)=3\left[k^{A} k^{B} \rho_{\dot{C} \dot{D}}-2 k_{R} k^{(A} Z^{B)}{ }_{(C} Z^{R}{ }_{D)}\right] \tag{7.25}
\end{equation*}
$$

and the rotation coefficients reduce to

$$
\begin{equation*}
\frac{1}{4} \nabla_{(A A}^{S} \theta_{|S| B\rangle}=-2 k^{R} k^{S} Z_{R A} Z_{S B} \tag{7.26}
\end{equation*}
$$

ES:
$\frac{1}{4} \nabla_{(A}{ }^{\dot{S}} \boldsymbol{\theta}_{B) \dot{S}}=\left[-2(\eta+4 \Delta)+\frac{1}{3} \Psi_{R S} k^{R} k^{S}\right] k_{A} k_{B}$,
$\Psi_{A B}$ being the object from (7.2).
Lemma $V$ : In ES with $\lambda=0$, the plane congruences of left null strings $(\theta=0)$ do not exist if $C_{A B C D}$ is of the Type II or $D$, while with $\lambda \neq 0$, they do not exist if $C_{A B C D}$ is of Type [-], $N$ or III. Moreover, if an ES admits a plane congruence of null strings, then $\rho_{A B}=0$.

Proof: Indeed, $\boldsymbol{\theta}=0$ implies $Z_{A \dot{B}}=k_{A} \alpha_{\dot{B}}$ and conse-
quently $\Delta=0$. Then from (7.26) and (6.13) it follows that

$$
\begin{equation*}
\Psi_{A B} k^{A} k^{B}=\lambda \tag{7.27}
\end{equation*}
$$

Therefore, with $\lambda=0$, the Type II and $D$ are contradictory, while for $\lambda \neq 0$, the Type $[-], N$ and III are impossible.

The condition $\rho_{A \dot{B}}=0$ follows from (7.25).
We notice also that in ES with a plane congruence of left null strings, the invariants of the left conformal curvature must be constant. Indeed, with $-\frac{1}{2} C_{A B C D}=k_{(A} k_{B} \Psi_{C D)}$ and (7.27) valid we have

$$
\begin{equation*}
6 C_{A B C D} C^{A B C D}=\lambda^{2} \tag{7.28}
\end{equation*}
$$

At last we notice that the structure of the Sommers vector as given by (7.8) can be still simplified in most degenerated cases.

Lemma VI: Let the Riemennian structure with $C_{A B C D}$ of the Type III, $N$ or [-] admits a left congruence of null strings. Then there exist $\Phi \neq 0$ and $\chi$ such that

$$
\begin{equation*}
(\mathrm{i}) Z_{A B}=k_{A} \alpha_{\dot{B}}-\frac{1}{2} \nabla_{A B} \ln \Phi,(\mathrm{ii}) \alpha_{B}:=\Phi^{2} k_{S} \nabla_{\dot{B}}^{S} \chi, \tag{7.29}
\end{equation*}
$$

where

$$
\nabla^{A \dot{B}}\left(\Phi^{-2} \nabla_{A \dot{B}} \chi\right)=\begin{align*}
& \nearrow 0 \text { for Types } N \text { and [-] }  \tag{7.30}\\
& \searrow \neq 0 \text { for Type III, }
\end{align*}
$$

while the scalar curvature has the form

$$
\begin{equation*}
\frac{R}{24}=-\frac{1}{4} \Phi \square \Phi^{-1} \tag{7.31}
\end{equation*}
$$

Proof: Indeed, via Lemma III, we are sure of the existence of $\Phi \neq 0$ and $\alpha_{\dot{B}}$ with which (7.29) (i) is valid. Consider, then, with $k_{A}, \Phi \neq 0$ and $\alpha_{B}$ known, the pair of linear equations for the single function $\chi$

$$
\begin{equation*}
\Phi^{-2} \alpha_{\dot{B}}=k_{S} \nabla_{\dot{B}}^{S_{B}} \chi \tag{7.32}
\end{equation*}
$$

One can show that the integrability conditions of (7.32) are satisfied iff $C_{A B C D}$ is of the Type III, $N$ or [-]. This proves (7.29). Then one can derive (7.30) from (6.14). Working out now, from (7.29), $\Delta$ and $\eta$, one finds according to (6.13), that

$$
\begin{align*}
\frac{R}{24}= & -(\Delta+\eta)=-\frac{1}{4} \Phi \square \Phi^{-1} \\
& +\frac{1}{4} k_{A}\left(\nabla^{A B} \alpha_{B}-\frac{3}{2} \alpha_{B} \nabla^{A \dot{B}} \ln \Phi\right) \tag{7.33}
\end{align*}
$$

which, with integrability conditions of (7.32) being valid, reduces to (7.31).

Suppose now that, under the assumptions of Lemma VI, we consider the conformally equivalent metric,

$$
\begin{equation*}
g^{\prime}=\Phi^{-2} g \tag{7.34}
\end{equation*}
$$

$\Phi$ being the same function which appears in (7.29). The left conformal curvature $C_{A B C D}^{\prime}=\Phi^{2} C_{A B C D}$ remains, of course of the Type III, $N$ or [-] correspondingly, and the congruence $\Sigma$ from the point of view of $g^{\prime}$ is now plane, characterized by

$$
\begin{equation*}
k_{A}^{\prime}=\Phi k_{A}, Z_{A B}^{\prime}=k_{A}^{\prime} \alpha_{B}, \alpha_{B}=k_{S}^{\prime} \nabla^{\prime}{ }_{B} \chi \tag{7.35}
\end{equation*}
$$

This follows from (4.14) and the fact that, on $\Lambda^{\circ}, \nabla_{A B}^{\prime}$ $=\Phi \nabla_{A \dot{B}}$.] Then, from (7.31) and the last line of (4.10) it follows that

$$
\begin{equation*}
\mathbf{R}^{\prime}=0 \tag{7.36}
\end{equation*}
$$

The condition (7.30) assumes now the form

$$
\square^{\prime} \chi=\begin{align*}
& \nearrow 0 \text { for Types } N \text { and }[-]  \tag{7.37}\\
& \searrow \neq 0 \text { for Type III. }
\end{align*}
$$

[This is so, because left-hand member of (7.30) has the invariant form of $* d *\left(\Phi^{-2} d \chi\right)$ and, on $\Lambda^{1}: *=\Phi^{2} *^{\prime}$, while on $\Lambda^{4}: *=\Phi^{-4} *^{\prime}$.]

Let $(M, g)$ now be an ES which admits a left congruence of null strings characterized by

$$
\begin{align*}
& C_{A B C D} \text { of Type III, } N \text { or }[-], \\
& \qquad C_{A B C D}=0, R=-4 \lambda=\text { const. } . \tag{7.38}
\end{align*}
$$

The Lemma VI applies, and consequently according to (7.31) the function $\Phi^{-1}$ must fulfill a Klein-Gordon (i.e., Helmholtz) equation:

$$
\begin{equation*}
\left(\square-\frac{2}{3} \lambda\right) \Phi^{-1}=0 . \tag{7.39}
\end{equation*}
$$

The conformally equivalent structure ( $M, g^{\prime}=\Phi^{-2} g$ ) is now characterized, according to (4.10), by the curvature coefficients

$$
\begin{align*}
& C_{A B C D}^{\prime} \text { of Type III, } N \text { or }[-], R^{\prime}=0, \\
& C^{\prime A B}{ }_{C D}=-\frac{1}{2} \Phi \nabla^{(A)}{ }_{(C} \nabla^{B)}{ }_{\dot{D})} \Phi . \tag{7.40}
\end{align*}
$$

But from (4.10), replacing the unprimed quantities (including covariant gradients) by primed and vice versa, and $\Phi$ by $\Phi^{-1}$, we have the identities
(i) $\Phi^{-2} \square^{\prime} \Phi+\Phi^{2} \square \Phi^{-1}=0$,
(ii) $\left.\nabla^{\prime(A}{ }_{(C} \nabla^{B}{ }^{B}{ }_{D}\right) \Phi^{-1}+\nabla^{(A}{ }_{(C} \nabla^{B)}{ }_{D}, \Phi=0$.

It follows that (7.39) can be equivalently stated as

$$
\begin{equation*}
\square^{\prime} \Phi+\frac{2}{3} \lambda \Phi^{3}=0, \tag{7.42}
\end{equation*}
$$

while $C^{\prime A B}{ }_{C D}$ has the form

$$
\begin{equation*}
C^{\prime A B}{ }_{C D}=\frac{1}{2} \Phi \nabla^{\prime(A}{ }_{C C} \nabla^{B)}{ }_{D}, \Phi^{-1} . \tag{7.43}
\end{equation*}
$$

One can discuss further the integrability conditions of the string structure as referred to the metric $g^{\prime}$. We notice then that $\chi^{\prime A}{ }_{C D}$ can be represented as

$$
\begin{equation*}
\chi^{\prime A}{ }_{C D}=-k_{S}^{\prime} \nabla^{\prime A}\left(C \nabla^{\prime} S_{D}\right) \chi+2 k^{\prime A}\left(\alpha_{C} \alpha_{D}+v_{C D}\right), \tag{7.44}
\end{equation*}
$$

where $v_{C D}=v_{(C D)}$ is some spinor field, such that

$$
\begin{align*}
& \Phi \nabla^{\prime(A}{ }_{(C} \nabla^{\prime B)}{ }_{D)} \Phi{ }^{-1}+6 k^{\prime}{ }_{S} k^{\prime(A} \nabla^{\prime B)}{ }_{(C} \nabla^{\prime S}{ }_{D)} \chi \\
& \quad=8 k^{\prime A} k^{\prime B} v_{C D} . \tag{7.45}
\end{align*}
$$

Below we summarize the main results of this section.
Theorem: An Einstein space (abbreviated to ES) admits a left congruence of null strings if and only if the Weyl spinor $C_{A B C D}$ is algebraically degenerate.

The number of left congruences of null strings in an ES is equal to the number of degenerate Debever-Penrose spinor directions. For an ES with $C_{A B C D} \equiv 0$ there are infinitely many local left congruences.

We also have:
(1) The metric of an Einstein space admitting a left congruence of null strings can be represented in the form
$g=2 \phi^{-2} d q_{A}^{A} \underset{s}{\otimes}\left(d p^{A}+Q^{A \dot{A}} d q_{\dot{B}}\right)$, where $Q_{A \dot{A}}=Q_{(A \dot{A})}$.
(2) By the conformal rescaling $g^{\prime}=\phi^{2} g$, the congruence $q^{4}=$ const becomes plane.
(3) Any left congruence of null strings in an Einstein space with $C_{A B C D}$ of the Type II or $D$ and with $\lambda=0$, or with $C_{A B C D}$ of the Type [-], or $N$ or III and $\lambda \neq 0$, is necessarily deviating.

As a corollary, notice that our sequence of lemmas provides, among other things, an extension of the theorem of Plebański-Hacyan, ${ }^{1}$ which states that the left algebraic degeneration is equivalent to the existence of a congruence of left null strings-modulo the homogeneous Einstein equa-tions-to the case of Einstein spaces with nontrivial $\lambda$.
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#### Abstract

It is shown that a problem of construction of a local congruence of null strings is equivalent to a natural Cauchy-Kovalevski-like problem, related to an equation for a spinor field $k_{A}$ defining the congruence. Initial data are specified on two-dimensional submanifulds. In left-conformally-flat spaces, the solution of that problem exists for arbitrary initial data.


PACS numbers: $04.20 . \mathrm{Cv}$

## 1. INTRODUCTION

It is the existence of a complete set of two-dimensional, totally null (in the sense of vanishing metric) and self-dual submanifolds, which distinguishes complex left-conformal-ly-flat space-times among others. ${ }^{1}$ These submanifolds are referred to as null strings or twistor surfaces. For any point $p$ of such a space ( $M, d s^{2}$ ) and any null two-dimensional, selfdual subspace $W_{p}$ of the tangent space $T_{p}(M)$, there exists a null string tangent to $W_{p}$ at $p .{ }^{2}$ (See also Ref. 3.)

There are, however, congruences of null strings rather than single null strings, which are of great importance when one is trying to find an analytic form of the metric field. ${ }^{4}$ In heavens (left-flat spaces) there is a special one-parameter family of nonexpanding congruences of null strings. This fact makes it possible to provide a description of heavens in terms of deformed projective twistor spaces ${ }^{1}$ (see also Refs. 5 and 6) as well as to find an almost explicit analytic form of the metric field. ${ }^{7}$ (See also Ref. 8.)

As a natural generalization of heavens, one obtains "projective extensions of heavens" ${ }^{9}$ characterized by the existence of generalized canonical families of null strings. ${ }^{10}$ These spaces still do not exhaust all left-conformally-flat ones.

The objective of this paper is to study the mechanism of generation of local congruences of null strings in left-confor-mally-flat spaces.

The way in which the constructions can be carried out is essentionally obvious from the geometrical point of view. Indeed, suppose we want to determine a congruence of null strings in some neighborhood of the point $p \in M$. For this purpose, take any two-dimensional submanifold $s: \mathscr{T} \rightarrow M$ passing through that point. Next, consider a holomorphic distribution $\widetilde{D}$ of null, two-dimensional and self-dual subspaces of the tangent spaces to $M$, defined on some open neighborhood $\mathscr{U} \subset \mathscr{F}$ of the point $p$, such that it is transversal to $\mathscr{U}$. Thus we assume that there is a holomorphic mapping $\widetilde{D}: \mathscr{U} \ni q \rightarrow \widetilde{D}(q) \subset T_{q}(M)$, such that $\operatorname{dim} \widetilde{D}(q)=2, \widetilde{D}(q)$ is null and self-dual and $D(q) \oplus S_{*} T_{q}(\mathscr{T})=T_{q}(M)$, for $q \in \mathscr{U} .{ }^{11}$ Consider next all local two-dimensional geodesic submanifolds generated by geodesic lines passing through the points of $\mathscr{U}$ in directions of $\widetilde{D}(q)$, for $q \in \mathscr{U}$. In this way one obtains a set of null strings, ${ }^{2}$ which on some open neighborhood of $p, U \subset M$ defines a congruence. It is also clear that any congruence of left null strings can be obtained by this method, at least locally. In left-conformally-flat spaces
there are natural candidates for $\mathscr{F}$, the null strings passing through $p$. A construction of a congruence of null strings can be carried out also in a slightly different way. Given $\widetilde{D}$ on $\mathscr{T}$, one extends it to on integrable, two-dimensional distribution of totally null, self-dual subspaces and next one constructs its integral submanifolds (null strings).

All these structures can be restated conveniently in terms of spinors. ${ }^{3}$ Indeed, any congruence $\Sigma$ of self-dual null strings defines and is defined locally by an integrable, simple and self-dual 2 -form, denoted by the same symbol $\Sigma$; more precisely by a class of proportional 2 -forms (integrability means, that $d \Sigma=\omega \wedge \Sigma$ for some 1 -form $\omega$ ). Consequently $\Sigma=k_{A} k_{B} S^{A B}$, where the $S^{A B}$ constitute a basis for self-dual 2 -forms. ${ }^{11}$ Now it is convenient to rescale it in such a way that the new 2 -form is closed. Then the corresponding nowhere vanishing spinor field $k_{A}$ is said to be in canonical normalization, and it satisfies an equation of the form ${ }^{3}$

$$
\begin{equation*}
\nabla_{A \dot{B}} k_{C}=3 Z_{A \dot{B}} k_{C}+2 \epsilon_{A C} k^{S} Z_{S \dot{B}}, \tag{1.1}
\end{equation*}
$$

where $Z_{A B}$ is another spinor field, known as Sommers' vector. It turns out that the geometrical construction of congruences described before, is equivalent to some Cauchy-Kova-levski-like problem related to Eq. (1.1). We discuss it in Sec. 2. As a result, a proof of the existence of local congruences of self-dual null strings in left-conformally-flat spaces is provided.

Any congruence of null strings $\Sigma$ can be described locally in terms of two independent functions $Z^{A}, A=1,2$, as the set of submanifolds defined by the equations $Z^{A}=$ const. Given a spinor field $k_{A}$, such that (1.1) holds, the existence of those functions follows from the fact that the corresponding 2 -form $\Sigma$ is closed, and hence locally

$$
\begin{equation*}
\Sigma=2 d Z^{1} \wedge d Z^{2} \tag{1.2}
\end{equation*}
$$

The equations on $Z^{A}$, s take an especially simple form if a coordinate system based on two transversal congruences of null strings $\Sigma_{1}$ and $\Sigma_{2}$ is introduced. Then one obtains the corresponding Cauchy-Kovalevski-like problem. It is discussed in Sec. 3.

## 2. THE EXISTENCE OF CONGRUENCES OF NULL STRINGS AND A CAUCHY-KOVALEVSKI-LIKE PROBLEM

Let $\left(M, d s^{2}\right)$ be a complex space-time and let $p$ be any point of $M$.Take an arbitrary two-dimensional, holomorphic distribution $D$ defined on some open neighborhood $U$ of the
point $p$. Suppose $D$ is integrable. Thus for $U$ being sufficiently small there exist two independent vector fields $X$ and $Y$, which span that distribution. Moreover there is a coordinate system $\left\{q^{A}, p^{B}\right\}$ on $U$ such that the equations $q^{A}$
$=$ const, $A=1,2$, define integral submanifolds of $D$ and, therefore, $X$ and $Y$ are spanned by the vector fields

## $\left\{\partial / \partial p^{A}\right\}_{A=1,2}$ only.

Suppose there is on $U$ a congruence of self-dual null strings transversal to the distribution $D$. Therefore, there exist on $U$ (provided it is sufficiently small) spinor fields $k_{A}$ and $Z_{A \dot{B}}$ ( $k_{A}$ nowhere vanishing), such that Eq. (1.1) is satisfied. The condition of transversality means that for any point $q \in U$ a direct sum of the tangent spaces at $q$ to a null string and to an integral submanifold of $D$, both of them passing through $q$, is equal to the tangent space $T_{q}(M)$. This property can be restated conveniently in terms of components of $X$ and $Y$ in some null-tetrad $\left\{\partial_{A B}\right\} .^{12}$ Indeed, the tangent spaces to null strings of the congruence are spanned by the vectors of the form $k^{A} l^{\dot{B}} \partial_{A B}$ with $l^{\dot{B}}$ being arbitrary. Consequently, the congruence is transversal to $D$ iff the spinor fields

$$
\begin{equation*}
\sigma^{\dot{B}}:=k_{A} X^{A \dot{B}} \quad \text { and } \quad \sigma^{\dot{B}}:=k_{A} Y^{A \dot{B}} \tag{2.1}
\end{equation*}
$$

where $X^{A B}$ and $Y^{A \dot{B}}$ are defined by $X=-\frac{1}{2} X^{A \dot{B}} \partial_{A \dot{B}}$ and $Y=-\frac{1}{2} Y^{A \dot{B}} \partial_{A B}$, respectively, are linearly independent (this condition does not depend on the particular choice of $X$ and $Y$ ).

Next we show that the Sommers vector $Z_{A \dot{B}}$ is determined completely by covariant derivatives of $k_{C}$ in directions of $D$. For this purpose it is convenient to introduce the following notation:
$\nabla_{X}:=-\frac{1}{2} X^{A \dot{B}} \nabla_{A \dot{B}}, \quad \nabla_{Y}:=-\frac{1}{2} Y^{A \dot{B}} \nabla_{A B}, Z_{X}:=X^{A B} Z_{A \dot{B}}$,
$Z_{Y}:=Y^{A \dot{B}} Z_{A \dot{B}}, \quad$ and $\quad \theta_{B}:=k^{S} Z_{S \dot{B}}$.
Then from (1.1) one easily infers that

$$
-2 \nabla_{X} k_{C}=3 Z_{X} k_{C}-2 X_{C}{ }^{B} \theta_{\dot{B}}
$$

and

$$
-2 \nabla_{Y} k_{C}=3 Z_{Y} k_{C}-2 Y_{C}{ }^{B} \theta_{B}
$$

Next, by contraction of both sides of (2.3) with $k^{C}$ and employing the fact that $\sigma_{\dot{B}}$ and $\rho_{\dot{B}}$ (2.1) are linearly independent, one obtains

$$
\begin{equation*}
\theta_{\dot{B}}=\left(\rho^{N} \sigma_{\dot{N}}\right)^{-1}\left\{\left(k^{c} \nabla_{X} k_{C}\right) \rho_{\dot{B}}-\left(k^{c} \nabla_{Y} k_{C}\right) \sigma_{\dot{B}}\right\} . \tag{2.4}
\end{equation*}
$$

(One can easily check that the form of $\theta_{\dot{B}}$ does not depend on a specific choice of vector fields $X$ and $Y$ which span $D$.)

The Sommers vector $Z_{A \dot{B}}$ can be represented as a linear combination of $X_{A \dot{B}}, Y_{A \dot{B}}, k_{A} \sigma_{\dot{B}}$ and $k_{A} \rho_{\dot{B}}$. One easily finds that

$$
\begin{align*}
Z_{A \dot{B}}= & \left(\rho^{\dot{N}} \sigma_{\dot{N}}\right)^{-1}\left\{\left(\sigma^{\dot{M}} \theta_{\dot{M}}\right) Y_{A \dot{B}}-\left(\rho^{\dot{M}} \theta_{\dot{M}}\right) X_{A \dot{B}}\right\} \\
& +\left(\rho^{\dot{N}} \sigma_{\dot{N}}\right)^{-2} k_{A} \sigma_{\dot{B}}\left[\left(\rho^{\dot{M}} \theta_{\dot{M}}\right)\left(Y^{C D} X_{C \dot{D}}\right)\right. \\
& \left.-\left(\sigma^{\dot{M}} \theta_{\dot{M}}\right)\left(Y^{C \dot{C D}} Y_{C \dot{D}}\right)\right] \\
& +\left(\rho^{\dot{N}} \sigma_{\dot{N}}\right)^{-2} k_{A} \rho_{\dot{B}}\left[\left(\sigma^{\dot{M}} \theta_{\dot{M}}\right)\left(X^{C D} Y_{C \dot{D}}\right)\right. \\
& \left.-\left(\rho^{\dot{M}} \theta_{\dot{M}}\right)\left(X^{C D} X_{C \dot{C}}\right)\right] \\
& +\left(\rho^{\dot{N}} \sigma_{\dot{N}}\right)^{-1}\left(k_{A} Z_{Y} \sigma_{\dot{B}}-k_{A} Z_{X} \rho_{\dot{B}}\right), \tag{2.5}
\end{align*}
$$

where $\theta_{A}$ is defined by (2.4), and $k_{A} Z_{X}$ and $k_{A} Z_{Y}$ can be obtained from (2.3).

Thus we see that it is the tangential counterpart of (1.1), which can be satisfied by an arbitrary spinor field $k_{A}$, such that the corresponding spinor fields $\sigma_{\dot{B}}$ and $\rho_{\dot{B}}$ are lineary independent, provided the Sommers vector $Z_{A B}$ is defined according to (2.5). The transversal counterpart of (1.1) provides a nontrivial constraint on $k_{A}$
$k^{A} \nabla_{A B} k_{C}=k_{C} \theta_{B}, \quad$ which depends on $D$.
Now we infer a Lemma.
Lemma 1: Let $D$ be a two-dimensional distribution defined on some open subset $U \subset M$. Then:
(i) Any solution $k^{4}$ of Eq. (2.6), nowhere vanishing on $U$, such that the spinor fields $\sigma_{B}$ and $\rho_{\dot{B}}$ are linearly independent, defines a congruence of self-dual null strings transversal to $D$.
(ii) If $D^{\prime}$ is another two-dimensional distribution, such that $\sigma_{B}{ }^{\prime}$ and $\rho_{B}{ }^{\prime}$ related to it by $(2.1)$ with the same $k^{A}$ are linearly independent, then the spinor fields $\theta_{B}{ }^{\prime}$ and $Z_{A B}$ are identical with $\theta_{\dot{B}}$ and $Z_{A \dot{B}}$, respectively.

Proof: Indeed, for $k^{A}$ being a solution of (2.6), with $\theta_{B}$ defined in terms of $D$, it follows from the discussion above that $k^{4}$ is also a solution of (1.1).

To prove (ii), assume that the vector fields $X^{\prime}$ and $Y^{\prime}$ span the distribution $D^{\prime}$. Then they can be represented in the form of

$$
\begin{align*}
& X^{A \dot{B}}=a X^{A \dot{B}}+b Y^{A \dot{B}}+\alpha k^{A} \sigma^{\dot{B}}+\beta k^{A} \rho^{\dot{B}} \\
& Y^{A \dot{B}}=c X^{A \dot{B}}+d Y^{A \dot{B}}+\gamma k^{A} \sigma^{\dot{B}}+\delta k^{A} \rho^{\dot{B}} \tag{2.7}
\end{align*}
$$

with $a, b, c, d, \alpha, \beta, \gamma$, and $\delta$ being some functions. Hence ' $\sigma$ ${ }^{B}$ $=a \sigma^{\dot{B}}+b \rho^{\dot{B}}$ and $\rho^{\dot{B}}=c \sigma^{\dot{B}}+d \rho^{B}$, and necessarily
$a d-b c \neq 0$. Further ' $\theta_{B}$ can be calculated according to
(2.4). Finally employing (2.6) one obtains ' $\boldsymbol{\theta}_{B}=\boldsymbol{\theta}_{\dot{B}}$. In the same way one checks that ' $Z_{A B}=Z_{A B}$.

We now study Eq. (2.6) further. In the coordinate system $\left\{q^{A}, p^{B}\right\}$, related to an integrable distribution $D$, the vector fields $\partial_{A \dot{B}}$ can be represented in the form of

$$
\begin{equation*}
\partial_{A B}=\mu_{B A}^{C_{B A}} \frac{\partial}{\partial q^{c}}+v_{B A}^{C_{B A}} \frac{\partial}{\partial p^{c}} \tag{2.8}
\end{equation*}
$$

with $\mu_{B A}^{C}$ and $\nu_{B A}^{C}$ being some holomorphic functions. We have also $X=-\frac{1}{2} X^{A \dot{B}} \mu^{C}{ }_{B A} \partial / \partial p^{C}$, and $Y=-\frac{1}{2} Y^{A \dot{B}} v^{C}{ }_{B A} \partial /$ $\partial p^{C}$ since $X$ and $Y$ are spanned by $\partial / \partial p^{C}$. Now, since $X, Y, k^{A} \partial_{A 1}$ and $k^{A} \partial_{A 2}$ are assumed to be linearly independent [this is equivalent to the linear independence of $\sigma_{\dot{B}}$ and $\rho_{\dot{B}}$ determined by (2.1)], it follows that the ( $2 \times 2$ ) matrix

$$
\begin{equation*}
\left(b_{B}^{A}\right):=\left(k^{S} \mu^{A}{ }_{S B}\right) \tag{2.9}
\end{equation*}
$$

is nonsingular. This fact, together with an identity

$$
\begin{equation*}
\nabla_{A \dot{B}}\left(\equiv \nabla_{\partial_{A B}}\right)=\mu_{B A}^{c} \nabla_{\partial / \partial q} c+v_{B A}^{c} \nabla_{\partial / \partial P} c \tag{2.10}
\end{equation*}
$$

which is the result of (2.8) and properties of a covariant derivative imply that, as far as transversal to $D$ congruences are considered, Eq. (2.6) is equivalent to another one of the following general form:

$$
\begin{equation*}
\frac{\partial \theta^{\alpha}}{\partial q^{A}}=H_{A}^{\alpha}\left(q^{B}, p^{B}, \theta^{\beta} \frac{\partial \theta^{\beta}}{\partial p^{B}}\right) \tag{2.11}
\end{equation*}
$$

where $\alpha, \beta,=1,2, \ldots, N$ and $H^{\alpha}{ }_{A}$ is linear in $\partial \theta^{\beta} / \partial p^{B}$. In our case $N=2$ and $\left(\theta^{\alpha}\right)=\left(k^{A}\right)$.

There is a natural Cauchy-Kovalevski-like problem related to (2.11) and so to (2.6) as well. Indeed, consider a point $p \in U$ and a two-dimensional submanifold $\mathscr{T} \subset U$ determined by the equations $q^{A}=q^{A}(p)$. $(\mathscr{T}$ is an integral submanifold of $D$ passing through the point $p$.) Suppose the initial data are specified in some open neighborhood $\mathscr{U}$ of the point $p$ on $\mathscr{T}, \mathscr{U} \subset \mathscr{T}$, i.e., holomorphic functions $\tilde{\theta}^{\alpha}$ on $\mathscr{U}$ are given, such that for any point $q \in \mathscr{U},\left(q^{B}, p^{B}, \widetilde{\theta}^{\beta} \partial \widetilde{\theta}^{\beta} /\right.$ $\left.\partial p^{C}\right)$ belongs to the domain of Eq. (2.11). Then the problem is to find a local solution of (2.11), which agrees with those initial data. (The standard Cauchy-Kovalevski theorems of existence and uniqueness are related to equations for which initial data are specified on a hypersurface ${ }^{13}$ or at a point. ${ }^{14}$

Differentiation of both sides of $(2.11)$ with respect to $q^{B}$, and (2.11) itself, provide an expression for $\partial^{2} \theta^{\alpha} / \partial q^{B} \partial q^{A}$ in terms of $q^{\prime}$ s and the derivatives of $\theta^{\beta}$ with respect to $p^{C}$ 's up to the second order. Then as a consequence of $\partial^{2} \theta^{\alpha} /$ $\partial q^{A} \partial q^{B}=\partial^{2} \theta^{\alpha} / \partial q^{B} \partial q^{A}$ the functional relations between $q$ 's and those derivatives follow. We call them the integrability conditions of Eq. (2.11). An equation of the form (2.11) is said to be completely integrable, if its integrability conditions are satisfied identically. By the integrability conditions of Eq. (2.6) we mean the integrability conditions, in the sense just explained for an equation of the form (2.11), equivalent to (2.6).

Lemma 2: Equation (2.6) is completely integrable if and only if the space-time is left-conformally flat.

Proof: Indeed, to find integrability conditions of (2.6) it is convenient to use (2.6) itself. Let $\nabla_{\dot{A}}$ be defined by $\nabla_{A}:=k^{A} \nabla_{A \dot{A}}$. Then acting with that operator on both sides of (2.6), forming the comutator $\left(\nabla_{A} \nabla_{\dot{B}}-\nabla_{\dot{B}} \nabla_{\dot{A}}\right) k_{C}$, employing the Ricci identity, ${ }^{12}$

$$
\begin{equation*}
\frac{1}{2} \nabla_{(A}^{M} \nabla_{B) M} k^{C}=k^{s}\left[-C_{S A B}^{C}+\frac{R}{12} \epsilon_{S(A} \delta_{B)}^{C}\right] \tag{2.12}
\end{equation*}
$$

and the Eq. (2.6), one obtains

$$
\begin{equation*}
-2 C_{A B C D} k^{B} k^{C} k^{D}=\left(\nabla^{M} \theta_{M}\right) k_{A} \tag{2.13}
\end{equation*}
$$

The expression for $\nabla^{\dot{M}} \boldsymbol{\theta}_{\dot{M}}$ can be found from (2.4). The formula, which results, contains the second-order derivative of the form $\nabla_{D} \nabla_{Y} k_{C}$ and $\nabla_{\dot{D}} \nabla_{X} k_{C}$. These can be expressed in terms of $\nabla_{Y} \nabla_{\dot{D}} k_{C}$ and $\nabla_{X} \nabla_{\dot{D}} k_{C}$, respectively, due to the Ricci identities (2.12) and

$$
\begin{equation*}
\frac{1}{2} \nabla_{(A \cdot A}^{M} \nabla_{|M| B \mid} k_{C}=k^{S} C_{S C A \dot{A} \dot{ }} \tag{2.14}
\end{equation*}
$$

Finally the first-order derivatives of $k_{C}$ can be eliminated by (2.6), $\nabla_{X} k_{C}$ and $\nabla_{Y} k_{C}$.

A substitution of $\nabla^{M} \Theta_{M}$ into (2.13) results in

$$
\begin{align*}
& -2 C_{A B C D} k^{B} k^{c} k^{D} \\
& \quad=\left(\rho^{\dot{M}} \sigma_{\dot{M}}\right)^{-1}\left(\rho_{\dot{B}} X^{M \dot{B}}-\sigma_{\dot{B}} Y^{M \dot{B}}\right) C_{M B C D} k^{B} k^{C} k^{D} k_{A} . \tag{2.15}
\end{align*}
$$

Now it is clear that Eq. (2.15) is an identity with respect to $k_{E}$, if and only if $C_{A B C D}=0$. This, however, means that the space-time is left-conformally flat.

The properties of completely integrable equations of the form (2.11) are summarized in the next two Lemmas.

Lemma 3: For an arbitrary completely integrable equation of the form (2.11) and arbitrary initial data defined on an open neighborhood $\mathscr{U} \subset \mathscr{T}$ of the point $p$, there exists a for-
mal solution of the corresponding Cauchy-Kovalevski problem in the form of unique formal power series at $p$. These are the power series which, if they converge, represent a unique holomorphic solution of the Cauchy-Kovalevski problem in some open neighborhood $U_{p} \subset M$ of the point $p$.

Proof: Indeed, we notice that the coefficients of the expansions of functions $\theta^{\alpha}$ at the point $p$ are determined by the initial data and Eq. (2.11) itself. This can be accomplished by the process of differentiations and substitutions ${ }^{13}$; for arbitrary initial data, the coefficients are defined uniquely by this procedure. To make sense in a power-series expansion, they must be symmetrical in the appropriate indices. For this, the complete integrability is sufficient. If an expansion coverges in some neighborhood of $p$, then its sum represents the unique solution of the corresponding Cauchy-Kovalevski problem because of the way in which it has been defined. ${ }^{13}$

Lemma 4: If the equation of the form (2.11) is completely integrable, then for arbitrary initial data defined on some open neighborhood $\mathscr{U} \subset \mathscr{T}$ of the point $p$, there exists a unique holomorphic solution of the corresponding CauchyKovalevski problem defined on some open neighborhood $U_{p}$ of that point; $U_{p} \subset M$.

Proof: It can be accomplished by the use of a technique of majorizing functions. ${ }^{13}$

Finally taking into account a relation between the Eqs. (1.1) and (2.6), and Lemma 1, 2, and 4 one infers

Theorem 1: Suppose that a complex space-time ( $M, d s^{2}$ ) is left-conformally flat. Let $D$ be a two-dimensional and integrable distribution on an open subset $U \subset M$. Let $p$ by any point of $U$ and $\mathscr{T}$ an integral submanifold of $D$ passing through that point.

Consider an arbitrary spinor field $\tilde{k}^{4}$, defined along $\mathscr{T}$, $\tilde{k}^{A} \neq 0$ everywhere, such that the null two-dimensional subspaces of tangent spaces to $M$, determined by $\tilde{k}^{A}$ at points of $\mathscr{T}$, are transversal to $\left.D\right|_{\mathscr{T}} \cdot{ }^{11}$ Then:
(i) there exists an open connected neighborhood $U_{p} \ni p$ in $M$, and a unique nowhere vanishing spinor field $k^{4}$ on it, such that $k^{A}{ }_{\mid \mathscr{} \cap U_{p}}=\tilde{k}^{A}{ }_{\mid \mathscr{} \cap U_{p}}$ and $k^{A}$ is a solution of (2.6);
(ii) $k^{A}$ is a unique solution of (1.1) on $U_{p}$, which agrees with the initial data $\tilde{k}_{\mid, \mathscr{T} \cap U_{p}}$ and consequently $\tilde{k}^{A}$ defines on $U_{p}$ a unique congruence of self-dual null strings such that its null strings are tangent to null subspaces defined by the spinor field $\tilde{k}^{4}$ at points of $\mathscr{T} \cap U_{p}$.

Proof: Indeed, the first part of Theorem 1 is a result of complete integrability of (2.6), Lemma 2, and Lemma 4. Next because of Lemma $1, k^{4}$ is also a solution of (1.1). If $D^{\prime}$ is any integrable distribution on $U_{p}$ with $\mathscr{T}$ being its integral submanifold, then the same $k^{A}$ satisfies (2.6) with ' $\theta_{B}$ related to $D^{\prime}$; indeed, ' $\theta_{B}=\theta_{B}$ (Lemma 1). Such $k^{A}$ is a determined, however, uniquely, by the initial conditions $\tilde{k}^{A}$.
Hence the assertion (ii) is true.
We remark that proportional initial data on $\mathscr{J}$ determines the same congruence. Indeed, it is a class of proportional spinor fields which defines the same congruence. Consider now a pair of proportional initial data $\tilde{k}^{A}$ and $\widetilde{\varphi} \cdot \tilde{k}^{A}(\widetilde{\varphi}$ a function nowhere vanishing on $\mathscr{T}$ ). Let $k^{A}$ and ' $k^{A}$ denote the corresponding, unique solutions and let $\left(Z^{A}\right)$ be holomorphic functions defining locally a congruence related to $k^{A}$. The mapping $\left(p^{1}, p^{2}\right) \rightarrow\left(Z^{1}\left(q^{A}(p), p^{B}\right), Z^{2}\left(q^{A}(p), p^{B}\right)\right)$ is
invertible in some neighborhood of the point ( $\left.p^{B}(p)\right)$. Let its inverse be denoted by $H$. Then ' $k^{A}=\varphi \cdot k^{A}$, where $\varphi\left(q^{A}, p^{B}\right)=(\widetilde{\varphi} \circ H)\left(Z^{C}\left(q^{A}, p^{B}\right)\right)$. Indeed, $\varphi k^{A}$ satisfies the condition $d\left(S^{A B} \varphi^{2} k_{A} k_{B}\right)=0$ [equivalent to (1.1) ${ }^{3}$ ], because $k^{A}$ does ( $S^{A B} k_{A} k_{B}=2 d Z^{1} \wedge d Z^{2}$ ) and it agrees with the initial data $\widetilde{\varphi} \cdot \tilde{k}^{A}$ for ${ }^{\prime} k^{A}$.

In the next section we make a more specific choice for $\mathscr{T}$ and a distribution $D$. And so $\mathscr{T}$ is a member of a congruence of self-dual null strings (or its open subset) and $D$ is determined by that congruence.

## 3. A CONSTRUCTION OF CONGRUENCES BASED ON TWO TRANSVERSAL CONGRUENCES OF NULL STRINGS

We begin this section by recalling the following facts.
Proposition 1: Let $M$ be a complex four-dimensional manifold and let $\Sigma_{1}, \Sigma_{2}$, and $\Sigma$ be three congruences of twodimensional submanifolds, such that any two of them are transversal, i.e., in some open neighborhood of any point $p \in M$ there are holomorphic functions $q^{4}, q^{A^{\prime}}$, and $Z^{A}$ such that $d q^{1} \wedge d q^{2} \wedge d q^{1 \prime} \wedge d q^{2 \prime} \neq 0, d q^{1} \wedge d q^{2} \wedge d Z^{1} \wedge d Z^{2} \neq 0$, and $d q^{\prime \prime} \wedge d q^{2 \prime} \wedge d Z^{1} \wedge d Z^{2} \neq 0$ and locally $\Sigma_{1}: q^{A}=$ const, $\Sigma_{2}: q^{A^{\prime}}=\mathrm{const}$, and $\Sigma: Z^{A}=\mathrm{const} ; A=1,2, A^{\prime}=1^{\prime}, 2^{\prime}$.

Then $M$ admits a unique conformal structure in which $\Sigma_{1}, \Sigma_{2}$, and $\Sigma$ are congruences of null strings. It is represented by local metrics of the form
$d s^{2}=\Phi^{-1} Z_{A, B} Z_{, C}^{A} d q^{B} d q^{C^{\prime}}, Z_{A}:=\epsilon_{A B} Z^{B}[\operatorname{see}(3.4)]$
with $\Phi$ being an arbitrary nowhere vanishing function.
Proof: Indeed, any local metric structure admitting $\Sigma_{1}$, $\Sigma_{2}$, and $\Sigma$ as congruences of null strings is of the form

$$
d s^{2}=2 \Omega_{A B} \cdot d q^{A} d q^{B^{\prime}}=2 \omega_{A B} d q^{A} d Z^{B}
$$

Then necessarily $\omega_{(A|B|} Z_{C,}^{B}=0$. This condition provides three algebraic equations on four components of $\omega_{A B}$. In consequence of that, one obtains $\Omega_{A B^{\prime}}=\Phi^{-1} Z_{C, A} Z_{, B^{\prime}}^{C}$, for some function $\Phi \neq 0$. It is clear that taking $\Phi$ arbitrary $(\Phi \neq 0)$ we obtain a class of conformally related metrics, defined uniquely by the requirement that $\Sigma_{1}, \Sigma_{2}$, and $\Sigma$ are congruences of null strings. It is also easy to check that the conformal structures defined on two overlapping coordinate neighborhoods are identical on their intersection.

Proposition 2:
(i) A congruence of null strings transversal to congruence of self-dual null strings is self-dual itself.
(ii) Congruences of self-dual null strings which are nowhere transversal to each other are identical.

Proof: Indeed, (i) follows from the fact that the tangent spaces to a self-dual null string consist of the vectors of the form $k^{A} l^{B} \partial_{A B}$ for $k^{A}$ fixed, while those for anti-self-dual ones are spanned by the vectors $l^{A} k^{\dot{B}} \partial_{A B}$ with $k^{\dot{B}}$ fixed ${ }^{1}\left(\partial_{A \dot{B}}\right.$ denotes a contravariant null tetrad). So the tangent spaces of self-dual and anti-self-dual null strings intersect along null directions. To obtain (ii) one observes that the tangent spaces to null strings of such congruences, passing through the same point are identical.

Now suppose a conformal structure on $M$ is given, which admits two self-dual congruences of null strings. One can represent it locally by metric fields of the form

$$
\begin{equation*}
d s^{2}=2 \Omega_{A B^{\prime}} d q^{4} d q^{B^{\prime}} \tag{3.2}
\end{equation*}
$$

with $\Omega_{A B}$. restricted conveniently by

$$
\begin{equation*}
\operatorname{det}\left(\Omega_{A B^{\prime}}\right)=1 \tag{3.3}
\end{equation*}
$$

We introduce also the convention, which permits us to change the position of indices $A, B, \ldots$ and $A^{\prime}, B^{\prime}, \ldots$, according to the standard rules, ${ }^{12}$ employing skew-symmetric Levi-Cività symbols:

$$
\left(\epsilon_{A B}\right)=\left(\epsilon^{A B}\right)=\left(\epsilon_{A^{\prime} B^{\prime}}\right)=\left(\epsilon^{A^{\prime} B^{\prime}}\right)=\left(\begin{array}{rr}
0 & 1  \tag{3.4}\\
-1 & 0
\end{array}\right) .
$$

$\left(\Omega_{A}{ }^{B^{\prime}}=\Omega_{A C^{\prime}} \epsilon^{C^{\prime} B^{\prime}}, \Omega_{B^{\prime}}=\Omega_{C B^{\prime}} \epsilon^{C A}\right.$ etc. $)$. With this convention (3.3) takes the form of $\Omega_{A B^{\prime}} \Omega^{A B^{\prime}}=2$.

There is a natural choice for the null tetrad one forms $g^{A B}{ }^{12}$ The self-dual two forms $S^{A B}$ related to $g^{A B}$ are $S^{11}=2 d q^{1 \prime} \wedge d q^{2 \prime}, S^{22}=2 d q^{1} \wedge d q^{2}$, and $S^{12}=\Omega_{A B^{\prime}} d q^{A} \wedge d q^{B^{\prime}}$.

By the standard process ${ }^{12}$ one obtains the components of left-conformal curvature spinor $C_{A B C D}$ :

$$
\begin{align*}
& C_{1111}=0=C_{2222}, \\
& C_{1112}=-\frac{1}{4} \Omega_{B C^{\prime}},{ }^{\prime} \Omega^{B}{ }_{D} D^{\prime},  \tag{3.5}\\
& C_{1222}=\frac{1}{4} \Omega_{A B^{\prime}} \cdot A{ }^{B} \Omega_{B}{ }^{B^{\prime}}, \\
& C_{1212}=\frac{1}{3}\left(-\Omega_{A B^{\prime},}, A^{\prime}+\Omega_{A C^{\prime},}, A_{B D^{\prime},}{ }^{\left.D^{\prime} \Omega^{B C^{\prime}}\right) .}\right.
\end{align*}
$$

It follows from Propositions 1 and 2 that to construct all local congruences of self-dual null strings transversal to the congruences $\Sigma_{1}: q^{4}=\mathrm{const}$ and $\Sigma_{2}: q^{4^{\prime}}=\mathrm{const}$, it sufficies to find local holomorphic functions $Z^{A}$ and $\Phi$ ( $\Phi$ nowhere vanishing), such that

$$
\begin{equation*}
Z_{A, B} Z^{A}{ }_{, C^{\prime}}=\Phi \Omega_{B C^{\prime}} \tag{3.6}
\end{equation*}
$$

Let $F^{A^{\prime}}{ }_{B}$ denote the inverse of $Z^{A}{ }_{, B^{\prime}}$, i.e., $F^{4}{ }_{B}$ is such that

$$
\begin{equation*}
F^{A^{\prime}}{ }_{B} Z^{B}{ }_{. C^{\prime}}=\delta^{A}{ }_{C^{\prime}} \tag{3.7}
\end{equation*}
$$

Then (3.6) can be rewritten as

$$
\begin{equation*}
Z_{A, B}=\Phi \Omega_{B B} \cdot F_{A}^{B^{\prime}} \tag{3.8}
\end{equation*}
$$

By differentiation of both sides of $(3.8)$ with respect to $q^{C}$ one finds
$Z_{A, B C}=\Phi_{, C} \Omega_{B B} F^{B^{\prime}}{ }_{A}+\Phi F^{B^{\prime}}{ }_{A} \Omega_{B B^{\prime}, C}+\Phi \Omega_{B B^{\prime}} F^{B^{\prime}}{ }_{A, C}$,
while a similar proccess applied to (3.7) plus (3.8) results in

$$
\begin{align*}
F^{B^{\prime}}{ }_{A, C}= & -\frac{1}{2} \Phi \Phi_{. C} \Omega_{C}{ }^{B^{\prime}} F^{C^{\prime}}{ }_{A} f \\
& -\frac{1}{2} \Phi \Omega_{C}{ }^{B^{\prime}}{ }_{, C}, F^{C^{\prime}}{ }_{A} f-\Phi \Omega_{C N}, F^{N^{\prime} L}{ }_{, C^{\prime}} F^{C^{\prime}}{ }_{A} F^{B^{\prime}}{ }_{L}, \tag{3.10}
\end{align*}
$$

where $f:=F_{A \cdot B} F^{A^{\prime} B}$.
Now the condition $Z^{A}{ }_{, B C}=Z^{A}{ }_{, C B}$ together with (3.9) and (3.10) provides an equation, which can be solved with respect to $\Phi_{, A}$, and

$$
\begin{equation*}
\Phi_{, A}=f \Phi \Phi_{, B^{\prime}} \Omega_{A}^{B^{\prime}}+\frac{1}{2} \Phi^{2} \Omega_{A}^{B} f_{B^{\prime}}+\Phi \Omega_{B^{\prime}, C}^{C} \Omega_{A}^{B^{\prime}} \tag{3.11}
\end{equation*}
$$

There are two important systems of differential equations to be discussed later. The first one referred to as I, consists of Eqs. (3.8) and (3.11), while the second, auxiliary, referred to as II consists of (3.8), (3.10), and (3.11). In I there are $Z^{A}$ and $\Phi$, which are unrelated, whereas $F^{4}{ }_{B}$ is determined by (3.7). In II, all of them $Z^{A}, F^{4^{\prime}}{ }_{B}$, and $\Phi$ are unrelated.

Next, one observes that the structure of both of them is of the form

$$
\begin{equation*}
\frac{\partial \theta^{\alpha}}{\partial q^{A}}=H_{A}^{\alpha}\left(q^{B}, q^{B^{\prime}}, \theta^{B}, \frac{\partial \theta^{\beta}}{\partial q^{B^{\prime}}}, \frac{\partial^{2} \theta^{\beta}}{\partial q^{B^{\prime}} \partial q^{C^{\prime}}}\right) \tag{3.12}
\end{equation*}
$$

where $\alpha=1,2,3$ and $\left(\theta^{\alpha}\right)=\left(Z^{A}, \Phi\right)$ for I , and $\alpha=1,2, \ldots, 7$, $\left(\theta^{\alpha}\right)=\left(Z^{A}, F_{C}^{B^{\prime}}, \Phi\right)$ for II.

There is a natural Cauchy-Kovalevski-like problem related to (3.12). The initial data are assumed on a submanifold given by $q^{A}=$ const, $A=1,2$. Also integrability conditions of (3.12) can be defined in a similar way as those for (2.11).
However, a dependence of its right-hand sides on the secondorder derivatives requires special attention. (We recall a well-known fact ${ }^{13}$ that the equation $\partial u / \partial t=\partial^{2} u / \partial x^{2}$ does not have local holomorphic solutions for arbitrary local holomorphic initial data on the hypersurface $t=0$.)

Now we notice that
Lemma 5: The system I is completely integrable iff the metric structure $d s^{2}=\Omega_{A B^{\prime}} d q^{4} d q^{B^{\prime}}$ is left-conformally flat.

Proof: Indeed, integrability conditions of (3.8) are satisfied identically being equivalent to (3.11). Then rather lengthy but straightforward calculation provides integrability conditions of (3.11), in the form of

$$
\begin{equation*}
4 \Phi C_{1222}+3 f \Phi^{2} C_{1122}+\Phi^{3} f^{2} C_{1112}=0 \tag{3.13}
\end{equation*}
$$

where $C_{A B C D}$ are defined by (3.5). It is now obvious that (3.13) becomes an identity if and only if $C_{A B C D}=0$.

For completely integrable equations of the form (3.12) there is also an assertion of Lemma 3 which is true. Indeed, it is just complete integrability, which makes it possible to construct unique formal power series expansions from arbitrary initial data. However, in general they fail to be convergent. A system I is exceptional in this respect. Indeed, it is easily seen that any formal solution of I determines a formal solution of II. Moreover, a convergence of one of them implies that of the second. Since a system II is of the form (2.11) it follows that the corresponding formal power series solutions converge. Thus we have

Theorem 1': Suppose the complex space-time ( $M, d s^{2}$ ) is left-conformally flat. Let $\Sigma_{1}$ and $\Sigma_{2}$ be two transversal congruences of self-dual null strings defined on some open subset $U \subset M: \Sigma_{1}: q^{A}=$ const, $\Sigma_{2}: q^{A}=$ const, and $d q^{1} \wedge d q^{2} \wedge d q^{1 \prime} \wedge d q^{2 \prime} \neq 0$.

Let $p$ be any point of $U$ and $\mathscr{T}$ a null string of the congruence $\Sigma_{1}$ passing through it; $\mathscr{T}: q^{A}=q^{A}(p)$.

Consider arbitrary holomorphic functions $\widetilde{Z}^{A}$ and $\widetilde{\Phi}$ defined on $\mathscr{T}$, such that $\operatorname{det}\left(\widetilde{Z}^{A}{ }_{, B^{\prime}}\right)$ and $\widetilde{\Phi}$ nowhere vanish.

Then there exists an open neighborhood $U_{p} \ni p$ in $M$, $U_{p} \subset U$ and unique holomorphic functions $Z^{A}$ and $\Phi$ on $U_{p}$ ( $\Phi$ nowhere vanishing) such that $Z^{A}{ }_{\mid U_{\rho} \mathcal{V}}=\widetilde{Z}^{A}{ }_{\mid U_{\rho} \cap}$, $\Phi_{\mid U_{\cap} \Omega T}=\widetilde{\Phi}_{\mid U_{f} \cap \mathscr{T}}$ and (3.6) are satisfied.

The equations $Z^{A}=$ const, $A=1,2$, define on $U_{p}$ a congruence of self-dual null strings transversal to $\Sigma_{1}$ and $\Sigma_{2}$ and any congruence with that property can be obtained in this way.

Remark 1: One easily finds, employing (3.3), (3.6), and (3.7), that $2 d Z^{1} \wedge d Z^{2}=k_{A} k_{B} S^{4 B}$ with

$$
\begin{equation*}
\pm k^{4}=\left(\frac{1}{2} Z^{M, N^{\prime}} Z_{M, N^{\prime}}\right)^{1 / 2} \delta_{2}^{A}+\Phi\left(\frac{1}{2} Z^{M, N^{\prime}} Z_{M, N^{\prime}}\right)^{-1 / 2} \delta_{1}^{A} \tag{3.14}
\end{equation*}
$$

$\delta_{1}^{A}$ and $\delta_{2}^{A}$ are components of the spinor fields defining con-
gruences $\Sigma_{1}$ and $\Sigma_{2}$, respectively. The condition (3.13) is then equivalent to $C_{A B C D} k^{A} k^{B} k^{C} k^{D}=0$.

We can restrict the initial data $\widetilde{\Phi}$ and $\widetilde{Z}^{A}$ conveniently, requiring, for example, $\widetilde{\Phi}=1$. Then a special class of congruences can be obtained if an additional condition $\left(\widetilde{Z}^{A, B^{\prime}} \widetilde{Z}_{A, B^{\prime}}\right)=\mathrm{const} \neq 0$ is imposed. If $\left(M, d s^{2}\right)$ is a left-flat space-time and $\Sigma_{1}$ and $\Sigma_{2}$ are nonexpanding congruences of null strings related to covariantly constant spinor fields, then those new congruences defined by (3.14) are again of that type. Also $Z^{M, N^{\prime}} Z_{M, N^{\prime}}=$ const, $\Phi=1$, and $k^{A}$ is a covariantly constant spinor field. ${ }^{1,8}$

Remark 2: "Projective extensions of heavens" and in particular "heavens" (left-flat spaces) can be characterized by the existence of special one-parameter families of congruences of self-dual null strings. ${ }^{10}$

For a complex space-time to be of that type it has to admit, at least locally, two linearly independent spinor fields $k^{A}$ and $k^{\prime A}$ such that

$$
\begin{align*}
& \nabla_{A \dot{B}} k_{C}=\mu_{A \dot{B}} k_{C}+v_{C B} k_{A}  \tag{3.15}\\
& \nabla_{A \dot{B}} k_{C}^{\prime}=\mu_{A \dot{B}}^{\prime} k_{C}^{\prime}+v_{C \dot{B}}^{\prime} k_{A}^{\prime}
\end{align*}
$$

and

$$
\begin{equation*}
\mu_{A \dot{B}}+v_{A B}=\mu_{A B}^{\prime}+v_{A B}^{\prime} \tag{3.16}
\end{equation*}
$$

[There is some obvious ambiguity in $\mu$ 's and $v$ 's, which does not effect the condition (3.16).]

Then any spinor field $l^{A}=a k^{A}+b k^{\prime A}$, where $a$ and $b$ are arbitrary constants, such that $(a, b) \neq(0,0)$, defines a congruence of null strings. In this way one obtains a generalized canonical family of congruences of null strings parametrized by ratios of $a$ and $b$. We notice that in general $l^{4}$ is not in a canonical normalization, even if the space-time is a left-flat one ${ }^{10}$ [see also (1.1)].

Now let $\Phi$ and $\Phi^{\prime}$ be such that the spinor fields $m^{A}=\Phi k^{A}$ and $m^{\prime A}=\Phi^{\prime} k^{\prime A}$ are normalized canonically, i.e., they satisfy the equations of the form (1.1). Then employing (3.15) one obtains

$$
\begin{align*}
& 3 Z_{A \dot{B}}=\nabla_{A B} \ln \Phi+\mu_{A \dot{B}}+v_{A \dot{B}}  \tag{3.17}\\
& 3 Z_{A \dot{B}}^{\prime}=\nabla_{A \dot{B}} \ln \Phi^{\prime}+\mu_{A B}^{\prime}+v_{A \dot{B}}^{\prime} \\
& k^{A}\left(Z_{A \dot{B}}-\frac{1}{2} v_{A \dot{B}}\right)=0 \\
& k^{A}\left(Z_{A \dot{B}}^{\prime}-\frac{1}{2} v_{A \dot{B}}^{\prime}\right)=0 \tag{3.18}
\end{align*}
$$

Next (3.16) together with (3.17) implies

$$
\begin{equation*}
d Z=d Z^{\prime} \tag{3.19}
\end{equation*}
$$

where $Z=-\frac{1}{2} Z_{A \dot{B}} g^{g^{A} B}, Z^{\prime}=-\frac{1}{2} Z_{A \dot{B}}^{\prime} g^{A \dot{B}}$, and $\left\{g^{A \dot{B}}\right\}$ are null-tetrad 1-forms. ${ }^{12}$

Conversely, the condition (3.19) implies that $Z_{A \dot{B}}$ and $Z_{A B}^{\prime}$ are of the form

$$
Z_{A \dot{B}}=\frac{1}{3} \nabla_{A \dot{B}} \ln \Phi+\frac{1}{3} \rho_{A \dot{B}}
$$

and

$$
Z_{A B}^{\prime}=\frac{1}{3} \nabla_{A B} \ln \Phi^{\prime}+\frac{1}{3} \rho_{A B},
$$

for some functions $\Phi, \Phi^{\prime}$ and a spinor field $\rho_{A B}$.
If $v_{A \dot{B}}$ and $v_{A B}^{\prime}$ are chosen according to (3.18) with $m^{A}$, $m^{\prime A}$ instead of $k^{A}$ and $k^{\prime A}$ (this can be always done), then the spinor fields $\Phi^{-1} m^{A}$ and $\Phi^{\prime-1} m^{\prime A}$ satisfy (3.15) with $\mu_{A \dot{B}}$
$=\rho_{A B}-v_{A \dot{B}}$ and $\mu_{A B}^{\prime},=\rho_{A B}-v_{A B}^{\prime}$. The condition (3.16) is also fulfilled. Thus we have

Proposition 3: A complex space-time is a "projective extension of heavens" if and only if there exist two transversal congruences of self-dual null strings, such that Eq. (3.19) holds.

We notice also that the condition (3.19) is conformally invariant. ${ }^{3}$

Proposition 4: A complex space-time is conformally related to a "heaven" if and only if there exist two transversal congruences of self-dual null strings, such that $Z=Z^{\prime}$ and $d Z=d Z^{\prime}=0$.

Proof: Indeed, if $d Z=d Z^{\prime}=0$ and $Z=Z^{\prime}$, it follows that there exists a conformal gauge in which $Z=0=Z^{\prime} .{ }^{3}$ This means that the corresponding spinor fields are covariantly constant and consequently $C_{A B C D}=0$. The converse assertion follows by a similar argument.
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#### Abstract

The construction of solutions of wave equations with backscatter usually requires the use of some kind of approximation scheme. A problem then arises-how can one ensure that the approximate solution is causal? In this paper we present a method of constructing approximte causal wavezone solutions that is applicable to a class of wave equation which reduce in form, in the limit as an expansion parameter goes to zero, to the scalar wave equation in flat space-time expressed in terms of the null coordinate $u_{0}=t-r$. An extension of the method which is applicable to higher spin wave equations is also given.


PACS numbers: 04.20.Jb

## I. INTRODUCTION

The construction of solutions of a system of wave equations requires either initial value data or some kind of radiation condition. If the equations are linear and the underlying space-time is flat and empty except for a region of compact spatial support containing the sources of the waves, there are several forms this condition might take. One can require that (i) the radiation is everywhere outgoing, or (ii) the solutions are causal, or (iii) there is no incoming radiation at past null infinity. Furthermore, it is a relatively easy matter to construct solutions that satisfy all of these conditions. One way of doing so is to use a retarded Green function which can be given in closed form for these equations. Such solutions automatically satisfy conditions (i) and (ii) and, if the sources do not grow too rapidly with time in the distant past, one can show ${ }^{1}$ that condition (iii) is also satisfied.

The presence of backscattered radiation due to nonlinear terms in the wave equation which act as secondary emitters, the presence of a medium with variable index of refraction, a curved background space-time, or some combination of these possibilities complicates the construction of radiative solutions for a number of reasons. For one thing, one almost always has to resort to some kind of approximation scheme for this purpose. Furthermore, because of the presence of backscattered radiation, condition (i) above is not applicable. One should, of course, require that there be only outgoing radiation at future null infinity. However, this condition is not sufficient to exclude incoming radiation. ${ }^{2}$

Ehlers ${ }^{3}$ and Leipold and Walker ${ }^{1}$ have advocated the use of a Sommerfeld-type condition to be imposed at past null infinity for such problems. The imposition of such a condition is supposed to exclude the presence of incoming radiation. However, it is not clear what form such a condition should take in all cases. Even when one has such a condition, it is often difficult to employ in practice since solutions are usually given as functions of a retarded null coordinate while the approach to past null infinity is along curves of a constant advanced null coordinate. In general the relation between these two coordinates is not simple and usually depends on the expansion parameter.

[^23]In this paper we present a method of constructing approximate wave-zone solutions for a class of wave equations that satisfy condition (ii) above. A condition of causality is, of course, required on physical grounds. It is also, as we shall see, a condition that can be easily imposed on approximate solutions since its application involves the retarded rather than the advanced null coordinate. It should be noted that the imposition of a causality condition does not automatically ensure the absence of incoming radiation; one can easily give examples of causal solutions that violate a no-incoming radiation condition. ${ }^{1}$ However, in these cases, the sources grow with time in the infinite past. Thus, a no-incoming radiation condition can be considered to be a condition on the behavior of sources associated with causal solutions and hence, if it exists, can be imposed to bound the motion of these sources after a causal solution has been found. That, however, is a problem which does not concern us here.

The type of problem to which our method of construction can be applied is one in which the source of the emitted radiation has compact spatial support. In what follows we shall refer to the region exterior to the source as the wave or outer zone. Our procedure leads to approximate causal solutions in this zone that do not require a knowledge of the solution in the region occupied by the source. As a consequence they will be seen to depend on one or more arbitrary functions of a retarded null coordinate. These functions must then be determined in some manner from a knowledge of the solution in the region occupied by the source. If, for example, the source is in slow motion, that is, if the ratio of the propagation time across the source to its period is small compared to unity, one can most easily use the method of matched asymptotic expansions (MAE) ${ }^{4}$ for this purpose. We will not concern ourselves here, however, with the aspect of the problem.

We now make three additional assumptions concerning the nature of the problem with which we are dealing. We first assume that there exists in the outer zone a well-defined family of nonintersecting future-directed characteristic surfaces $u=$ constant. Here $u$ is a retarded null coordinate which is determined by the characteristic equation for the problem. The determination of $u$ may be independent of the solution of the wave equation associated with the problem, or it may
depend on it as it does in the case of general relativity, where the metric used to determine $u$ is not known initially. In this case, $u$ must also be determined by some approximation scheme which is consistent with that used to determine the solution of the wave equation.

Our second assumption concerns the nature of the wave equation for the problem. We will assume that, in the limit in which a suitable expansion parameter $\epsilon$ goes to zero, this equation reduces in form, when expressed in terms of $u$ and the spatial coordinates, to that of the scalar wave equation in flat, empty space-time when the latter is expressed in terms of the flat space-time characteristic coordinate $u_{0}=r-t$. While $u=u_{0}$ in the limit in which our expansion parameter goes to zero, we emphasize that, in taking the above-mentioned limit, $u$ is to be considered to be an independent variable. And finally we assume that, in the limit $u=$ const, $r \rightarrow \infty$, the effective source terms in the wave equation, i.e., the terms that go to zero in the limit $\epsilon \rightarrow 0$, are $O\left(1 / r^{3}\right)$. This last assumption is necessary in order that the integrals which appear in the wave-zone expansion exist.

While the above assumptions may seem overly restrictive, they are in fact satisfied by a number of problems of physical interest, including the radiation of gravitational waves by gravitationally bound systems in general relativity and similar problems in Yang-Mills theory. We also expect that the method will prove to be applicable to other physically interesting problems involving electromagnetic radiation in a material medium and the radiation of acoustic waves.

## II. A MODEL PROBLEM

In order to fix the ideas discussed above, and at the same time to illustrate the general approach used in our method, we will consider the following model problem for a scalar field satisfying a wave equation of the form

$$
\begin{equation*}
\left\{(1-f(r))^{2} \partial_{i}^{2}-\nabla^{2}\right\} \psi=4 \pi \rho(\epsilon t, r) \tag{2.1}
\end{equation*}
$$

where

$$
\begin{array}{r}
f(r)=\kappa, \quad r \leqslant 1 \\
\kappa / r, \quad r \geqslant 1, \tag{2.2}
\end{array}
$$

and where

$$
\begin{equation*}
\rho(\epsilon t, r)=0, \quad r \geqslant 1 \tag{2.3}
\end{equation*}
$$

In what follows we will assume that the "coupling constant" $\kappa$ is at least $O(\epsilon)$.

In the wave-zone zone one introduces stretched coordinates $\bar{t}=\epsilon t$, and $\bar{r}=\epsilon r$, and also a stretched coupling con$\operatorname{stant} \bar{\kappa}=\epsilon \kappa$. The outer equation, when expressed in terms of these quantities, takes the form

$$
\begin{equation*}
\left\{(1-\kappa / r)^{2} \partial_{t}^{2}-\nabla^{2}\right\} \psi=0 \tag{2.4}
\end{equation*}
$$

where we have dropped the bars over all quantities.
The retarded null coordinate for this problem is determined by the characteristic equation

$$
\begin{equation*}
(1-\kappa / r)^{2}\left(\partial_{t} u\right)^{2}-\left(\partial_{r}\right)^{2}=0 \tag{2.5}
\end{equation*}
$$

It follows that the retarded null coordinate is given by

$$
\begin{equation*}
u=t-t-\kappa \ln r \tag{2.6}
\end{equation*}
$$

Similarly one finds that the advanced null coordinate is given by

$$
\begin{equation*}
v=t+r+\kappa \ln r \tag{2.7}
\end{equation*}
$$

Let us now rewrite Eq. (2.4) in terms of the variables $u$ and $r$ and at the same time set

$$
\begin{equation*}
\psi=\phi / r \tag{2.8}
\end{equation*}
$$

The resulting equation is

$$
\begin{align*}
& (1 / r)\left(2 \partial_{u} \partial_{r}-\partial_{r}^{2}\right) \phi \\
& \quad+\kappa\left\{\left(2 / r^{2}\right) \partial_{u} \partial_{r}-\left(1 / r^{3}\right) \partial_{u} \phi\right\}=0 \tag{2.9}
\end{align*}
$$

We see that our equation is of the type discussed in the introduction. The flat space-time D'Alembertian, when expressed in terms of $u_{0}$ operating on $\phi / r$, has just the form of the first term in the above equation. Furthermore, if in the limit $u=$ const, $r \rightarrow \infty, \phi=O(1)$, then the remaining terms are all $O\left(1 / r^{3}\right)$.

In order to construct an approximate solution to Eq. (2.9), we will expand in a usually asymptotic power series in of the form

$$
\begin{equation*}
\phi \sim \sum_{n=0}^{\infty} \kappa^{n} \phi_{n} \tag{2.10}
\end{equation*}
$$

When this expansion is substituted into Eq. (2.9) and the coefficients of the various powers of $\kappa$ are equated to zero, one obtains a sequence of equations for the $\phi_{n}$ of the form

$$
\begin{equation*}
\partial_{r}\left(2 \partial_{u}-\partial_{r}\right) \phi_{n}=S_{n}(u, r) \tag{2.11}
\end{equation*}
$$

where $S_{0}=0$ and where $S_{n}$ depends on $\phi_{n-1}, \ldots, \phi_{0}$ and is thus a known function of $u$ and $r$. It is this system of equations that we must solve subject to a causality condition. In the next section we show how this task is accomplished.

## III. CAUSAL APPROXIMATE SOLUTIONS

In the above example we considered a special problem with spherical symmetry; in this section we drop that assumption. However, we will assume that the field can be expanded in spherical harmonics as well as in an asymptotic series in the coupling constant $\kappa$. In this case the hierarchy of equations to be solved for the $\phi_{n, l m}$ which appear in this double expansion have the general form

$$
\begin{equation*}
\left\{\partial_{r}\left(2 \partial_{u}-\partial_{r}\right)+\left(1 / r^{2}\right) l(l+1)\right\} \phi_{n, l, m}=S_{n, l, m}, \tag{3.1}
\end{equation*}
$$

where again $S_{0, l, m}=0$ and $S_{n, l, m}$ is a function of lower order $\phi$ 's.

Consider first the equation with $n=0$. The most general solution to this equation is a linear combination of an outgoing and an incoming solution of D'Alembert's equation of multipolarity $l$ with $u_{0}$ and $v_{0}$ replaced by $u$ and $v$, respectively. For $l=0$

$$
\begin{equation*}
\phi_{0,00}=g(u)+h(v) \tag{3.2}
\end{equation*}
$$

where $g$ and $h$ are arbitrary functions of their arguments. For $l=1$

$$
\begin{align*}
\phi_{0,1 m}= & \left\{g_{m}(u)+(1 / r) g_{m}(u)\right\} \\
& +\left\{h_{m}(v)-(1 / r) h_{m}(v)\right\} \tag{3.3}
\end{align*}
$$

where again $g_{m}$ and $h_{m}$ are arbitrary functions of their arguments and similarly for other values of $l$. The arbitrary func-
tions appearing in these solutions are determined in the method of MAE by matching these solutions to corresponding solutions of the imner problem. In order that our overall solution be causal we shall require that, if the sources are stationary for times $t<t_{0}$, then there exists some $u_{0}$ which is related to $t_{0}$ such that the above solutions are also stationary for all $u<u_{0}$. The only way in which this can happen, of course, is if these solutions are independent of $v$. In this case they represent purely outgoing waves plus, perphaps, some everywhere static field.

Let us now consider the remaining equations in the hierarchy (3.1). In order that our overall solution will be causal we shall require that each $\phi_{n, l m}$ be stationary for $u<u_{0}$. It follows that the effective sources on the right-hand sides of these equations will also possess this property. They can therefore be written as the sum of two terms, one of which is everywhere stationary and another that vanishes for $u<u_{0}$. Thus, each $\phi_{n, l m}$ will consist of an everywhere stationary part which has as its source the stationary part of $S_{n, l m}$, and another part which has the part of $S_{n, l m}$ that vanishes for $u<u_{0}$ as its source. Since no causality condition is involved in solving the stationary parts of the hierarchy equations, we will not concern ourselves with them here, but consider only the problem of solving the nonstationary parts of these equations.

We thus require solutions of equations of the form (3.1) where the effective sources vanish for $u<u_{0}$ which also vanish for $u<u_{0}$. The problem of finding such solutions is complicated by the fact that the effective sources are only known as functions of $u$ and $r$ in the outer zone so that the usual retarded Green function, whose use requires a knowledge of the sources everywhere, cannot be employed. In spite of this difficulty, we have found a particular causal solution to equations of the form (3.1). It is

$$
\begin{equation*}
\phi_{n, l m}=P_{l} \int_{-\infty}^{u} k_{n, l m}\left(u^{\prime}, y\right) d u^{\prime}, \tag{3.4}
\end{equation*}
$$

where $y=\left(u-u^{\prime}\right) / 2+r$ and where the operator $P_{l}$ is given by

$$
\begin{equation*}
P_{l}=\left(\partial_{r}-2 / r\right)\left(\partial_{r}-4 / r\right) \ldots\left(\partial_{r}-2 l / r\right) \tag{3.5}
\end{equation*}
$$

The integrand appearing in Eq. (3.4) in turn satisfies

$$
\begin{equation*}
2 \partial_{r} P_{l} k_{n, l m}=S_{n, l m} \tag{3.6}
\end{equation*}
$$

This last equation can be integrated directly to give

$$
\begin{align*}
k_{n, l m}= & r^{2 l} \int_{r}^{\infty} d r_{1} r_{1}^{-2} \int_{r_{1}}^{\infty} d r_{2} r_{2}^{-2} \times \cdots \\
& \times \int_{r_{l-1}}^{\infty} d r_{l} r_{l}^{-2} H_{n, l m}\left(u, r_{l}\right) \tag{3.7}
\end{align*}
$$

where

$$
\begin{equation*}
H_{n, l m}(u, r)=-(1 / 2) \int_{r}^{\infty} d r^{\prime} S_{n, l m}\left(u, r^{\prime}\right) \tag{3.8}
\end{equation*}
$$

The proof that Eqs. (3.4)-(3.8) constitute a particular solution to Eq. (3.1) is given in the Appendix. Here we note that, as follows from Eq. (3.7), we only need a knowledge of the source function $S_{n, l m}$ in the outer region to construct $k_{n, l m}$, since the integrals appearing in Eq. (3.7) do not extend into the inner zone. Furthermore, we see that if $S_{n, l m}$ is zero
for $u<u_{0}$ then $k_{n, i m}$ will also have this property. It follows therefore that $\phi_{n, l m}$ will also have this property. Since it is a particular solution of Eq. (3.1), we see that we can add to it any solution of the homogeneous equation that also vanishes for $u<u_{0}$ to obtain the general causal solution of this equation. This latter function will then be determined by matching to the inner solution. Finally, we should mention that Bardeen and Press ${ }^{5}$ have constructed approximate solutions for wave equations in a Schwarzschild space-time that are causal in the sense employed here. We have applied our method to their equation for a scalar field for the cases $l=0$ and 1 and have shown that the two sets of solutions are equal to each other.

## IV. CAUSAL SOLUTIONS FOR HIGHER-ORDER SPIN FIELDS

In their paper referred to above, Bardeen and Press also considered wave equations for higher-order spin fields in a Schwarzschild space-time. These equations have the form

$$
\begin{align*}
& \left\{2 \partial_{u} \partial_{r}+(2 / r)(s+p+1) \partial_{u}-\partial_{r}^{2}-(2 / r)(s+1) \partial_{r}\right. \\
& \left.\quad+\left(1 / r^{2}\right)(l+s+1)(l-s)\right\} \psi_{l}=S_{l}(u, r) \tag{4.1}
\end{align*}
$$

where $S_{l}$ is a known function of $u$ and $r$ which vanishes for $u<u_{0}$ and is $O\left(r^{-3}\right)$. In these equations $s$ is the spin of the field and can take on values $0,1, \ldots$. The parameter $p$ is the spin weight of the particular component of the field being considered and has the values $\pm s$. If we make the substitution $\psi_{l}=\phi_{l} / r^{m}$, where $m=s-p+1$, Eq. (4.1) takes the form

$$
\begin{align*}
& \left(1 / r^{m}\right)\left\{\partial_{r}\left(2 \partial_{u}-\partial_{r}\right)+(2 p / r)\left(2 \partial_{u}-\partial_{r}\right)\right. \\
& \left.\quad+\left(1 / r^{2}\right)(l+p)(l-p+1)\right\} \phi_{l}=S_{l}(u, r) \tag{4.2}
\end{align*}
$$

A causal solution to this equation is again of the form

$$
\begin{equation*}
\phi_{l}=P_{l} \int_{-\infty}^{u} k_{l}\left(u^{\prime}, y\right) d u^{\prime} \tag{4.3}
\end{equation*}
$$

where now

$$
\begin{equation*}
P_{I}=\left(\partial_{r}-2 / r\right)\left(\partial_{r}-4 / r\right) \ldots\left(\partial_{r}-2(p+l) / r\right) \tag{4.4}
\end{equation*}
$$

with $l \geqslant-p$ if $p$ is negative or $l \geqslant 0$ if $p$ is positive. The function $k_{i}$ now satisfies

$$
\begin{equation*}
2\left\{\partial_{r}+(2 p / r)\right\} P_{l} k_{l}(u, r)=S_{l}(u, r) \tag{4.5}
\end{equation*}
$$

which can again be integrated to yield an expression for $k_{l}$ similar to that given by Eq. (3.7).

## V. DISCUSSION

In this paper we have shown how to construct an approximate causal solution to a class of wave equations with backscatter. We want to emphasize that although we have employed the notion of a source that is stationary for times less than some $t_{0}$, there is nothing that precludes the possibility that $t_{0}$ lies in the infinite past. The solution given above is applicable in this case as well, provided only that the integral in Eq. (3.4) exists; this will be the case if the source does not grow too rapidly in the infinite past. We also want to emphasize that, even if one only requires the first term in the approximation, it is important to know that it is the first term in a consistent approximation procedure.
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## APPENDIX: PROOF OF SOLUTION

To prove that $\phi_{n, 1 \mathrm{~lm}}$ given by Eq. (3.4) is a solution of Eq. (3.1) we will first prove by induction that
$\partial_{r}\left(2 \partial_{u}-\partial_{r}\right) P_{l} K=\partial_{r} P_{l}\left(2 \partial_{u}-\partial_{r}\right) K-l(l+1)\left(P_{l} K\right) / r^{2}$
for all $l$ where $P_{l}$ is given by Eq. (3.5) and where $K$ is any reasonably well-behaved function of $u$ and $r$. Because $\partial_{u}$ commutes with $\mathrm{P}_{1}$, this equation reduces to

$$
\begin{equation*}
\partial^{2}{ }_{r} P_{l} K=\partial_{r} P_{l} \partial_{r} K+l(l+1)\left(P_{l} K\right) / r^{2} \tag{A2}
\end{equation*}
$$

Equation (A2) is obviously satisfied when $l=0$. Let us assume now that it is satisfied for some $l$ and make the substitution

$$
\begin{equation*}
K \rightarrow\left(\partial_{r}-2(l+1) / r\right) K \tag{A3}
\end{equation*}
$$

in Eq. (A2). The result of this substitution is

$$
\begin{align*}
\partial_{r}^{2} P_{l+1} K= & \partial_{r} P_{l+1} \partial_{r} K+(l+1)(l+2)\left(P_{l+1} K\right) / r^{2} \\
& +\partial_{r} P_{l}\left(K / r^{2}\right)-\left(1 / r^{2}\right) P_{l}\left(\partial_{r}-2(l+1) / r\right) K \tag{A4}
\end{align*}
$$

Thus we see that Eq. (A1) will hold for $l=l+1$ if it holds for $l$ provided that

$$
\begin{equation*}
\partial_{r} P_{l}\left(K / r^{2}\right)=\left(1 / r^{2}\right) P_{l}\left(\partial_{r}-2(l+1) / r\right) K \tag{A5}
\end{equation*}
$$

for all $l$ and any $K$. It is any easy matter to show that this
equation holds for $l=l+1$ if it holds for $l$ by now making the substitution

$$
\begin{equation*}
K \rightarrow\left(\partial_{r}-2(l+2) / r\right) K \tag{A6}
\end{equation*}
$$

into it. Since it obviously holds when $l=0$, we can again conclude by induction that it holds for all $l$. We therefore conclude that Eq. (A1) holds for all $l$.

With the use of Eq. (A1) we can now rewrite equation (3.1) after dropping unnecessary subscripts in the form

$$
\begin{equation*}
\partial_{r} P_{l}\left(2 \partial_{u}-\partial_{r}\right) K_{l}=S_{l} . \tag{A7}
\end{equation*}
$$

If we then take

$$
\begin{equation*}
K_{l}=\int_{-\infty}^{u} k_{l}\left(u^{\prime}, y\right) d u^{\prime} \tag{A8}
\end{equation*}
$$

we see that $k_{l}$ satisfies

$$
\begin{equation*}
2 \partial_{r} P_{l} k_{l}=S_{l}, \tag{A9}
\end{equation*}
$$

which is just Eq. (3.6), thus proving that $\phi_{n, l m}$ given by Eq. (3.4) is indeed a solution of Eq. (3.1). A similar proof can be given for the case of the higher-spin equations.
${ }^{1}$ G. Leipold and M. Walker, Ann. Inst. H. Poincaré, 27 (1977).
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## 1. INTRODUCTION

In this work we determine, in a systematic and unified manner, the complete set of solutions for the class $\mathscr{D}$ of electrovac metrics with $\lambda$, i.e., solutions of Petrov type $D$ to the Einstein-Maxwell equations with cosmological constant for an algebraically general electromagnetic field aligned along the double Debever-Penrose (DP) vectors. The $\mathscr{D}$ solutions possess always a two-parameter Abelian isometry group with orbits of two kinds-null and non-null orbits.

The general structures for the non-null and null orbit $\mathscr{D}$ metrics have been established, without explicit integration, by Debever and McLenaghan. ${ }^{1}$

In our earlier paper, ${ }^{2}$ in what follows referred to as I, we have established all solutions of the null orbit $\mathscr{D}$ class, and also we have shown, in Sec. 5 of I, the canonical form of the metric for the non-null orbit family of $\mathscr{D}$ solutions together with the complete set of field equations to be satisfied by the structural functions.

Here, starting from a single canonical metric element, we determine, by integrating the field equations pointed out in Sec. 5 of I, all the non-null orbit $\mathscr{D}$ solutions and the null orbit $\mathscr{D}$ class as well. The obtained solutions contain, as it should be, all known type $D$ metrics; for instance, the sevenparameter Plebański-Demiański solution, ${ }^{3}$ by canceling out the electric and magnetic charges, one arrives at the vacuum type $D$ metrics with $\lambda$, by setting $\lambda$ to zero, one obtains the Kinnersley electrovac solutions, ${ }^{4}$ and so forth.

## 2. GENERAL METRICS. EINSTEIN-MAXWELL EQUATIONS AND THEIR SOLUTIONS

The study of the $\mathscr{D}$ class of solutions, possessing an isometry group with null or non-null orbits, we begin from the canonical metric

$$
\begin{align*}
g= & H^{-2}\left\{\frac{\Delta}{P} d x^{2}+\frac{P}{\Delta}(d \tau+p d \sigma)^{2}\right. \\
& \left.+2 d y(d \tau+m d \sigma)-\frac{Q}{\Delta}(d \tau+m d \sigma)^{2}\right\} \tag{2.1}
\end{align*}
$$

and the electromagnetic two-form

$$
\begin{align*}
\omega= & H^{-2}(\mathscr{E}+i \breve{\mathscr{B}})\{(d \tau+m d \sigma) \wedge d y \\
& +i(d \tau+p d \sigma) \wedge d x\} \tag{2.2}
\end{align*}
$$

[^24]where the structural functions $m(x), p(y), \Delta:=m-p, P(x)$, $Q(y)$, and $H(x, y)$ satisfy the canonical set of equations
\[

$$
\begin{align*}
& \Delta\left(m_{x x}-p_{y y}\right)-\left(m_{x}\right)^{2}-\left(p_{y}\right)^{2}=0,  \tag{2.3a}\\
& 4 \Delta H_{x x}=\mathscr{H}, 4 \Delta H_{y y}=-\mathscr{H}, \\
& 2 m_{x} H_{x}+2 p_{y} H_{y}=\mathscr{H}, \\
& 2 \Delta H_{x y}-m_{x} H_{y}+p_{y} H_{x}=0, \mathscr{H}:=\left(m_{x x}+p_{y y}\right) H,  \tag{2.3b}\\
& -4 \lambda \Delta=D_{x} P+D_{y} Q, \\
& D_{z} F:=H^{2} F_{z z}-6 H H_{z} F_{z}-4 F\left(H H_{z z}-3\left(H_{z}\right)^{2}\right), \tag{2.3c}
\end{align*}
$$
\]

and the electromagnetic functions $\mathscr{E}(x, y)$ and $\breve{\mathscr{B}}(x, y)$ fulfill the Maxwell equations

$$
\begin{equation*}
d \ln (\mathscr{C}+i \check{\mathscr{B}}) H^{-2} \Delta-i\left(\frac{m_{x}}{\Delta} d y+\frac{p_{y}}{\Delta} d x\right)=0 \tag{2.4}
\end{equation*}
$$

which states that $\omega$ from (2.2) is a closed two-form. The integrability condition of this last equation is just Eq. (2.3a).

If the function $Q$ is equated to zero, one obtains the nullorbit $\mathscr{D}$ metric studied in I.

For the non-null orbit $\mathscr{D}$ class is more convenient, in order to facilitate the identification of the solutions studied with previously known solutions, the symmetric form of the metric (2.1), namely

$$
\begin{align*}
g= & H^{-2}\left\{\frac{\Delta}{P} d x^{2}+\frac{P}{\Delta}(d u+p d v)^{2}\right. \\
& \left.+\frac{\Delta}{Q} d y^{2}-\frac{Q}{\Delta}(d u+m d v)^{2}\right\}, \\
\omega= & H^{-2}(\mathscr{C}+i \breve{\mathscr{B}})\{(d u+m d v) \wedge d y  \tag{2.5}\\
& +i(d u+p d v) \wedge d x\},
\end{align*}
$$

which is obtainable from (2.1) by executing the transformation

$$
\begin{equation*}
d \tau=d u-\frac{p}{Q} d y, d \sigma=d v+\frac{d y}{Q} \tag{2.6}
\end{equation*}
$$

Without any loss of generality, one can consider optionally the metric structure (2.5), with the structural functions satisfying the canonical set of Eqs. (2.3) and (2.4), as the basic canonical metric structure for the $\mathscr{D}$ class of solutions possessing a group with null or non-null orbits. From this point of view, the null-orbit solutions become limiting contractions of the solutions for the metric (2.5) when $Q$ is setting to zero, having executed previously the transformation (2.6).

TABLE I. Type $\mathscr{D}$ electrovac solutions with $\lambda$.

|  | $\begin{aligned} & g=H^{-2}\left\{\frac{\Delta}{P} d x^{2}+\frac{P}{\Delta}(d \tau+p d \sigma)^{2}+2 d y(d \tau+m d \sigma)-\frac{Q}{\Delta}(d \tau+m d \sigma)^{2}\right\}, \Delta=m-p, \\ & \omega=H^{-2}(\mathscr{C}+i \mathscr{\mathscr { B }})\{(d \tau+m d \sigma) \wedge d y+i(d \tau+p d \sigma) \wedge d x\} . \\ & T:\left\{x=x, y=y, d \tau=d u-\frac{p}{Q} d y, d \sigma=d v+\frac{d y}{Q}\right\}, \\ & g=H^{-2}\left\{\frac{\Delta}{p} d x^{2}+\frac{P}{\Delta}(d u+p d v)^{2}+\frac{\Delta}{Q} d y^{2}-\frac{Q}{\Delta}(d u+m d v)^{2}\right\} . \end{aligned}$ |  |
| :---: | :---: | :---: |
| $N$ | Static Metrics | $Z$ |
| $\overline{B-R}$ | $\begin{aligned} & S(\mu z):=1-\mu z^{2}, m=1=H, p=0, P=S\left[\left(\lambda+e^{2}+g^{2}\right) x\right], Q=S\left[\left(\lambda-e^{2}-g^{2} \mid y\right],\right. \\ & \omega=d\{(e+i g)(y d \tau+i x d \sigma)\}=: \omega(1) . \\ & Q=0, P=S(2 \lambda x), \lambda=e^{2}+g^{2} . \end{aligned}$ | 0 |
| $g R-N$ | $\begin{aligned} & \epsilon:=(-1,0,1), m=1, p=0, H=y, \omega=\omega(1), \\ & P=S(\epsilon x), Q=-\frac{\lambda}{3}+\epsilon y^{2}+2 m y^{3}+\left(\epsilon^{2}+y^{2}\right) y^{4} . \end{aligned}$ | $\operatorname{Re} \boldsymbol{Z}$ |
| $g^{*} R-N$ | $\begin{aligned} & m=1, p=0, H=x, \omega=\omega(1), Q=S(\epsilon y), \\ & p=-\frac{\lambda}{3}+\epsilon x^{2}+2 n x^{3}-\left(e^{2}+g^{2}\right) x^{4} . \\ & Q=0, P=-\frac{\lambda}{3}+2 n x^{3}-\left(e^{2}+g^{2}\right) x^{4} . \end{aligned}$ | 0 |
| $g C$ | $\begin{aligned} & m=1, p=1, H=x+y, \omega=\omega(1), \\ & p=\left(-\frac{\lambda}{6}+\gamma\right)-\epsilon x^{2}+2 m x^{3}-\left(e^{2}+g^{2}\right) x^{4}, \\ & Q=\left(-\frac{\lambda}{6}-\gamma\right)+\epsilon y^{2}+2 m y^{3}+\left(e^{2}+g^{2} \mid y^{4}\right. \end{aligned}$ | $\operatorname{Re} Z$ |
| $g \widetilde{B}(+)$ | Stationary Metrics $\begin{aligned} & m=e^{2 x}, P=0, H=e^{x} \cos y, \\ & T:\left\{x \rightarrow-\frac{1}{2} \ln x, y \rightarrow \arctan y / l, P \rightarrow(2 l x)^{-2} P, Q \rightarrow\left(l^{2}+y^{2}\right)^{-2} Q\right\}, \\ & \left.g=\delta\left(P d \sigma^{2}+\frac{d x^{2}}{P}\right)+\frac{\delta}{Q} d y^{2}-\frac{Q}{\delta} d \tau-2 l x d \sigma\right)^{2}, \delta=l^{2}+y^{2}, \\ & P=S(\epsilon x), Q=e^{2}+g^{2}-\epsilon l^{2}+l^{4}-2 m y+\left(\epsilon-2 \lambda l^{2}\right) y^{2}-\frac{\lambda}{3} y^{4}, \\ & \omega=-d\left\{(e+i g)\left(\frac{d \tau}{y+i l}-i \frac{y-i l}{y+i l} x d \sigma\right)\right\} . \end{aligned}$ | Z |
| $g \widetilde{B}(-)$ | $\begin{aligned} & m=0, p=e^{2 y}, H=e^{y} \cos x, \\ & T:\left\{x \rightarrow \arctan x / l, y \rightarrow-\frac{1}{\ln } y, P \rightarrow\left(l^{2}+x^{2}\right)^{-2} P, Q \rightarrow(2 l y)^{-2} Q\right\}, \\ & g=\frac{P}{\delta}(d \tau+2 l y d \sigma)^{2}+\frac{\delta}{p} d x^{2}+\delta\left(2 d y d \sigma-Q d \sigma^{2}\right), \delta=l^{2}+x^{2}, \\ & P=-e^{2}-g^{2}-\epsilon l^{2}+\lambda l^{4}+2 n x+\left(\epsilon-2 \lambda l^{2}\right) x^{2}-\frac{\lambda}{3} x^{4}, Q=S(\epsilon x), \\ & \omega=d\left\{(e+i g)\left(\frac{d \tau}{l+i x}+\frac{l-i x}{l+i x} y d \sigma\right)\right\} . \\ & Q=0, P=-e^{2}-g^{2}+2 n x+\lambda\left(l^{4}-2 l^{2} x^{2}-\frac{x^{4}}{3}\right) . \end{aligned}$ | 0 |
| $P-C[A]$ | $\begin{aligned} & m=x^{2}, p=-y^{2}, H=1, \omega=-\left\{\frac{e+i g}{y+i x}(d \tau+i x y d \sigma)\right\}=: \omega(2), \\ & P=b-g^{2}+2 n x-\epsilon x^{2}-\frac{\lambda}{3} x^{4}, Q=b+e^{2}-2 m y+\epsilon y^{2}-\frac{\lambda}{3} y^{4} . \end{aligned}$ | $Z$ |
| $P-D$ | $\begin{aligned} & Q=0, P=-\left(e^{2}+g^{2}\right)+2 n x . \\ & m=x^{2}, P=-y^{2}, H=1-x y, \omega=\omega(2), \\ & P(x)=\left(-\frac{\lambda}{6}-g^{2}+\gamma\right)+2 n x-\epsilon x^{2}+2 m x^{3}+\left(-\frac{\lambda}{6}-e^{2}-\gamma\right) x^{4}, \\ & Q(x)=\left(-\frac{\lambda}{6}+e^{2}+\gamma\right)+2 m y-\epsilon y^{2}+2 n y^{3}+\left(-\frac{\lambda}{6}+g^{2}-\gamma\right) y^{4} . \end{aligned}$ | Z |

To integrate the field equations [(2.3) and (2.4)] one has to proceed as follows: First, solve Eq. (2.3a) for $m$ and $p$. Second, integrate Eqs. (2.3b) for $H$. Finally, integrate Eq. (2.3c) for $P$ and $Q$. Equations (2.3a) and (2.3c) yield always to variable separable equations. The Maxwell equations (2.4) are trivially integrable by virtue of the (2.3a) equation. Basi-
cally, all solutions of Eq. (2.3a) and (2.3b) for $m, p$, and $H$ have been obtained in $I$, therefore, in the present generalization with $Q$ different from zero, it remains only to integrate the scalar curvature equation $(2.3 \mathrm{c})$ for $P$ and $Q$.

In the present generalization, the following theorem for the congruences of electromagnetic eigenvectors, say $l$ and $n$,
applies: Within the class $\mathscr{D}$ of metrics, when $m_{x}$ and $p_{y}$ do not vanish simultaneously, if the congruence $l(n)$ is nondiverging, then it is also twist-free.

Proof: For the $\mathscr{D}$ metric in the (2.5) form, the complex rotation $Z$ of $l(n)$ is given by

$$
\begin{align*}
Z(l)= & Z(n) \\
& =\left(\frac{Q}{2 \Delta}\right)^{1 / 2}\left\{H_{y}+\frac{1}{2} \frac{p_{y}}{\Delta} H+\frac{i}{2} \frac{m_{x}}{\Delta} H\right\} \\
& =:\left(\frac{Q}{2 \Delta}\right)^{1 / 2}(\rho+i \omega) . \tag{2.7}
\end{align*}
$$

[For the $\mathscr{D}$ metric given by (2.1) the complex rotations are $Z(l)=\rho+i \omega, Z(n)=(Q / 2 \Delta)(\rho+i \omega)]$. Let the divergence $\rho$ to be zero, $\rho=0$, differentiating with respect to $y$ this equation for $\rho$, and substituting $H_{y y}$ from (2.3) in the so obtained equation, one arrives at $H\left(m_{x}\right)^{2}=0$, thus the twist $\omega$ is zero. Inversely, suppose that the twist $\omega$ is zero, $\omega=0 \Rightarrow$ $m_{x}=0$, hence, from (2.3a), $p_{y y}=\Delta^{-1}\left(p_{y}\right)^{2}$. Substituting this $p_{y y}$ into the equation with first derivatives of $H$, one arrives at $p_{y} \rho=0$. Therefore, provided that $m_{x}=0 \neq p_{y}, \rho$ is equal to zero.

If $m_{x}=0=p_{y}$, there exist twist-free $\mathscr{D}$ solutions endowed with divergence $\rho=H_{y}$.

This theorem allows us to subclassify the solutions according with the (vanishing or different from zero) values of the derivatives $m_{x}$ and $p_{y}$. The determination of $P$ and $Q$ from Eq. (2.3c), as was pointed out above, is straightforward once the functions $m, p$, and $H$ are known. Omitting this evaluation, we list all type $D$ (electrovac and vacuum) solutions with cosmological constant (if present) in the table below.

In the table we give the solutions in canonical coordinates, omitting spurious parameters. When $Q$ is equal to zero, one arrives at the null orbit solutions; in the case $Q \neq 0$, one is dealing with the non-null orbit solutions. The symbols used are $\mathbf{N}$ (name symbol); BR (Bertotti-Robinson), RN (Reissner-Nordstrem), C(metric of Levi-Cività), $[A], \widetilde{B}(+)$, $\widetilde{B}(-)$ (Carter solutions), ${ }^{5}$ P (Plebański), ${ }^{6}$ and PD (Ple-bański-Demiański). ${ }^{7}$ The symbols $g$ and * stand for "generalized" and "anti." $T:\{ \}$ denote transformations; we omit linear transformations of the Killingian variables $\tau(u)$ and $\sigma(v) . Z$ denotes complex expansion.

Specializing the values of the parameters one arrives at more special subclasses of solutions. For complete references, see Ref. 8.

For the sake of completeness, the explicit expressions of the secondary curvature quantities are given in the Appendix.

## 3. CONCLUSIONS

The $\mathscr{D}$ metrics (null and non-null orbit) are exhausted by the solutions presented in the table. Specializing the values of the parameters one arrives at more particular solutions; for instance, the vacuum and charged Kinnersley solutions, the $\mathscr{D}$ 's with $\lambda$, the Kerr-Newman solution, the generalized Schwarzschild metric,... . The seven-parameter Plebański-Demiański solution is the most general of the $\mathscr{D}$ metrics.

Note added in proof: After this paper was concluded, we
learned of the work of R. Debever, N. Kamran, and R. G. McLenaghan on closely related subjects. ${ }^{9}$

## APPENDIX

The curvature quantities can be easily determined by using the null tetrad formalism. The metric $g$ and the twoform $\omega$ for the $\mathscr{D}$ class of solutions can be given as

$$
\begin{align*}
& g=2 e^{1} \otimes e^{2}+2 e^{3} \otimes e^{4} \\
& \omega=(\mathscr{C}+i \mathscr{\mathscr { B }})\left(e^{1} \wedge e^{2}+e^{3} \wedge e^{4}\right) \\
& e^{1}=\bar{e}^{2}, e^{3}=\bar{e}^{3}, e^{4}=\bar{e}^{4} \tag{A1}
\end{align*}
$$

Thus, the $e^{3}$ and $e^{4}$ null vectors are aligned along the electromagnetic eigenvectors $l$ and $n$, and consequently, along the DP directions. Hence, the only nonvanishing component of the traceless Ricci tensor $C_{a b}$ is $C_{12}=-\mathscr{C}^{2}-\mathscr{B}^{2}$, and the only different from zero complex curvature quantity $C^{(a)}$ $(a=1, \ldots, 5)$, which characterize the Weyl tensor, is $C^{(3)}$.

For the expression (2.1) the choice of $e^{a}$ is

$$
\begin{align*}
& \left.\epsilon^{1}\right\}=H^{-1}\left(\frac{P}{2 \Delta}\right)^{1 / 2}\left\{\frac{\Delta}{P} d x \pm i(d \tau+p d \sigma)\right\} \\
& \epsilon^{3}=H^{-1}(d \tau+m d \sigma)  \tag{A2}\\
& \epsilon^{4}=H^{-1}[d y-(Q / 2 \Delta)(d \tau+m d \sigma)]
\end{align*}
$$

while for the symmetric metric (2.5), the $e^{a}$ are

$$
\left.\left.\begin{array}{l}
e^{1} \\
e^{2}
\end{array}\right\}=H^{-1}\left(\frac{P}{2 \Delta}\right)^{1 / 2}\left[\frac{\Delta}{P} d x \pm i(d u+m d v)\right], ~ \begin{array}{l}
e^{3}  \tag{A3}\\
e^{4}
\end{array}\right\}=H^{-1}\left(\frac{Q}{2 \Delta}\right)^{1 / 2}\left[\frac{\Delta}{Q} d y \pm(d u+m d v)\right] .
$$

The tetrad $e^{a}$ from (A3) is related with $\epsilon^{a}$ from (A.2) by a $\sigma$-gauge, with $\sigma=\ln (Q / 2 \Delta)^{1 / 2}$, accompanied by the coordinate transformation (2.6). Under this gauge-coordinate transformation one has
$e^{1} \rightarrow \epsilon^{1}, e^{2} \rightarrow \epsilon^{2},(Q / 2 \Delta)^{-1 / 2} e^{3} \rightarrow \epsilon^{3},(Q / 2 \Delta)^{1 / 2} e^{4} \rightarrow \epsilon^{4}$,
$C^{(3)}(e) \rightarrow C^{(3)}(\epsilon), \quad C_{12}(e) \rightarrow C_{12}(\epsilon)$.
With respect to these $e^{a}$ or $\epsilon^{a}$ tetrads the curvature quantities $C^{(3)}$ and $C_{12}$ are given by

$$
\begin{align*}
6 \Delta H^{-2} C^{(3)}= & P_{x x}-3 \frac{m_{x}}{\Delta} P_{x}-2 P\left[\frac{m_{x x}}{\Delta}\right. \\
& \left.-2\left(\frac{m_{x}}{\Delta}\right)^{2}+\left(\frac{p_{y}}{\Delta}\right)^{2}\right] \\
& +Q_{y y}+3 \frac{p_{y}}{\Delta} Q_{y} \\
& +2 Q\left[\frac{p_{y y}}{\Delta}+2\left(\frac{p_{y}}{\Delta}\right)^{2}-\left(\frac{m_{x}}{\Delta}\right)^{2}\right] \\
4 \Delta H^{-2} C_{12}= & -4 \Delta H^{-2}\left(\mathscr{C}^{2}+\check{\mathscr{B}}^{2}\right) \\
= & P_{x x}-2\left(\frac{H_{x}}{H}+\frac{m_{x}}{\Delta}\right) P_{x} \\
& -\frac{2}{\Delta}\left(p_{y y}-2 m_{x} \frac{H_{x}}{H}\right) P \\
& -Q_{y y}+2\left(\frac{H_{y}}{H}-\frac{p_{y}}{\Delta}\right) Q_{y} \\
& -\frac{2}{\Delta}\left(m_{x x}-2 p_{y} \frac{H_{y}}{H}\right) Q \tag{A5}
\end{align*}
$$
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#### Abstract

We present an exhaustive integration of the type $D$ vacuum and electrovac field equations with cosmological constant admitting a nonsingular aligned Maxwell field satisfying the generalized Goldberg-Sachs theorem. We derive a single expression for the general solution from which one may obtain all particular cases known until now in partial versions. We also investigate in detail the separability properties of the Hamilton-Jacobi equation for the charged particle orbits and of the Klein-Gordon equation for a massive charged spin-zero test particle and their corresponding Killing tensors.


PACS numbers: 04.20.Jb, 02.30.Jr

## 1. INTRODUCTION

A major contribution to the theory of type $D$ vacuum and electrovac solutions with cosmological constant was made by Carter ${ }^{1-3}$ who, while searching for the solutions admitting a two-parameter abelian invertible isometry group and separable Hamilton-Jacobi and Klein-Gordon equations, determined essentially all the nonaccelerating type $D$ solutions ${ }^{4}$ in a coordinate system in which the components of the metric and Maxwell field are rational functions. Another important contribution was made about the same time by Kinnersley ${ }^{5}$ who, by choosing a null tetrad and coordinates specialized along one of the pair of repeated null directions of the Weyl tensor whose existence is guaranteed by the Goldberg-Sachs ${ }^{6}$ theorem, obtained all the vacuum solutions the most complicated of which, the C-NUT (Case III.B in his paper), a twisting generalization of the accelerating $C$-metric of Levi-Cività, is expressed in terms of Jacobi elliptic functions. All the vacuum $D$ solutions admit, as was observed by Kinnersley and later proved more directly by Hughston and Sommers, ${ }^{7}$ Weir and Kerr ${ }^{8}$ (in the expanding case), and Czapor and McLenaghan ${ }^{9}$ (referred to as CM in the sequel), at least a two-parameter abelian isometry group and, as has been shown by Matravers ${ }^{10}$ and CM, a separable Hamilton-Jacobi equation for the null geodesics. The next advance was the integration by Plebañski and Demiañski ${ }^{11}$ of the electrovac field equations with cosmological constant for a particular metric ansatz similar in form to one considered by Carter ${ }^{12}$ but incorporating a more general conformal factor derived earlier by Debever ${ }^{13}$ in his analysis of Carter's hypotheses, yielding a seven-parameter family of type $D$ solutions expressed in rational functions and interpretable as a charged version with cosmological constant of the C-NUT solution. This result was obtained independently by Weir and Kerr in the vacuum case, from their analysis of expanding algebraically special solutions admitting two commuting

[^25]Killing vectors. The explicit coordinate transformation relating the seven-parameter solution to the C-NUT solution generalized to include charge and cosmological constant has been given independently by Debever and Kamran ${ }^{14}$ based on previous work of Debever ${ }^{15}$ and by Ishikawa and Miyashita. ${ }^{16}$ The picture of the type $D$ electrovac solutions with cosmological constant is completed by a class of solutions apparently first brought to light by Debever and McLenaghan ${ }^{17,18}$ and Debever and Kamran, ${ }^{19}$ for which the orbits of the two parameter abelian isometry group are null. The existence of these solutions seems to have been overlooked in the literature because of the generally held assumption that the above mentioned isometry group is invertible. All the previously known solutions, including the null orbit solutions, are special cases of a single expression for the general solution given recently by the authors ${ }^{20}$ (in a letter denoted by DKM 2 in what follows).

The purpose of the present paper is to prove the above result, stated without proof in DKM 2, by giving an exhaustive integration ${ }^{21}$ of the type $D$ vacuum and electrovac field equations with cosmological constant for an aligned nonsingular Maxwell field (the results of which have been presented without proof in an earlier paper ${ }^{22}$ denoted by DKM 1 in the sequel), followed by the derivation, by analytic continuation from the most complicated solution obtained, of the above mentioned single expression for the general solution. The results of this integration procedure are given in Theorems 1 and 2 of Sec. 2. In passing, we give a derivation of the metric which was the starting point of Plebañski and Demiañski's calculation.

This work is guided by the following principles: (i) unification by a single treatment of all the various particular cases previously considered separately, (ii) a choice of coordinates yielding maximal algebraic simplicity in the expressions for the components of the metric and Maxwell field. The integration is modelled on and completes the work of Carter as generalized by Debever ${ }^{23}$ and has as its starting point the canonical forms for the metric and Maxwell field given in the electrovac case by Debever and McLenaghan ${ }^{24}$ (DM in the
sequel) and in the vacuum case by CM, where in the invertible case the two principal null directions are treated in a symmetrical ${ }^{25}$ fashion, and where the existence of at least a two-parameter abelian orthogonally transitive isometry group and the separability of the Hamilton-Jacobi equation are shown without explicit integration. Another feature of the work is the proof of generalized versions of Carter's Hamilton-Jacobi and Klein-Gordon separability hypotheses, Theorems 3 and 4 of Sec. 2, as consequences of the type $D$ field equations for the class of solutions considered. These results enable us to exhibit the corresponding (conformal) Killing tensors admitted by the solutions and to distinguish between the accelerating and nonaccelerating solutions.

In Sec. 2 we state the hypotheses and results of the paper and give their relation to the work of others. Sections 3, 4,5 , and 6 contain the proofs of the theorems. We perform the calculations using the Newman-Penrose ${ }^{26}$ (NP) formalism and the equivalent complex vectorial formalism of Ca hen, Debever, and Defrise. ${ }^{27}$ The relationship between these formalisms is given in Debever, McLenaghan, and Tariq ${ }^{28}$ (DMT).

## 2. HYPOTHESIS AND STATEMENT OF RESULTS

We consider solutions of Einstein's vacuum and electrovac field equations with cosmological constant, which may be written as

$$
\begin{align*}
& R_{i j}-\frac{1}{2} R g_{i j}+\lambda g_{i j}=F_{i k} F_{j}^{k}-\frac{1}{4} g_{i j} F_{k l} F^{k l},  \tag{2.1a}\\
& F_{i k ;}^{k}=0, \quad F_{[i j ; k]}=0, \tag{2.1b}
\end{align*}
$$

where we permit the cosmological constant $\lambda$ and the elec-
tromagnetic field tensor $F_{i j}$ to vanish, which satisfy the following conditions:

H1. The Weyl tensor $C_{i j k l}$ is everywhere of Petrov type $D$ which is equivalent to the existence of real null vector fields $l$ and $n$ satisfying at every point

$$
\begin{equation*}
l^{j} l^{k} C_{i j k l l} l_{m)}=n^{j} n^{k} C_{i j k \mid l} n_{m]}=0 \tag{2.2}
\end{equation*}
$$

H2. If the Maxwell field tensor $F_{i j}$ is nonzero it is nonsingular with its principal null directions aligned with the principal null directions of the Weyl tensor, that is we have

$$
\begin{equation*}
l^{i} F_{i j} l_{k \mid}=n^{i} F_{i[j} n_{k j}=0 \tag{2.3}
\end{equation*}
$$

H3. The invariants of the Weyl tensor and the trace-free Ricci tensor $S_{i j}:=R_{i j}-\frac{1}{4} R g_{i j}$ satisfy at least one of the following inequalities:

$$
\begin{align*}
& C_{i j k l} * C^{i j k l} \neq 0,  \tag{2.4a}\\
& C_{i j k l} C^{i j k l} \neq \frac{4}{3} S_{i j} S^{i j} . \tag{2.4b}
\end{align*}
$$

The last hypothesis is required to insure that the principal null congruences defined by $l$ and $n$, respectively, are both geodesic and shear-free, that is that the generalized Gold-berg-Sachs ${ }^{29,30}$ theorem holds. The exceptional case when H3 is not satisfied has been studied by Plebañski and Hacyan ${ }^{31}$ and Garcia and Plebañski. ${ }^{32}$ It is worth noting that H3 is automatically satisfied in the case of the vacuum field equations with or without cosmological constant. Following DM we shall denote the class of solutions of Eqs. (2.1) satisfying H1, H2, and H3 by $\mathfrak{D}$ and the subclass which are solutions of the vacuum equations with or without cosmological constant by $\mathfrak{D}_{0}$.

The main results of this paper are given in the following theorems.

Theorem 1: For every solution in $\mathfrak{D}$ there exists a system of local coordinates $(u, v, w, x)$ in which the metric and self-dual Maxwell field have the form ${ }^{33}$

$$
\begin{align*}
d s^{2}= & {\left[\frac{\left|\epsilon_{1} p(w)-\epsilon_{2} m(x)\right|}{T^{2}(w, x)}\right]\left\{f U(w)\left[\frac{\epsilon_{1} d u+m(x) d v}{\epsilon_{1} p(w)-\epsilon_{2} m(x)}\right]^{2}+\left(1-f^{2}\right)\left(\frac{2}{1+f^{2}}\right)\left[\frac{d w\left(\epsilon_{1} d u+m(x) d v\right)}{\epsilon_{1} p(w)-\epsilon_{2} m(x)}\right]\right.} \\
& \left.-\left(\frac{2 f}{1+f^{2}}\right)^{2}\left[\frac{d w^{2}}{f U(w)}\right]-V(x)\left[\frac{\epsilon_{2} d u+p(w) d v}{\epsilon_{1} p(w)-\epsilon_{2} m(x)}\right]^{2}-\frac{d x^{2}}{V(x)}\right\},  \tag{2.5a}\\
+ &  \tag{2.5b}\\
F= & B(w, x)\left\{d w \wedge\left[\frac{\epsilon_{1} d u+m(x) d v}{\epsilon_{1} p(w)-\epsilon_{2} m(x)}\right]-i d x \wedge\left[\frac{\epsilon_{2} d u+p(w) d v}{\epsilon_{1} p(w)-\epsilon_{2} m(x)}\right]\right\},
\end{align*}
$$

where $\epsilon_{1}, \epsilon_{2}$, and $f$ are constants satisfying $\epsilon_{1}{ }^{2}+\epsilon_{2}{ }^{2} \neq 0$, and all functions are real valued except $B$ which is complex.

The above forms follow by combining the non-null group orbit (when $f \neq 0$ ) and the null group orbit (when $f=0$ ) metrics and Maxwell fields given separately in Theorem 2 of DM (electrovac case) and CM (vacuum case). The group orbits are timelike, spacelike, or null at a given point according to whether $f U(w)$ is positive, negative, or zero, respectively. If $f \neq 0$ it may, under the assumption $U(w)>0$, be set equal to 1 or -1 corresponding to timelike or spacelike orbits, respectively, in which cases the group is manifestly invertible and hence orthogonally transitive. If $f=0$ the group is orthogonally transitive but not invertible.

A real vector potential for the Maxwell field $F$ has the following form ${ }^{34}$ :
$A=\left(\frac{\epsilon_{2} G(x)+\epsilon_{1} H(w)}{\epsilon_{1} p(w)-\epsilon_{2} m(x)}\right) d u+\left(\frac{p(w) G(x)+m(x) H(w)}{\epsilon_{1} p(w)-\epsilon_{2} m(x)}\right) d v$,
(2.5c)
where $G$ and $H$ are real valued functions of the indicated variables. It should be noted that $F:=2 d A$ is more special than the $F$ implied by Eq. $(2.5 b)$. However, it will be shown that vector potentials of the form $(2.5 \mathrm{c})$ exist for every solution in the class $\mathfrak{D}$.

Integration of the remaining Einstein field equations yields the following:

Theorem 2: The general solution $\tilde{A}^{*}$ in the class $\mathfrak{D}$ may be obtained by specifying the constants $\epsilon_{1}$ and $\epsilon_{2}$ and the functions $m, p, T, f U, V$, and $B$ appearing in (2.5) as follows:
$\epsilon_{1}=b^{2} \cos \gamma, \epsilon_{2}=\sin \gamma$,

$$
\begin{align*}
m(x)= & -\left[c^{2} x^{2}+b^{2} k^{2}+l^{2}\left(1-b^{2} \cos ^{2} \gamma\right) / \sin ^{2} \gamma\right] \\
& \times \sin \gamma-2 c l x,  \tag{2.6~b}\\
p(w)= & {\left[b^{2} c^{2} w^{2}+k^{2}\left(b^{2}-\sin ^{2} \gamma\right) / \cos ^{2} \gamma+l^{2}\right] } \\
& \times \cos \gamma+2 b^{2} c k w,  \tag{2.6c}\\
T(w, x)= & a(c w \cos \gamma+k)(c x \sin \gamma+l)+1,  \tag{2.6d}\\
f U(w)= & c^{2}\left(b^{4} g_{4}+2 a^{2} B_{0} \bar{B}_{0}\right) w^{4} \cos ^{2} \gamma+c f_{3} w^{3}  \tag{2.6e}\\
& \times \cos \gamma+f_{2} w^{2}+f_{1} w+f_{0}, \\
V(x)= & c^{2} g_{4} x^{4} \sin ^{2} \gamma+c\left[a c f_{1} \cos \gamma-2 a k f_{2}\right. \\
& \left.+3 a k^{2} f_{3}+4\left(l-a b^{4} k^{3}\right) g_{4}-8 a^{3} k^{3} B_{0} \bar{B}_{0}\right] x^{3} \sin \gamma \\
& +\left[3 a c l f_{1} \cos \gamma-(1+6 a k l) f_{2}+3 k(1+3 a k l) f_{3}\right. \\
& +6\left(l^{2}-b^{4} k^{2}(1+2 a k l)\right) g_{4}-12 a^{2} k^{2}  \tag{2.6f}\\
& \left.\times(1+2 a k l) B_{0} \bar{B}_{0}\right] x^{2}+g_{1} x+g_{0},  \tag{2.6~g}\\
B(w, x)= & B_{0}\left(\frac{b^{2}(c w \cos \gamma+k)+i(c x \sin \gamma+l)}{b^{2}(c w \cos \gamma+k)-i(c x \sin \gamma+l)}\right),
\end{align*}
$$

where $f_{0}, f_{1}, f_{2}, f_{3}, g_{0}, g_{1}, g_{4}, B_{0}, a, b, c, k, l$, and $\gamma$ are real parameters and $B_{0}$ is a complex parameter which satisfies the following relations:

$$
\begin{align*}
& a c g_{1} \sin \gamma-3 a^{2} c l^{2} f_{1} \cos \gamma \\
& \quad+2 a l(1+3 a k l) f_{2}-[1+3 a k l(2+3 a k l)] f_{3} \\
& \quad+4\left[b^{4} k-a l^{3}+3 a b^{4} k^{2} l(1+a k l)\right] g_{4} \\
& \quad+8 a^{2} k[1+3 a k l(1+a k l)] B_{0} \bar{B}_{0}=0, \tag{2.6h}
\end{align*}
$$

$$
\begin{align*}
c^{2}\left(g_{0}\right. & \left.\sin ^{2} \gamma-b^{4} f_{0} \cos ^{2} \gamma\right) \\
& +c\left[\left(2 a l^{3}+b^{4} k \backslash f_{1} \cos \gamma-l g_{1} \sin \gamma\right]\right. \\
& -\left(b^{4} k^{2}+l^{2}+4 a k l^{3}\right) f_{2} \\
& +\left(b^{4} k^{3}+3 k l^{2}+6 a k^{2} l^{3}\right) f_{3} \\
& +\left(3 l^{4}-b^{8} k^{4}-6 b^{4} k^{2} l^{2}-8 a b^{4} k^{3} l^{3}\right) g_{4} \\
& +2\left(1-6 a^{2} k^{2} l^{2}-8 a^{2} k^{3} l^{3}-a^{2} b^{4} k^{4}\right) B_{0} \bar{B}_{0}=0 \tag{2.6i}
\end{align*}
$$

and are otherwise restricted to a range such that the metric is nonsingular and of signature minus two. This requires that $V(x)>0$ which may also limit the range of the coordinate $x$. The cosmological constant $\lambda$ is given in terms of the above parameter by

$$
\begin{align*}
\lambda= & -3\left[a^{2} c^{2} f_{0} \cos ^{2} \gamma-a^{2} c k f_{1} \cos \gamma+a^{2} k^{2} f_{2}\right. \\
& \left.-a^{3} k^{3} f_{3}+\left(1+a^{2} b^{4} k^{4}\right) g_{4}+2 a^{4} k^{4} B_{0} \bar{B}_{0}\right] . \tag{2.6j}
\end{align*}
$$

We now list the main special cases of the general solution described in Theorem 2 which are obtained by giving the indicated values to the parameters $a, b, c, k, l$, and $\gamma$ in the Eqs. (2.5) and (2.6). The nonzero NP component $\Psi_{2}$ of the Weyl tensor is also given in each case. In Sec. 4, it will be shown by direct integration that these solutions exhaust the class $\mathfrak{D}$.

> Case $A^{*}: \quad b=1, c=\sqrt{2}, k=l=0$, and $\gamma=\pi / 4$, implying
> $\epsilon_{1}=\epsilon_{2}=1 / \sqrt{2}, m(x)=-\sqrt{2} x^{2}, p(w)=\sqrt{2} w^{2}, T(w, x)=a w x+1$,
> $f U(w)=\left[a^{2}\left(2 B_{0} \bar{B}_{0}-f_{0}\right)-\frac{1}{3} \lambda\right] w^{4}+a g_{1} w^{3}+f_{2} w^{2}+f_{1} w+f_{0}$,
> $V(x)=-\left(a^{2} f_{0}+\frac{1}{3} \lambda\right) x^{4}+a f_{1} x^{3}-f_{2} x^{2}+g_{1} x+f_{0}-2 B_{0} \bar{B}_{0}$,
> $B(w, x)=B_{0}(w+i x) /(w-i x), B_{0}=: b_{0}(\cos \alpha+i \sin \alpha)$
> $G(x)=b_{0} x \sin \alpha, H(w)=-b_{0} w \cos \alpha$.
> $\Psi_{2}:=\frac{1}{2} C_{i j k l} l^{i} n^{j}\left(m^{k} \bar{m}^{\prime}-l^{k} n^{\prime}\right)=\frac{1}{2}(1+a w x)^{3}(w-i x)^{-3}\left[f_{1}+i g_{1}+4 B_{0} \bar{B}_{0}(1-a w x)(w+i x)^{-1}\right]$.
> Case $B_{-}^{0}: \quad a=0, b=c=1, l=0, \gamma=\pi / 2$, implying
> $\epsilon_{1}=0, \epsilon_{2}=1, m(x)=-x^{2}-k^{2}, p(w)=2 k w, T(w, x)=1$,
> $f U(w)=f_{2} w^{2}+f_{1} w+f_{0}$,
> $V(x)=-\frac{1}{3} \lambda x^{4}-\left(f_{2}+2 k^{2} \lambda\right) x^{2}+g_{1} x+k^{2} f_{2}+k^{4} \lambda-2 B_{0} \bar{B}_{0}$,
> $B(w, x)=B_{0}(k+i x) /(k-i x), B_{0}=: b_{0}(\cos \alpha+i \sin \alpha)$
> $G(x)=b_{0}(x \sin \alpha-k \cos \alpha), H(w)=-b_{0} w \cos \alpha$.
> $\Psi_{2}=\frac{1}{6}(k-i x)^{-3}\left[-2 k\left(3 f_{2}+4 k^{2} \lambda\right)+3 i g_{1}+12 B_{0} \bar{B}_{0}(k+i x)^{-1}\right]$.

Case $B_{+}^{0}$ : $a=0, b=c=1, k=0, \gamma=0$, implying
$\epsilon_{1}=1, \epsilon_{2}=0, m(x)=-2 l x, p(w)=w^{2}+l^{2}, T(w, x)=1$,
$f U(w)=-\frac{1}{3} \lambda w^{4}-\left(g_{2}+2 l^{2} \lambda\right) w^{2}+f_{1} w+l^{2} g_{2}+l^{4} \lambda+2 B_{0} \bar{B}_{0}$,
$V(x)=g_{2} x^{2}+g_{1} x+g_{0}$,
$B(w, x)=B_{0}(w+i l) /(w-i l), B_{0}=: b_{0}(\cos \alpha+i \sin \alpha)$,
$G(x)=b_{0} x \sin \alpha, H(w)=b_{0}(l \sin \alpha-w \cos \alpha)$.
$\Psi_{2}=\frac{1}{6}(w-i l)^{-3}\left[3 f_{1}-2 i l\left(3 g_{2}+4 l^{2} \lambda\right)+12 B_{0} \bar{B}_{0}(w+i l)^{-1}\right]$.
Case $C^{*}$ : $a=1, b=0, c=\sqrt{2}, k=l=0, \gamma=\pi / 4$, implying
$\epsilon_{1}=0, \epsilon_{2}=1 / \sqrt{2}, m(x)=-\sqrt{2} x^{2}, p(w)=0, T(w, x)=w x+1$,
$f U(w)=2 B_{0} \bar{B}_{0} w^{4}+f_{3} w^{3}+f_{2} w^{2}+f_{1} w+f_{0}$,

$$
\begin{align*}
& V(x)=-\left(f_{0}+\frac{1}{3} \lambda\right) x^{4}+f_{1} x^{3}-f_{2} x^{2}+f_{3} x-2 B_{0} \bar{B}_{0}  \tag{2.10~d}\\
& B(w, x)=-B_{0}=:-b_{0}(\cos \alpha+i \sin \alpha)  \tag{2.10e}\\
& G(x)=b_{0} x \sin \alpha, H(w)=-b_{0} w \cos \alpha  \tag{2.10f}\\
& \Psi_{2}=\frac{1}{2} x^{-4}(1+w x)^{3}\left[f_{3} x+4 B_{0} \bar{B}_{0}(1-w x)\right]  \tag{2.10~g}\\
& \text { Case } C^{00}: \quad a=0, b=1, c=0, k=0, l=1, \gamma=0, \text { implying }  \tag{2.11a}\\
& \epsilon_{1}=1, \epsilon_{2}=0, p(w)=1, m(x)=0, T(w, x)=1,  \tag{2.11b}\\
& f U(w)=\left(2 B_{0} \bar{B}_{0}-\lambda\right) w^{2}+f_{1} w+f_{0}  \tag{2.11c}\\
& V(x)=-\left(2 B_{0} \bar{B}_{0}+\lambda \mid x^{2}+g_{1} x+g_{0}\right.  \tag{2.11d}\\
& B(w, x)=-B_{0}=:-b_{0}(\cos \alpha+i \sin \alpha)  \tag{2.11e}\\
& G(x)=-b_{0} x \sin \alpha, H(w)=-b_{0} w \cos \alpha  \tag{2.11f}\\
& \Psi_{2}=-\frac{1}{3} \lambda \tag{2.11~g}
\end{align*}
$$

We now describe the relation between our solution and the main classes of type $D$ solutions of Eq.(2.1) given in the literature. By setting $a=0, b=f=1$ in Eqs. (2.5) and (2.6) we obtain the following family of solutions:

$$
\begin{align*}
& \epsilon_{1}=\cos \gamma, \epsilon_{2}=\sin \gamma, T(w, x)=1,  \tag{2.12a}\\
& m(x)=-\left(c^{2} x^{2}+k^{2}+l^{2}\right) \sin \gamma-2 c l x, p(w)=\left(c^{2} w^{2}+k^{2}+l^{2}\right) \cos \gamma+2 c k w,  \tag{2.12b}\\
& U(w)=-\frac{1}{3} \lambda c^{2} w^{4} \cos ^{2} \gamma-\frac{4}{3} \lambda c k w^{3} \cos \gamma+f_{2} w^{2}+f_{1} w+f_{0}  \tag{2.12c}\\
& V(x)=-\frac{1}{3} \lambda c^{2} x^{4} \sin ^{2} \gamma-\frac{4}{3} \lambda c l x^{3} \sin \gamma-\left[f_{2}+2 \lambda\left(k^{2}+l^{2}\right)\right] x^{2}+g_{1} x+g_{0},  \tag{2.12d}\\
& B_{0} \bar{B}_{0}=\frac{1}{2}\left[c^{2}\left(f_{0} \cos ^{2} \gamma-g_{0} \sin ^{2} \gamma\right)+c\left(l g_{1} \sin \gamma-k f_{1} \cos \gamma\right)+\left(k^{2}+l^{2}\right) f_{2}+\lambda\left(k^{2}+l^{2}\right)^{2}\right] . \tag{2.12e}
\end{align*}
$$

Modulo an obvious substitution and relabeling this is Carter's ${ }^{35}[\widetilde{A}]$ class of solutions which he characterized as the most general solution of the Eqs. (2.1) for which the metric and Maxwell fields admit a two-parameter, abelian, invertible isometry group and for which the Klein-Gordon equation for a massive, charged spin-zero field is soluble by separation of variables (Conditions I, II, IIIS, and IV of his paper). Such solutions are necessarily of Petrov type D. In Theorem III to follow we shall give a converse of this result. If we set $c=\sqrt{2}, k=l=0, \gamma=\pi / 4$ in the Eqs. (2.12) or equivalently $a=0, b=f=l$ in our $A$ * solutions we obtain Carter's [ $A$ ] class which has been rediscovered by Plebañski. ${ }^{36}$ This family of solutions is the most complicated branch of the $[\bar{A}]$ solutions depending as it does on six essential arbitrary parameters and admitting only a two-parameter isometry group. It reduces to the Demiañski-New$\operatorname{man}^{37}$ solution when $\lambda=0, f_{2}>0$, $g_{1}{ }^{2}+4 f_{2}\left(f_{0}-2 B_{0} \bar{B}_{0}\right)>0$, to the charged Kerr solution of Newman et al. ${ }^{38}$ when in addition $g_{1}=0$ and to the Kerr ${ }^{39}$ solution when furthermore $B_{0}=0$. When $f=1$ in our $B_{-}^{0}$ and $B^{0}{ }_{+}$solutions we obtain Carter's $[\widetilde{B}(-)]$ and $[\widetilde{B}(+)]$ class of solutions, respectively, which include the charged version with cosmological constant of the Taub ${ }^{40}-\mathrm{NUT}^{41}$ solutions and their charged generalization due to Brill. ${ }^{42}$ These solutions depend in general on five essential arbitrary constants and possess a four-parameter isometry group. Setting $f=1$ in our $C^{00}$ solution yields Carters [ $D$ ] class of solutions, the complete class of which was first discovered by Bertotti ${ }^{43}$ and Robinson. ${ }^{44}$ These solutions depend in general on three essential arbitrary constants and admit a six-parameter isometry group. Kinnersley's ${ }^{45}$ class of vacuum type $D$ solutions may be obtained in a single coordinate system by setting $B_{0}=\lambda=0$ in the Eqs. (2.6) defining our general solution $\widetilde{A}^{*}$. Setting $a=f=1$ in our $A$ * solution yields after
the substitution $u \rightarrow \sqrt{2} u, v \rightarrow(1 / \sqrt{2}) v$ and upon setting

$$
\begin{align*}
& u=\tau, v=\sigma, w=q, x=-p  \tag{2.13a}\\
& B_{0} \bar{B}_{0}=\frac{1}{2}\left(e_{0}^{2}+g_{0}^{2}\right), \quad f_{0}=\gamma+e_{0}^{2}-\frac{1}{6} \lambda \\
& f_{1}=-2 m, \quad f_{2}=\epsilon, \quad g_{1}=-2 n \tag{2.13b}
\end{align*}
$$

and a change of signature, the seven-parameter family of solutions given by Plebañski and Demiañski ${ }^{46}$ in Eqs. (3.30) and (3.31) of their paper. These solutions generalize Carter's [ $A$ ] class of solutions to include the charged version with cosmological constant of Kinnersley's Case III.B solutions in a different coordinate system where the metric and Maxwell field functions are rational functions of the coordinates rather than elliptic functions (see also Weir and Kerr, ${ }^{47}$ Debever and Kamran, ${ }^{48}$ and Ishikawa and Miyashita ${ }^{49}$ ). The generalization is effected by allowing a more general conformal factor (see Debever ${ }^{50}$ ) which implies nonzero third degree terms in the metric functions $U$ and $V$ given by Eqs.
( 2.8 b ) and ( 2.8 c ). A charged version with cosmological constant of Levi-Cività's ${ }^{51}$ vacuum solution due to Plebañski and Demiañski, Newman and Tamburino, ${ }^{52}$ Robinson and Trautman, ${ }^{53}$ and Ehlers and Kundt ${ }^{54}$ may be obtained from our $C^{*}$ solution by setting $f=1$ in the Eqs. (2.5) and (2.10). This solution depends on six essential arbitrary parameters and admits a two-parameter isometry group. Both of the above solutions have the property which will be stated precisely in Theorems III and IV that the Hamilton-Jacobi equation for the massless particle orbits and the conformally invariant wave equation satisfied by massless spin-zero fields are solvable by separation of variables ${ }^{55,56}$ while the corresponding massive equations are not.

If $f=-1$ in the family of solutions $A^{*}, B_{+}^{0}, B_{-}^{0}, C^{*}$, and $C^{\infty 0}$ we obtain solutions with spacelike group orbits. However, these solutions are not essentially different from the ones enumerated above where $f=1$ if we allow the sign
of the function $U$ appearing therein to be negative. This sign is determined by the relevant metric parameters and the range of the coordinate $w$.

It remains to consider the solutions in $\mathfrak{D}$ corresponding to $f=0$ when the orbits of the two-parameter abelian isometry group are null. These solutions seem to have been overlooked in literature and have only recently been determined. The most complicated of these solutions which we denote by $A_{0}$ is obtained from the class $A^{*}$ by setting $a=f=0$ in the Eqs. (2.5) and (2.7) which yields on rescaling the coordinates $u$ and $v$ the following metric and Maxwell field:

$$
\begin{align*}
d s^{2}= & \left(w^{2}+x^{2}\right)\left[\frac{2 d w\left(d u-x^{2} d v\right)}{w^{2}+x^{2}}-\left(g_{1} x-2 B_{0} \bar{B}_{0}\right)\right. \\
& \left.\times\left(\frac{d u+w^{2} d v}{w^{2}+x^{2}}\right)^{2}-\frac{d x^{2}}{g_{1} x-2 B_{0} \bar{B}_{0}}\right]  \tag{2.14a}\\
\stackrel{+}{\mathrm{F}}= & B_{0}\left(\frac{w+i x}{w-i x}\right)\left[d w \wedge\left(\frac{d u-x^{2} d v}{w^{2}+x^{2}}\right)\right. \\
& \left.-i d x \wedge\left(\frac{d u+w^{2} d v}{w^{2}+x^{2}}\right)\right]  \tag{2.14b}\\
\lambda= & 0 . \tag{2.14c}
\end{align*}
$$

Up to an obvious relabeling this is the solution first brought to light by two of us. ${ }^{57}$ It depends on three essential arbitrary constants, admits only to a two-parameter abelian isometry group, and possesses separable Hamilton-Jacobi and KleinGordon equations. It reduces to a vacuum solution iff $B_{0}=0$, in which case one recovers Kinnersley's Case II.E solution with $b=m=0$. When $B_{0} \neq 0$, the above solution is a special case of a class of type $D$ solutions given by Debever ${ }^{58}$ [obtained by setting $b=0$ in his Eq. (2.12)]. It is also a special case of a family of solutions obtained by Leroy ${ }^{59}$ under different hypotheses ${ }^{60}$ [given by his Eq. (3.36) with $b=0$ ]. For further reference we denote by $A^{0}$ the solution obtained by setting $a=0$ in the $A^{*}$ solution. The $A^{\circ}$ solution contains Carter's [ $A$ ] solution and the null orbit solution $A_{0}$.

A second class of null orbit solutions is obtained from the family $B_{-}^{0}$ by setting $f=0$ in Eqs. (2.5) and (2.8) which yields after the substitution $u \rightarrow-u, v \rightarrow-v$ the following metric and Maxwell field:

$$
\begin{align*}
d s^{2}= & \left(x^{2}+k^{2}\right)[2 d w d v-V(x) \\
& \left.\times\left(\frac{d u+2 k w d v}{x^{2}+k^{2}}\right)^{2}-\frac{d x^{2}}{V(x)}\right],  \tag{2.15a}\\
+ & B_{0}\left(\frac{k+i x}{k-i x}\right)\left[d w \wedge d v+i d x \wedge\left(\frac{d u+2 k w d v}{x^{2}+k^{2}}\right)\right], \tag{2.15b}
\end{align*}
$$

where

$$
\begin{equation*}
V(x)=-\frac{1}{3} \lambda x^{4}-2 k^{2} \lambda x^{2}+g_{1} x+k^{4} \lambda-2 B_{0} \bar{B}_{0} \tag{2.15c}
\end{equation*}
$$

This solution which we denote by $B_{-, 0}^{0}$ has been given previously by us in DKM 1 and DKM 2. The solution depends, in general, on four essential arbitrary constants since the parameter $k$ if nonzero may be set equal to 1 by rescaling the coordinates. If $k=0$ one obtains a more special null orbit solution ${ }^{61}$ which we denote by $C_{-, 0}^{0}$ in DKM 1 and which depends on three essential arbitrary constants. The $B^{0}{ }_{-, o}$ solution is in fact a special case of Carter's $[\widetilde{B}(-)]$ family
obtained by setting $h=0$ in his Eqs. (13) and (14) or equivalently of our $B_{-}^{0}$ family obtained by setting $f=1, f_{2}=0$ in the Eqs. (2.5) and (2.8) which condition is equivalent to the vanishing of the Gaussian curvature of the two-dimensional metric $U(w) d v^{2}-U^{-1}(w) d w^{2}$. The explicitcoordinatetransformation which yields the $B_{-, 0}^{0}$ solution from the above $B^{\circ}$ _ solution is given in the case $f_{1} \neq 0$ by

$$
\begin{align*}
& u \rightarrow u+k v w+4 k f_{0} f_{1}^{-2} \tanh ^{-1}[(w+2 v) /(w-2 v)],  \tag{2.16a}\\
& v \rightarrow 2 f_{1}^{-1} \tanh ^{-1}[(w+2 v) /(w-2 v)], \\
& \quad w \rightarrow-\frac{1}{2} f_{1} v w-f_{0} f_{1}^{-1}, \quad x \rightarrow x, \tag{2.16b}
\end{align*}
$$

with a similar but simpler transformation holding when $f_{1}=0, f_{0} \neq 0$.

A third class of null orbit solutions may be obtained from the family $C^{00}$ by setting $f=0$ in the Eqs. (2.5) and (2.11) which gives the following metric and Maxwell field:

$$
\begin{align*}
& d s^{2}=2 d v d w-V(x) d v^{2}-(V(x))^{-1} d x^{2}  \tag{2.17a}\\
& +\quad+\quad B_{0}(d u \wedge d w+i d x \wedge d v) \tag{2.17b}
\end{align*}
$$

where

$$
\begin{align*}
& V(x)=-2 \lambda x^{2}+g_{1} x+g_{0}  \tag{2.17c}\\
& B_{0} \bar{B}_{0}=\frac{1}{2} \lambda \tag{2.17~d}
\end{align*}
$$

This solution which we denote by $C^{00}{ }_{90}$ has been given previously by the authors in DKM 1 and in a slightly different coordinate system in DKM 2. In general it depends on two essential arbitrary constants. This solution, in analogy with the property of the $B_{-, 0}^{0}$ just discussed, is a special case of Carter's [ $D$ ] family (the Bertotti-Robinson solutions) which may be obtained by setting $\Lambda=-e^{2}$ in his Eqs. (17) and (18) or equivalently a special case of our $C^{00}$ family which may be obtained by setting $f=1, \lambda=2 B_{0} \bar{B}_{0}$ in Eqs (2.5) and (2.11). The explicit coordinate transformation which yields the $C^{00}{ }_{0}$ solution from the above described $C^{00}$ solution is given in the case of $f_{1} \neq 0$ by $u \rightarrow u$ and the Eq. (2.16b) and in the case $f_{1}=0, f_{0} \neq 0$, by a similar but simpler transformation.

In Sec. 5 a proof (a sketch of which is presented in $\mathrm{DKM} 1)$ is given that $A_{0}, B_{-, 0}^{0}, C_{-, 0}^{0}$, and $C^{\infty}, 0$ are the only solutions in $\mathfrak{D}$ for which the orbits of the two-parameter abelian isometry group are everywhere null. We denote by $\tilde{A}^{0}$ the solution in $\mathscr{D}$ obtained by setting $a=0$ in the solution $\widetilde{A}^{*}$. The $\widetilde{A}^{0}$ solution contains Carter's $[\widetilde{A}]$ solutions and all the null orbit solutions.

The separability of the Hamilton-Jacobi (HJ) equation for the zero rest-mass particle orbits (null geodesics) in a canonical coordinate system for every solution in $\mathfrak{D}$ has been established in DM (electrovac case) and CM (vacuum case). The corresponding result for the HJ equation for the charged particle orbits is given in the following theorem:

Theorem 3: The Hamilton-Jacobi equation for a particle of mass $m$ and charge $e$

$$
\begin{equation*}
\frac{1}{2} g^{i j}\left(\frac{\partial S}{\partial x^{i}}-e A_{i}\right)\left(\frac{\partial S}{\partial x^{j}}-e A_{j}\right)=\frac{\partial S}{\partial \tau}=\frac{1}{2} m^{2} \tag{2.18}
\end{equation*}
$$

where $\tau$ is an affine parameter, the $g^{i j}$ are the contravariant components the metric tensor defined by Eq. (2.5a) and $A_{i}$
are the covariant components of the vector potential defined by Eq. (2.5c), is solvable by separation of variables in the canonical coordinates ( $u, v, w, x)$ of Theorem 1 if $m=0$. If $m \neq 0$, the equation is solvable by separation of variables iff the condition

$$
\begin{equation*}
\frac{\partial^{2}}{\partial w \partial x}\left[T^{-2}\left(\epsilon_{1} p-\epsilon_{2} m\right)\right]=0 \tag{2.19}
\end{equation*}
$$

is satisfied.
Proof: If $S$ of the form

$$
\begin{equation*}
S=\frac{1}{2} m^{2} \tau+\alpha u+\beta v+S_{1}(w, \alpha, \beta, \gamma, \delta)+S_{2}(x, \alpha, \beta, \gamma, \delta), \tag{2.20}
\end{equation*}
$$

where $\alpha, \beta, \gamma$, and $\delta$ are constant, is substituted into the Eq. (2.18) one obtains the following equation:

$$
\begin{align*}
& -f U(w)\left(S_{1}^{\prime}(w)\right)^{2}+2\left(1+f^{2}\right)^{-1}\left(1-f^{2}\right) \\
& \quad \times S_{1}^{\prime}(w)\left(\alpha p(w)-\epsilon_{2} \beta-e H(w)\right) \\
& \quad+4 f\left(1+f^{2}\right)^{-2}(U(w))^{-1}\left(\alpha p(w)-\epsilon_{2} \beta\right. \\
& \quad-e H(w))^{2}-V(x)\left(S_{2}^{\prime}(x)\right)^{2} \\
& - \\
& \quad(V(x))^{-1}\left(\epsilon_{1} \beta-\alpha m(x)-e G(x)\right)^{2}  \tag{2.21}\\
& \quad=m^{2}(T(w, x))^{-2}\left(\epsilon_{1} p(w)-\epsilon_{2} m(x)\right) .
\end{align*}
$$

If $m=0$, the above equation clearly separates into a pair of ordinary differential equations for the functions $S_{1}$ and $S_{2}$, respectively. If $m \neq 0$, this separation is possible iff the additional condition

$$
\begin{equation*}
(T(w, x))^{-2}\left(\epsilon_{1} p(w)-\epsilon_{2} m(x)\right)=g(w)+h(x) \tag{2.22}
\end{equation*}
$$

is satisfied for some single variable functions $g$ and $h$. This condition is clearly equivalent to the condition (2.19).

An examination of the Eqs. (2.7) to (2.11) shows that the condition (2.19) is satisfied in the cases $B_{-}^{0}, B_{+}^{0}$, and $C^{00}$, and in the case $A^{*}$ if $a=0$ and is not satisfied in the case $C^{*}$. Since these cases exhaust the class $\mathfrak{D}$ we have proved the following corollary:

Corollary: The Hamilton-Jacobi equation (2.18) for a particle of mass $m$ and charge $e$ is solvable by separation of variables in the case $m=0$ in the canonical coordinates ( $u, v, w, x$ ) of Theorem 1 for every solution in the class $\mathfrak{D}$. In the case $m \neq 0$ the equation is solvable by separation of variables only in the cases $A^{0}, B_{-}^{0}, B_{+}^{0}$, and $C^{00}$ that is in the $\widetilde{A}^{0}$ family of solutions.

This corollary shows that Carter's separability condition III is satisfied in only the subclass $A^{0}$ of the class $\mathfrak{D}$ of solutions but that it holds in the entire class $\mathscr{D}$ if it is weakened to apply to the HJ equation for the zero rest-mass (charged) particles only.

The existence of a conformal Killing tensor for every solution in $\mathfrak{D}$ arising from the separability of the HJ equation has been shown in DM (electrovac case) and CM (vacuum case). The existence of a full Killing tensor $B^{i j}$ in the subclass $\widetilde{A}^{0}$ may be established in a similar manner from the separability therein of the HJ equation for the massive charged particle orbit. Explicitly one has

$$
\begin{aligned}
& B^{i j}\left(p_{i}-e A_{i}\right)\left(p_{j}-e A_{j}\right) \\
&:=(g+h)^{-1}\left\{h \left[-f U p_{w}^{2}+2\left(1+f^{2}\right)^{-1}\right.\right. \\
& \times\left(1-f^{2}\right) p_{w}\left(p\left(p_{u}-e A_{u}\right)-\epsilon_{2}\left(p_{v}-e A_{v}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& \left.+4 f\left(1+f^{2}\right)^{-2} U^{-1}\left(p\left(p_{u}-e A_{u}\right)-\epsilon_{2}\left(p_{v}-e A_{v}\right)\right)^{2}\right] \\
& \left.+g\left[V p_{x}^{2}+V^{-1}\left(\epsilon_{1}\left(p_{v}-e A_{v}\right)-m\left(p_{u}-e A_{u}\right)\right)^{2}\right]\right\} \\
& =: K \tag{2.23a}
\end{align*}
$$

where

$$
\begin{equation*}
p_{i}=\frac{\partial S}{\partial x^{i}} \tag{2.23b}
\end{equation*}
$$

denote the components of the canonical momentum. The quantity $K$ appearing in Eq. (2.23) is precisely the separation constant that arises from Eq. (2.21) when Eq. (2.22) holds. As such it must be constant along each charged particle orbit. This property may also be established by showing the vanishing of the Poisson bracket (see Carter ${ }^{62}$ )

$$
\begin{equation*}
[K, H]=0 \tag{2.24}
\end{equation*}
$$

where

$$
\begin{align*}
H:= & \frac{1}{2} g^{i j}\left(p_{i}-e A_{i}\right)\left(p_{j}-e A_{j}\right)  \tag{2.25}\\
= & \frac{1}{2} T^{2} Z^{-1}\left[-f U p_{w}^{2}+2\left(1-f^{2}\right)\right. \\
& \times\left(1+f^{2}\right)^{-1} p_{w}\left(p p_{u}-\epsilon_{2} p_{v}-e H\right) \\
& +4 f\left(1+f^{2}\right)^{-2} U^{-1}\left(p p_{u}-\epsilon_{2} p_{v}-e H\right)^{2} \\
& \left.-V p_{x}^{2}-V^{-1}\left(\epsilon_{1} p_{v}-m p_{u}-e G\right)^{2}\right] \tag{2.26}
\end{align*}
$$

is the Hamiltonian of the charged particle orbits and Eq. (2.22) again holds. It thus follows ${ }^{63}$ that the tensor $B_{i j}$ defined by Eq. (2.23a) must satisfy the Killing tensor equation

$$
\begin{equation*}
B_{(i j ; k)}=0 \tag{2.27}
\end{equation*}
$$

and the additional condition

$$
\begin{equation*}
B_{k(i} F_{j}{ }^{k}=0 \tag{2.28}
\end{equation*}
$$

The tensor $B_{i j}$ gives an explicit form for the Killing tensor whose existence in the $\widetilde{A}^{0}$ solutions (in the case $\lambda=0$ ) has been shown by Hughston and Sommers ${ }^{64}$ from the existence of an appropriate two-index Killing spinor.

The class of solutions $\mathfrak{D}$ also possesses stronger separability properties an example of which is provided by the separability of the Klein-Gordon (KG) equation which governs the motion of a massive, charged, spin-zero test particle in an external field in the first quantized limit (for a discussion of such a theory see Carter ${ }^{65}$ ). The precise result for this case is given in the following theorem:

Theorem 4: The Klein-Gordon equation for a spin-zero field of mass $m$ and charge $e$ given by

$$
\begin{align*}
\mathbf{H} \psi:= & \left(g^{-1 / 2} \frac{\partial}{\partial x^{j}} g^{1 / 2}-i e A_{j}\right) g^{j k}\left(\frac{\partial}{\partial x^{k}}-i e A_{k}\right) \psi \\
& +\left(\frac{1}{6} R+m^{2}\right) \psi=0 \tag{2.29}
\end{align*}
$$

where $g^{i j}$ are the contravariant components of the metric tensor defined by Eq. (2.5a), where $A_{i}$ are the covariant components of the vector potential defined by Eq. (2.5c), where

$$
\begin{equation*}
g=\left|\operatorname{det}\left(g_{i j}\right)\right| \tag{2.30}
\end{equation*}
$$

and where $R$ denotes the curvature scalar, admits in the case $m=0$ an $R$-separable solution ${ }^{66}$ of the form

$$
\begin{equation*}
\psi(u, v, w, x)=e^{i(\alpha u+\beta v)} \psi_{1}(w) \psi_{2}(x) T(w, x), \tag{2.31}
\end{equation*}
$$

where $(u, v, w, x)$ are the canonical coordinates of Theorem 1 ,
provided that the Weyl tensor of the metric (2.5a) is of Petrov type $D$ or equivalently that the metric functions $p$ and $m$ satisfy

$$
\begin{align*}
& \left(\epsilon_{1} p(w)-\epsilon_{2} m(x)\right) p^{\prime \prime}(w)-\epsilon_{1} \epsilon_{2}\left(p^{\prime}(w)\right)^{2} \\
& \quad=\left(\epsilon_{1} p(w)-\epsilon_{2} m(x)\right) m^{\prime \prime}(x)-\epsilon_{1} \epsilon_{2}\left(m^{\prime}(x)\right)^{2} \tag{2.32}
\end{align*}
$$

If $m \neq 0$, the Eq. (2.29) admits an $R$-separable solution of the form of Eq. (2.31) iff the condition (2.19) is satisfied.

Proof: A proof of this theorem will be given in Sec. 6.
A comparison of Theorem 3 and Theorem 4 reveals that KG separability is more restrictive than HJ separability since the metric functions $p$ and $m$ are restricted by the type $D$ condition (2.32) in the former case but not in the latter. By hypothesis all solutions in $\mathfrak{D}$ are of Petrov type $D$ thus satisfying the condition (2.32). Furthermore an examination of the Eqs. (2.7) to (2.11) shows that the condition (2.19) is satisfied in the cases $A^{0}, B_{-}^{0}, B_{+}^{0}$, and $C^{00}$ but is not satisfied in the case $A^{*}$ with $a \neq 0$ nor in the case $C^{*}$. Since these cases exhaust the class $\mathfrak{D}$ we have proved the following corollary to Theorem 3:

Corollary: The Klein-Gordon equation (2.29) for a particle of mass $m$ and charge $e$ admits an $R$-separable solution of the form (2.31) in the canonical coordinates of Theorem 2 in the case $m=0$ for every solution in the class $\mathfrak{D}$. In the case $m \neq 0$ the equation admits an $R$-separable solution only for the cases $A^{0}, B^{0}, B_{+}^{0}$, and $C^{\infty 0}$ that is in the $\widetilde{A}^{0}$ family of solutions.

The above corollary shows that, in analogy with Carter's separability condition III, his Schrödinger separability condition IIIS is satisfied only in the subclass $\widetilde{A}^{0}$ of $\mathfrak{D}$ but that it holds in the entire class $\mathfrak{D}$ if it is weakened to apply to the KG equation (2.29) in the case $m=0$ when the equation is conformally invariant. Some care is required to reach the above conclusion since Carter's Klein-Gordon equation [Eq. (39) in his paper] differs from our Eq. (2.29) by the omission of the term $\frac{1}{6} R \psi$. However, this is immaterial since $R$ is constant for the $\mathfrak{D}$ solutions implying that the two equations are identical modulo a redefinition of the mass of Eq. (2.29). However, if one wishes to work in the more general context of the canonical forms of Theorem 1 without imposing the type $D$ condition or the remaining electrovac field equations one finds a different separability result for Carter's form of the KG equation than that given in Theorem 4: namely, the KG Eq. (2.29) where the term $\frac{1}{6} R \psi$ has been omitted admits a separable solution of the form

$$
\begin{equation*}
\psi(u, v, w, x)=e^{i(\alpha u+\beta v)} \psi_{1}(w) \psi_{2}(w) \tag{2.33}
\end{equation*}
$$

in the case $m \neq 0$ provided that the condition

$$
\begin{equation*}
T(w, x)=\mathrm{const} \tag{2.34}
\end{equation*}
$$

is satisfied. We note that the imposition of the type $D$ condition (2.32) is not required to obtain this result. Thus we have shown that Carter's separability condition IIIS holds for the canonical metric and vector potential of Theorem 1 when the condition (2.34) is satisfied. However, if the metric function $T$ is not constant the equation does not in general admit an $R$-separable solution of the form (2.31) even in the case $m=0$. This is the reason one is lead to consider the conformally invariant equation (2.29).

In analogy with the case of the HJ equation the separa-
bility of the KG equation in $\mathfrak{D}$ gives rise to a symmetry operator $K$ of the form

$$
\begin{equation*}
\mathbf{K}:=\left(\nabla_{j}-i e A_{j}\right) \hat{B}^{j k}\left(\nabla_{k}-i e A_{k}\right) \tag{2.35}
\end{equation*}
$$

where $\nabla_{j}$ denotes the covariant derivative, which commutes with the KG operator $\mathbf{H}$ in the case $m \neq 0$ and which $R$ -
commutes with this operator when $m=0$, that is, it satisfies

$$
\begin{equation*}
[\mathbf{K}, \mathbf{H}]=r \mathbf{H} \tag{2.36}
\end{equation*}
$$

where the bracket denotes the usual operator commutator and $r$ is some function. The operator $\mathbf{K}$ has the property that the $R$-separable solution (2.31) is an eigenfunction of K corresponding to the separation constant as eigenvalue. The symmetric tensor $\widehat{B}_{i j}$ implied by the existence of $\mathbf{K}$ satisfies the Killing tensor Eq. (2.27) in the case $m \neq 0$ and is identical with the Killing tensor defined by Eq. (2.23). In the case $m=0$, the tensor $\widehat{B}_{i j}$ satisfies the conformal Killing tensor equation

$$
\begin{equation*}
\widehat{B}_{(i j, k)}=\frac{1}{3} g_{(i j} \widehat{B}_{k \mid ;}^{l}, \tag{2.37}
\end{equation*}
$$

and is identical with the conformal Killing-tensor defined by Eq. (2.23) which exists in this case. Details of the above results will be given elsewhere.

## 3. PROOF OF THEOREM 1

It is shown in DM (electrovac case) and CM (vacuum case) that the hypotheses $H_{1}$ to $H_{3}$ and the field equations (2.1) imply the existence of a canonical null tetrad ( $l, n, m, \bar{m}$ ) such that $l$ and $n$ are principal null vectors of the Weyl tensor $C_{i j k l}$ and the Maxwell field $F_{i j}$ and such that the corresponding NP spin coefficients satisfy the conditions

$$
\begin{align*}
& \kappa=\sigma=v=\lambda=0  \tag{3.1a}\\
& I_{1}:=\pi \bar{\pi}-\tau \bar{\tau}=0  \tag{3.1b}\\
& I_{2}:=\bar{\mu} \rho-\mu \bar{\rho}=0 \tag{3.1c}
\end{align*}
$$

with $\Psi_{2}=: \Psi, \Phi_{11}=: \Phi$, and $\Lambda=R / 24=\frac{1}{6} \lambda$ being the only nonzero curvature components. On account of the conditions (3.1b) and (3.1c), the transformation

$$
\begin{equation*}
l^{\prime}=e^{a} l, \quad n^{\prime}=e^{-a} n, \quad m^{\prime}=e^{i b} m \tag{3.2}
\end{equation*}
$$

which preserves the directions of $l$ and $n$ may be used to set

$$
\begin{align*}
\pi & =\tau  \tag{3.3a}\\
\mu & =f \rho \tag{3.3b}
\end{align*}
$$

where $f$ is a constant which may be zero. We note that if $f \neq 0$ we may use the transformation (3.2) to set $f=-e$, where $e^{2}=1$; this is the choice that was made in DM and CM where in addition one has $\pi=-e \tau$ instead of Eq. (3.3a).
However, as will be shown, we are able by leaving $f$ arbitrary to treat simultaneously the non-null group orbit $(f \neq 0)$ and the null group orbit ( $f=0$ ) cases.

When Eqs. (3.3) are taken into account in the NP curvature equations [DM Eqs. (4.21) and CM Eqs. (3.22) to (3.41)] we obtain in a manner similar to that employed in DM and CM for the Cases, I, IIa, IIb, and III defined therein the following additional relations between the spin coefficients

$$
\begin{align*}
& \gamma=f \epsilon  \tag{3.4a}\\
& \beta=\alpha  \tag{3.4b}\\
& \tau+\bar{\tau}=2(\alpha+\bar{\alpha}) \tag{3.4c}
\end{align*}
$$

$$
\begin{equation*}
\rho-\bar{\rho}=2(\epsilon-\bar{\epsilon}) \tag{3.4d}
\end{equation*}
$$

and the following derivative conditions

$$
\begin{align*}
& \mathscr{D} \rho=\mathscr{D} \tau=\mathscr{D} \epsilon=\mathscr{D} \alpha=0  \tag{3.4e}\\
& \mathscr{L} \rho=\mathscr{L} \tau=\mathscr{L} \epsilon=\mathscr{L} \alpha=0 \tag{3.4f}
\end{align*}
$$

where

$$
\begin{equation*}
\mathscr{D}:=f D+\Delta, \quad \mathscr{L}:=\delta+\bar{\delta}, \tag{3.4~g}
\end{equation*}
$$

where $D, \Delta, \delta$, and $\bar{\delta}$ denote the NP operators.
A quantity which will be useful in the sequel is the complex 1 -form $\theta$ defined by

$$
\begin{equation*}
\left.\theta:=-2 \rho \theta^{1}-\mu \theta^{2}+\tau \theta^{3}-\pi \theta^{4}\right) \tag{3.5}
\end{equation*}
$$

where the $\theta^{a}$ denote a null tetrad of 1 -forms defined by

$$
\begin{equation*}
\theta^{1}:=n_{i} d x^{i}, \quad \theta^{2}:=l_{i} d x^{i}, \quad \theta^{3}:=-\bar{m}_{i} d x^{i}=: \bar{\theta}^{4} \tag{3.6}
\end{equation*}
$$

The metric and, in view of $H 2$, the self-dual Maxwell field of the solutions may be expressed in terms of these 1 -forms as

$$
\begin{align*}
& d s^{2}=2 \theta^{1} \theta^{2}-2 \theta^{3} \theta^{4}  \tag{3.7}\\
& \stackrel{+}{F}=B Z^{2} \tag{3.8}
\end{align*}
$$

where $B$ is a complex valued function and where

$$
\begin{equation*}
Z^{2}=\theta^{1} \wedge \theta^{2}-\theta^{3} \wedge \theta^{4} \tag{3.9}
\end{equation*}
$$

Under the conformal transformation of the basis 1 -forms

$$
\begin{equation*}
\tilde{\theta}^{a}=e^{\psi} \theta^{a},(a=1,2,3,4) \tag{3.10}
\end{equation*}
$$

the 1 -form $\theta$ transforms as

$$
\begin{equation*}
\tilde{\theta}=\theta+2 d \psi . \tag{3.11}
\end{equation*}
$$

It follows by choosing the conformal factor to satisfy

$$
\begin{equation*}
d \psi=-\frac{1}{4}(\theta+\bar{\theta}) \tag{3.12}
\end{equation*}
$$

that

$$
\begin{equation*}
\tilde{\theta}+\overline{\tilde{\theta}}=0 . \tag{3.13}
\end{equation*}
$$

The choice (3.12) is always possible on account of the integrability condition for the vacuum Bianchi identities ${ }^{67}$ or for Maxwell's equations ${ }^{68}$ (2.1) which may be expressed as

$$
\begin{equation*}
d \theta=0 . \tag{3.14}
\end{equation*}
$$

By virtue of Eqs. (3.3) and (3.5), the Eq. (3.13) implies

$$
\begin{equation*}
\overline{\tilde{\rho}}=-\tilde{\rho}, \quad \overline{\tilde{\tau}}=\tilde{\tau} \tag{3.15}
\end{equation*}
$$

In an analogous manner to that employed in DM it may be shown that the conformal transformation (3.10), where $\psi$ is a solution of Eq. (3.12) preserves the relations (3.1), (3.3), and (3.4) satisfied by the spin coefficients and that in addition the transformed curvature components satisfy

$$
\begin{align*}
& \widetilde{\Psi}_{0}=\widetilde{\Psi}_{1}=\widetilde{\Psi}_{3}=\widetilde{\Psi}_{4}=0  \tag{3.16a}\\
& \widetilde{\Phi}_{22}=f^{2} \widetilde{\Phi}_{00}, \quad \widetilde{\Phi}_{20}=\widetilde{\Phi}_{02}, \quad \widetilde{\Phi}_{12}=f \widetilde{\Phi}_{10} \tag{3.16b}
\end{align*}
$$

In view of the relations (3.1a), (3.3), (3.4), and (3.15) Cartan's first structure equations have the form

$$
\begin{align*}
& d \tilde{\theta}^{1}=f\left[(2 \tilde{\epsilon}-\tilde{\rho}) \tilde{\theta}^{1} \wedge \tilde{\theta}^{2}-2 \tilde{\rho} \tilde{\theta}^{3} \wedge \tilde{\theta}^{4}\right]  \tag{3.17a}\\
& d \tilde{\theta}^{2}=(2 \tilde{\epsilon}-\tilde{\rho}) \tilde{\theta}^{1} \wedge \tilde{\theta}^{2}-2 \tilde{\rho} \tilde{\theta}^{3} \wedge \tilde{\theta}^{4}  \tag{3.17b}\\
& d \tilde{\theta}^{3}=-2 \tilde{\tau} \tilde{\theta}^{1} \wedge \tilde{\theta}^{2}+(2 \widetilde{\alpha}-\tilde{\tau}) \tilde{\theta}^{3} \wedge \tilde{\theta}^{4}=d \tilde{\theta}^{4} \tag{3.17c}
\end{align*}
$$

It follows from the Frobenius integration theorem that there exists a local coordinate system $(u, v, w, x)$ such that

$$
\begin{align*}
& \tilde{\theta}^{1}=\left(\sqrt{2} /\left(1+f^{2}\right)\right)[f(L d u+M d v)+R d w]  \tag{3.18a}\\
& \tilde{\theta}^{2}=\left(\sqrt{2} /\left(1+f^{2}\right)\right)[L d u+M d v-f R d w]  \tag{3.18b}\\
& \tilde{\theta}^{3}=(1 / \sqrt{2})[N d u+P d v+i T d x] \tag{3.18c}
\end{align*}
$$

where $L, M, N, P, R$, and $T$ are real-valued functions of the four coordinates. If one replaces the differential forms in Eqs. (3.17) by their values given by Eqs. (3.18) and equates the corresponding coefficients of the differentials one obtains expressions for the spin coefficients in terms of the tetrad functions and a set of restrictions on these functions. If one then performs an appropriate transformation of the coordinates $u$ and $v$ which preserves the form of the tetrad (3.18) and which is permitted by virtue of the Eqs.(3.1), (3.3), (3.4), and (3.16) following a procedure which is described in Sec. 9 of DMT (non-null orbit case) and Sec. 7 of DM (null orbit case), one finds that all the functions appearing in the transformed tetrad of the form (3.18) are independent of $u$ and $v$.

In addition it follows that

$$
\begin{align*}
& R_{x}=T_{w}=0 \quad\left(R_{x}=\frac{\partial R}{\partial x}, \text { etc. }\right)  \tag{3.19a}\\
& (L Z)_{w}=(M Z)_{w}=(N Z)_{x}=(P Z)_{x}=0 \tag{3.19b}
\end{align*}
$$

where

$$
\begin{equation*}
Z:=(L P-M N)^{-1} \tag{3.19c}
\end{equation*}
$$

and that the function $\psi$ appearing in the conformal transformation (3.10) satisfies

$$
\begin{equation*}
\psi_{u}=\psi_{v}=0 \tag{3.20}
\end{equation*}
$$

It now follows from Eqs. (3.7), (3.8), (3.10), and (3.18) that general forms of the metric and self-dual Maxwell field for the $\mathfrak{D}$ solutions are

$$
\begin{align*}
d s^{2}= & e^{2 w}\left[4 f\left(1+f^{2}\right)^{-2}(L d u+M d v)^{2}\right. \\
& +4\left(1-f^{2}\right)\left(1+f^{2}\right)^{-2} R d w(L d u+M d v) \\
& \left.-4 f\left(1+f^{2}\right)^{-2} R^{2} d w^{2}-(N d u+P d v)^{2}-T^{2} d x^{2}\right] \tag{3.21a}
\end{align*}
$$

$$
\begin{align*}
\stackrel{+}{F}= & B\left[2\left(1+f^{2}\right)^{-1} R d w \wedge(L d u+M d v)\right. \\
& -i \Gamma d x \wedge(N d u+P d v)] \tag{3.21b}
\end{align*}
$$

where the substitutions $\psi \rightarrow-\psi$ and $B \rightarrow e^{2 \psi} B$ have been made. We note that the expressions (3.21a) for $d s^{2}$ and (3.21b) for $\stackrel{+}{F}$ reduce respectively to DM Eq. (2.12) [or CM Eq. (2.10) in the vacuum case] and DM Eq. (2.6b) when $f=-e$, where $e^{2}=1$, and DM Eq. ( 2.6 c ) is taken into account modulo the substitution $w \rightarrow-w$, and reduces to DM Eq. (2.13) [or CM Eq. (2.11) in the vacuum case] and DM Eq. (2.7b) when $f=0$ upon the substitution $w \rightarrow w / 2$. Thus we have shown that the null and non-null canonical forms for the metric and Maxwell field of the $\mathfrak{D}$ solutions presented separately in DM (electrovac case) and CM (vacuum case) are special cases, respectively, of the single canonical form (3.21a) for the metric and (3.21b) for the Maxwell field.

We now proceed with our derivation of the canonical forms (2.5) by the integration of the Eqs. (3.19b) which yields

$$
\begin{equation*}
L=l / Z, \quad M=m / Z, \quad N=n / Z, \quad P=p / Z \tag{3.22}
\end{equation*}
$$

where $l$ and $m$ are functions independent of $w$, and $n$ and $p$
are functions indepedent of $x$. It follows from the Eqs. (3.19b) and (3.19c) that

$$
\begin{equation*}
Z=l p-m n \tag{3.23}
\end{equation*}
$$

The tetrad (3.18) may thus be reexpressed as

$$
\begin{equation*}
\tilde{\theta}^{1}=\left(\sqrt{2} /\left(1+f^{2}\right)\right)\left[f(R Z)^{-1}(l d u+m d v)+R d w\right] \tag{3.24a}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\theta}^{2}=\left(\sqrt{2} /\left(1+f^{2}\right)\right)\left[(R Z)^{-1}(l d u+m d v)-f R d w\right] \tag{3.24b}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\theta}^{3}=(1 / \sqrt{2})\left[(T Z)^{-1}(n d u+p d v)+i T d x\right] \tag{3.24c}
\end{equation*}
$$

where the substitutions $l \rightarrow l T, m \rightarrow m T, n \rightarrow n R, p \rightarrow p R$, have been made. It follows from the Eqs. (3.19) that the spin coefficients corresponding to the tetrad (3.24) have the form

$$
\begin{align*}
& \tilde{\rho}=(i / \sqrt{2})\left(1+f^{2}\right)^{-1}(R Z)^{-1} W_{2},  \tag{3.25a}\\
& \tilde{\tau}=(1 / 4 \sqrt{2})\left(1+f^{2}\right)(T Z)^{-1} W_{1},  \tag{3.25b}\\
\tilde{\epsilon}= & (1 / 2 \sqrt{2}) R^{-1} \\
& \times\left\{Z^{-1}\left[m n^{\prime}-l p^{\prime}+i\left(1+f^{2}\right) W_{2}\right]-R^{-1} R^{\prime}\right\},  \tag{3.25c}\\
\widetilde{\alpha}= & (1 / 2 \sqrt{2}) T^{-1} \\
& \times\left\{Z^{-1}\left[\frac{1}{4}\left(1+f^{2}\right) W_{1}+i\left(p l^{\prime}-m n^{\prime}\right)\right]+i T^{-1} T^{\prime}\right\}, \tag{3.25d}
\end{align*}
$$

where $W_{1}$ and $W_{2}$ are Wronskian determinants defined by

$$
\begin{align*}
& W_{1}:=n p^{\prime}-p n^{\prime}  \tag{3.25e}\\
& W_{2}:=l m^{\prime}-m l^{\prime} \tag{3.25f}
\end{align*}
$$

In a similar manner to that used to obtain the tetrad (3.24) we find that the metric (3.21a) and self-dual Maxwell field (3.21b) may be expressed as

$$
\begin{align*}
d s^{2}= & e^{2 \psi}\left\{4 ( 1 + f ^ { 2 } ) ^ { - 2 } \left[f(R Z)^{-2}(l d u+m d v)^{2}\right.\right. \\
& \left.+\left(1-f^{2}\right) Z^{-1} d w(l d u+m d v)-f R^{2} d w^{2}\right] \\
& \left.-(T Z)^{-2}(n d u+p d v)^{2}-T^{2} d x^{2}\right\} \\
+= & B Z^{-1}\left[2\left(1+f^{2}\right)^{-1} d w \wedge(l d u+m d v)\right. \\
& -i d x \wedge(n d u+p d v)] \tag{3.26b}
\end{align*}
$$

The metric ( 3.26 a ) is identical with the corresponding expression given in Eq. (1.8) of DKM 1 after the substitutions $e^{\psi} \rightarrow S, R \rightarrow 1 / W, T \rightarrow 1 / X, l \rightarrow g l, m \rightarrow g m, n \rightarrow n / g, p \rightarrow p / g$, $u \rightarrow g u, v \rightarrow g v$ have been made where

$$
\begin{equation*}
g:=\left(\left(1+f^{2}\right) / 2\right)^{1 / 2} \tag{3.27}
\end{equation*}
$$

The fact remarked at the beginning of this section that one may set $f=-e$ (where $e^{2}=1$ ) by the transformation (3.2) when $f \neq 0$ is reflected in the canonical forms (3.26) by the fact that the coordinate transformation

$$
\begin{align*}
& u \rightarrow|f|^{-1 / 4} g u-\frac{1}{2} f^{-1}|f|^{1 / 2}\left(1-f^{2}\right) \int p R^{2} d w \\
& v \rightarrow|f|^{-1 / 4} g v+\frac{1}{2} f^{-1}|f|^{1 / 2}\left(1-f^{2}\right) \int n R^{2} d w  \tag{3.28b}\\
& w \rightarrow|f|^{1 / 2} w, \quad x \rightarrow x \tag{3.28c}
\end{align*}
$$

has the effect of transforming (3.26a) and (3.26b) into expressions of the same form, when the functions $l, m, n$, and $p$ are suitably rescaled, with $f=-e$. The same result applies $m u$ -
tatis mutandis to the tetrad (3.24) provided an appropriate tetrad rotation is made. The latter result is that of Theorem 1 of DKM 1.

It remains to be shown that in the expressions (3.26) for the metric and Maxwell field or equivalently in the tetrad (3.24) it is always possible to choose $l$ and $n$ to be constant functions by means of form preserving coordinate transformations. In order to achieve this it is necessary to consider the following possibilities:

Case $A: \tilde{\rho} \tilde{\tau} \neq 0$. Because of the Eqs. (3.15) this inequality is equivalent to

$$
\begin{equation*}
(\rho-\bar{\rho})(\tau+\bar{\tau}) \neq 0 \tag{3.29}
\end{equation*}
$$

a form which is invariant under the conformal transformation (3.10) defined by (3.12) which induces the transformations

$$
\begin{equation*}
\tilde{\rho}=e^{-\psi}(\rho-D \psi), \quad \tilde{\tau}=e^{-\psi}(\tau-\delta \psi) \tag{3.30}
\end{equation*}
$$

It follows from the Eqs. (3.25) that the defining condition for Case $A$ is equivalent to the inequality
$\left(l m^{\prime}-m l^{\prime}\right)\left(n p^{\prime}-p n^{\prime}\right) \neq 0$, on some open set which implies the inequality $l m n p \neq 0$. The last inequality permits us modulo a form preserving coordinate transformation and a redefinition of the functions $m, p, R$, and $T$ to rewrite the tetrad (3.24) as follows:

$$
\begin{align*}
& \tilde{\theta}^{1}=\left(\sqrt{2} /\left(1+f^{2}\right)\right)\left[f(R Z)^{-1}\left(e_{1} d u+m d v\right)+R d w\right] \\
& \tilde{\theta}^{2}=\left(\sqrt{2}\left(1+f^{2}\right)\right)\left[(R Z)^{-1}\left(e_{1} d u+m d v\right)-f R d w\right] \\
& \tilde{\theta}^{3}=(1 / \sqrt{2})\left[(T Z)^{-1}\left(e_{2} d u+p d v\right)+i T d x\right],
\end{align*}
$$

where $e_{1}$ and $e_{2}$ are constants satisfying $e_{1} e_{2} \neq 0$ and where

$$
\begin{equation*}
Z=e_{1} p-e_{2} m \tag{3.31d}
\end{equation*}
$$

We note that our Case $A$ metric canonical form reduces to Carter's ${ }^{69}$ [a] canonical form when $f=1$ and the conformal factor is suitably restricted.

Case $B_{-}: \tilde{\rho}=0, \tilde{\tau} \neq 0$. By the Eqs. (3.15) these conditions are equivalent to

$$
\begin{equation*}
\rho-\bar{\rho}=0, \quad \tau+\bar{\tau} \neq 0 \tag{3.32}
\end{equation*}
$$

which by the Eqs. (3.30) are invariant under the conformal transformation defined by (3.12). Because of the Eqs. (3.25) the conditions (3.32) can be written as

$$
\begin{align*}
& l m^{\prime}-m l^{\prime}=0  \tag{3.33a}\\
& n p^{\prime}-p n^{\prime} \neq 0 \tag{3.33b}
\end{align*}
$$

the last of which implies $n p \neq 0$. Since $Z \neq 0$, not both $l$ and $m$ may vanish. Assuming $m \neq 0 \mathrm{Eq}$. (3.33a) implies $l=c m$, where $c$ is constant. When we substitute for $l$ in (3.24) we obtain, after a suitable coordinate transformation and redefinitions, the tetrad (3.31) with $e_{1}=0$. In the case $l \neq 0$, Eq. (3.33a) implies $m=\hat{c} l$, where $\hat{c}$ is some constant. An argument identical to that given above again yields a tetrad of the form (3.31) with $e_{1}=0$.

We thus conclude that in the Case $B_{-}$there exists a coordinate system in which the tetrad has the form (3.31) with $e_{1}=0$.

Case $B_{+}: \tilde{\tau}=0, \tilde{\rho} \neq 0$. These conditions are equivalent to

$$
\begin{equation*}
\tau+\bar{\tau}=0, \rho-\bar{\rho} \neq 0 \tag{3.34}
\end{equation*}
$$

because of the Eqs. (3.15) and as such are invariant under the conformal transformation (3.10) where $\psi$ satisfies (3.12). By an argument similar to that employed in the Case $B_{-}$we are able to conclude that in the Case $B_{+}$there exists a coordinate system in which the tetrad has the form (3.37) with $e_{2}=0$. We note that the metric canonical forms in our Case $B_{-}$and $B_{+}$reduce to Carter's $[b(\epsilon)]$ canonical forms when $f=1$ and the conformal factor is suitably restricted.

Case $C: \tilde{\rho}=\tilde{\tau}=0$. Because of the Eqs. (3.15) these conditions may also be written as

$$
\begin{equation*}
\rho-\bar{\rho}=0, \quad \tau+\bar{\tau}=0 \tag{3.35}
\end{equation*}
$$

in which form they are invariant under the conformal transformation defined by Eq. (3.12). In view of the expressions (3.25) for the spin coefficients the above conditions have the form

$$
\begin{align*}
& l m^{\prime}-m l^{\prime}=0  \tag{3.36a}\\
& n p^{\prime}-p n^{\prime}=0 \tag{3.36b}
\end{align*}
$$

The inequality ( 3.41 ) implies $l p \neq 0$ or $m n \neq 0$. We need only consider the first possibility since consideration of the second leads to an equivalent result. The Eqs. (3.36) thus imply that $m=c_{1} l, n=c_{2} p$, where $c_{1}$ and $c_{2}$ are constants satisfying the inequality $1-c_{1} c_{2} \neq 0$. When the above values of $m$ and $n$ are substituted in the tetrad (3.24) and a suitable coordinate transformation is made we obtain the tetrad (3.31), where $e_{2}=0, m=0$, and $p(w)=1$. It should be noted in this case that other choices of coordinates are possible, some of which will be used in the sequel.

The above results for the Cases $A, B_{-}, B_{+}$, and $C$ are combined in the following statement: for every solution in $\mathfrak{D}$ there exists a local coordinate system in which the canonical null tetrad for the class has up to a conformal transformation the form (3.31).

An alternate form of the tetrad required for the proof of

Theorem 1 and useful in the sequel may be obtained by the transformations $u \rightarrow g u, v \rightarrow g v, m \rightarrow g m, p \rightarrow p / g, R \rightarrow 1 / U^{1 / 2}$, $T \rightarrow 1 / V^{1 / 2}$, where $g$ is defined by (3.27), yielding

$$
\begin{equation*}
\tilde{\theta}^{1}=(1 / \sqrt{2})\left[f U^{1 / 2} Z^{-1}\left(\epsilon_{1} d u+m d v\right)+g^{-2} U^{-1 / 2} d w\right] \tag{3.37a}
\end{equation*}
$$

$\tilde{\theta}^{2}=(1 / \sqrt{2})\left[U^{1 / 2} Z^{-1}\left(\epsilon_{1} d u+m d v\right)-f g^{-2} U^{-1 / 2} d w\right]$,
$\tilde{\theta}^{3}=(1 / \sqrt{2})\left[V^{1 / 2} Z^{-1}\left(\epsilon_{2} d u+p d v\right)+i V^{-1 / 2} d x\right],(3.37 \mathrm{c})$ where

$$
\begin{equation*}
\epsilon_{1}:=g^{-1} e_{1}, \quad \epsilon_{2}:=g e_{2}, \quad Z:=\epsilon_{1} p-\epsilon_{2} m \tag{3.37~d}
\end{equation*}
$$

A canonical tetrad for the class $\mathfrak{D}$ is obtained from the above tetrad by the conformal transformation

$$
\begin{equation*}
\theta^{a}=e^{-\psi \tilde{\theta}^{a}} \quad(a=1,2,3,4) \tag{3.38}
\end{equation*}
$$

which is the inverse of the transformation (3.10) defined by (3.12) and whereby Eq. (3.20) $\psi$ may be expressed as

$$
\begin{equation*}
\psi(w, x)=\ln |T(w, x)|-\frac{1}{2} \ln \left|\epsilon_{1} p(w)-\epsilon_{2} m(x)\right| \tag{3.39}
\end{equation*}
$$

The expressions for $d s^{2}$ and $\stackrel{+}{F}$ given in Theorem 1 follow from the Eqs. (3.7), (3.8), (3.9) where the values for the $\theta^{a}$ are given by (3.38), (3.37), and (3.39).

We complete this section by giving expressions needed in the sequel for the NP operators and curvature components for some of the tetrads considered in this section. For the tetrad (3.37) the corresponding NP operators are

$$
\begin{align*}
& \widetilde{D} \phi=(1 / \sqrt{2})\left[f g^{-1} U^{-1 / 2}\left(p \phi_{u}-\epsilon_{2} \phi_{v}\right)+U^{1 / 2} \phi_{w}\right]  \tag{3.40a}\\
& \widetilde{\Delta} \phi=(1 / \sqrt{2})\left[g^{-1} U^{-1 / 2}\left(p \phi_{u}-\epsilon_{2} \phi_{v}\right)-f U^{1 / 2} \phi_{w}\right]  \tag{3.40b}\\
& \widetilde{\delta} \phi=(1 / \sqrt{2})\left[V^{-1 / 2}\left(\epsilon_{1} \phi_{u}-m \phi_{v}\right)-i V^{1 / 2} \phi_{x}\right],
\end{align*}
$$

For the tetrad (3.38) the nonzero curvature components are

$$
\begin{align*}
\Psi_{1}= & \frac{1}{8} e^{2 \psi}(U V)^{1 / 2}\left[\epsilon_{2}\left(Z^{-1} p_{w}\right)_{w}-\epsilon_{1}\left(Z^{-1} m_{x}\right)_{x}\right]  \tag{3.41a}\\
\Psi_{2}= & \frac{1}{12} \epsilon^{2 \psi}\left\{f \left[U_{w w}-3 \epsilon_{1} Z^{-1} U_{w}\left(p_{w}-i m_{x}\right)-2 \epsilon_{1} U Z^{-2}\left(Z p_{w w}-2 \epsilon_{1} p_{w}^{2}+\epsilon_{1} m_{x}^{2}\right.\right.\right. \\
& \left.\left.\left.+3 i \epsilon_{1} m_{x} p_{w}\right)\right]+V_{x x}+3 \epsilon_{2} Z^{-1} V_{x}\left(m_{x}+i p_{w}\right)+2 \epsilon_{2} V Z^{-2}\left(Z m_{x x}+2 \epsilon_{2} m_{x}^{2}-\epsilon_{2} p_{w}^{2}+3 i \epsilon_{2} m_{x} p_{w}\right)\right\},  \tag{3.41b}\\
\Psi_{3}= & f \Psi_{1},  \tag{3.41c}\\
\Phi_{00}= & \frac{1}{8} U e^{2 \psi}\left[4 T^{-1} T_{w w}-2 \epsilon_{1}\left(Z^{-1} p_{w}\right)_{w}+\epsilon_{1}^{2} Z^{-2}\left(m_{x}^{2}-p_{w}^{2}\right)\right]  \tag{3.41d}\\
\Phi_{02}= & -\frac{1}{8} V e^{2 \psi}\left[4 T^{-1} T_{x x}+2 \epsilon_{2}\left(Z^{-1} m_{x}\right)_{x}+\epsilon_{2}^{2} Z^{-2}\left(p_{w}^{2}-m_{x}^{2}\right)\right]  \tag{3.41e}\\
\Phi_{01}= & \frac{1}{8}(U V)^{1 / 2} e^{2 \psi}\left\{Z^{-1}\left[\epsilon_{2} p_{w w}+\epsilon_{1} m_{x x}-2 T^{-1}\left(\epsilon_{2} p_{w} T_{w}+\epsilon_{1} m_{x} T_{x}\right)\right]-2 i T^{-1}\left[2 T_{w x}+Z^{-1}\left(m_{x} T_{w}-p_{w} T_{x}\right)\right]\right\},  \tag{3.41f}\\
\Phi_{11}= & \frac{1}{16} e^{2 \psi}\left\{f \left[2 U_{w w}-4 U_{w}\left(T^{-1} T_{w}+\epsilon_{1} Z^{-1} p_{w}\right)+U\left(8 \epsilon_{1}(T Z)^{-1} p_{w} T_{w}-4 T^{-1} T_{w w}+3 \epsilon_{1}^{2} Z^{-2}\left(p_{w}^{2}+m_{x}^{2}\right)\right.\right.\right. \\
& \left.\left.-2 \epsilon_{1} Z^{-1} p_{w w}\right)\right]-2 V_{x x}+4 V_{x}\left(T^{-1} T_{x}-\epsilon_{2} Z^{-1} m_{x}\right)+V\left(8 \epsilon_{2}(T Z)^{-1} m_{x} T_{x}\right. \\
& \left.\left.+4 T^{-1} T_{x x}-3 \epsilon_{2}^{2} Z^{-2}\left(p_{w}^{2}+m_{x}^{2}\right)-2 \epsilon_{2} Z^{-1} m_{x x}\right)\right\},  \tag{3.41~g}\\
\Phi_{21}= & f \Phi_{01},  \tag{3.41~h}\\
\Phi_{22}= & f^{2} \Phi_{00},  \tag{3.41i}\\
6 \Lambda= & \frac{1}{8} e^{2 \psi}\left\{f\left[-2 U_{w w}+12 T^{-1} U_{w} T_{w}+U\left(12 T^{-1} T_{w w}-24 T^{-2} T_{w}^{2}+\epsilon_{1}^{2} Z^{-2}\left(p_{w}^{2}+m_{x}^{2}\right)-2 \epsilon_{1} Z^{-1} p_{w w}\right)\right]\right. \\
& -2 V_{x x}+12 T^{-1} V_{x} T_{x}+V\left(12 T^{-1} T_{x x}-24 T^{-2} T_{x}^{2}\right. \\
& \left.\left.+\epsilon_{2}^{2} Z^{-2}\left(p_{w}^{2}+m_{x}^{2}\right)+2 \epsilon_{2} Z^{-1} m_{x x}\right)\right\} . \tag{3.41j}
\end{align*}
$$

## 4. PROOF OF THEOREM 2

The general idea of the proof is first to demonstrate by integration of the Einstein-Maxwell field equations (2.1) that the solutions in the subclasses $A^{*}, B_{-}^{0}, B_{+}^{0}, C^{*}$, and $C^{\infty 0}$ enumerated in Sec. 2 exhaust the class $\mathfrak{D}$. Then adopting an idea of Carter ${ }^{70}$ an appropriate parametrized coordinate transformation is performed on the solutions of the form $A^{*}$ to obtain the solution denoted by $\widetilde{A}^{*}$ in Theorem 2 . By an analyticity argument we conclude that the form $\widetilde{A}^{*}$ is a solution even for parameter values for which the defining coordinate transformation is singular. The proof of the theorem is completed by remarking (as has been done already in Sec. 2) that the solutions $A^{*}, B_{-}^{0}, B_{+}^{0}, C^{*}$, and $C^{00}$ are special cases of the solution $\tilde{A}^{*}$.

We begin the proof with the integration of the EinsteinMaxwell field equation (2.1) for the canonical forms established in Sec. 3. The first step in the integration is to impose the Petrov type $D$ condition

$$
\begin{equation*}
\Psi_{1}=\Psi_{3}=0 \tag{4.1}
\end{equation*}
$$

on the tetrad (3.37). This condition is equivalent ${ }^{71}$ to the existence of a Maxwell field of the form (3.8) the integrability condition for which is given by Eq. (3.14). Because of the Eqs. (3.41a) and (3.41c) the condition (4.1) may be expressed as

$$
\epsilon_{2}\left[\left(\epsilon_{1} p-\epsilon_{2} m\right)^{-1} p_{w}\right]_{w}=\epsilon_{1}\left[\left(\epsilon_{1} p-\epsilon_{2} m\right)^{-1} m_{x}\right]_{x} .(4.2)
$$

In order to exploit this condition and the field equations

$$
\begin{equation*}
\Phi_{00}=\Phi_{01}=\Phi_{02}=0 \tag{4.3}
\end{equation*}
$$

to determine the tetrad functions $m$ and $p$ and the function $T$ appearing in the conformal transformation (3.39) it is convenient to consider the same possibilities as those used in the proof of Theorem 1 .

Case $A: \epsilon_{1} \epsilon_{2} \neq 0$ : Since $\epsilon_{1}$ and $\epsilon_{2}$ can be given any nonzero values by form preserving coordinate transformations there is no loss of generality in assuming

$$
\begin{equation*}
\epsilon_{1}=\epsilon_{2}=1 \tag{4.4}
\end{equation*}
$$

in which case Eq. (4.2) can be rewritten as

$$
\begin{equation*}
(p-m) p_{w w}-p_{w}^{2}=(p-m) m_{x x}+m_{x}^{2}, \tag{4.5}
\end{equation*}
$$

where by (3.34)

$$
\begin{equation*}
p_{w} m_{x} \neq 0 \tag{4.6}
\end{equation*}
$$

Repeated differentiation of the Eq. (4.5) yields

$$
\begin{equation*}
p_{w w w} / p_{w}=-m_{x x x} / m_{x}=c \tag{4.7}
\end{equation*}
$$

where $c$ is a separation constant. There are three possibilities to consider.

Subcase A1: $c=0$. Integration of the differential equations (4.7) yields

$$
\begin{align*}
& p(w)=c_{1} w^{2}+c_{2} w+c_{3}  \tag{4.8a}\\
& m(w)=d_{1} x^{2}+d_{2} x+d_{3} \tag{4.8b}
\end{align*}
$$

where $c_{i}$ and $d_{i}, i=1,2,3$ are constant. Substitution of these expressions into (4.5) gives

$$
\begin{equation*}
d_{1}=-c_{1}, c_{2}^{2}+d_{2}^{2}=4 c_{1}\left(c_{3}-d_{3}\right) \tag{4.8c}
\end{equation*}
$$

which together with (4.6) imply that $c_{1} \neq 0$. When the above expressions for $p$ and $m$ are introduced into the tetrad (3.31),
we may set $c_{1}=-d_{1}=1, c_{2}=d_{2}=c_{3}=d_{3}=0$ by an appropriate coordinate transformation.

We conclude that in the Subcase A1 a coordinate system exists in which the parameters $\epsilon_{1}$ and $\epsilon_{2}$ and the functions $p$ and $m$ in the tetrad (3.37) are given as follows:

$$
\begin{equation*}
\epsilon_{1}=\epsilon_{2}=1, \quad p(w)=w^{2}, \quad m(x)=-x^{2} \tag{4.9}
\end{equation*}
$$

Subcase $A 2: c=\omega^{2} \neq 0$. Integration of the differential equations (4.7) yields

$$
\begin{align*}
& p(w)=c_{1} \sinh (\omega w)+c_{2} \cosh (\omega w)+c_{3}  \tag{4.10a}\\
& m(x)=d_{1} \sin (\omega x)+d_{2} \cos (\omega x)+d_{3} \tag{4.10b}
\end{align*}
$$

where $c_{i}$ and $d_{i}, i=1,2,3$ are constant. Because of Eq. (4.5) these constants must satisfy

$$
\begin{equation*}
d_{3}=c_{3}, \quad c_{2}^{2}-c_{1}^{2}=d_{1}^{2}+d_{2}^{2} \tag{4.11}
\end{equation*}
$$

By means of the translations

$$
\begin{equation*}
w \rightarrow w+w_{0}, \quad x \rightarrow x+x_{0} \tag{4.12}
\end{equation*}
$$

we may set $c_{1}=d_{1}=0$, which implies $c_{2}{ }^{2}=d_{2}{ }^{2}$.
There are two possibilities to consider.
(a): $c_{2}=d_{2}$. In this case the functions $p$ and $m$ have the form

$$
\begin{align*}
& p(w)=2 c_{2} \sinh ^{2}\left(\frac{1}{2} \omega w\right)+c_{4}  \tag{4.13a}\\
& m(x)=-2 c_{2} \sin ^{2}\left(\frac{1}{2} \omega x\right)+c_{4} \tag{4.13b}
\end{align*}
$$

where $c_{4}=c_{2}+c_{3}$. When these expressions are substituted into the tetrad (3.37) and the coordinate transformation

$$
\begin{align*}
& u \rightarrow \frac{1}{2} \omega\left[\left(2 c_{2}-c_{4}\right) u-c_{4} v\right], \quad v \rightarrow \frac{1}{2} \epsilon_{1} \omega(v+u)  \tag{4.14a}\\
& w \rightarrow 2 \omega^{-1} \tanh ^{-1} w, \quad x \rightarrow 2 \omega^{-1} \tan ^{-1} x \tag{4.14b}
\end{align*}
$$

is made one obtains a tetrad of the form (3.37) in which $p$ and $m$ have the form (4.9).
(b): $c_{2}=-d_{2}$. In this case $p$ and $m$ may be expressed as

$$
\begin{align*}
& p(w)=2 c_{2} \sinh ^{2}\left(\frac{1}{2} \omega w\right)+c_{4}  \tag{4.15a}\\
& m(x)=-2 c_{2} \cos ^{2}\left(\frac{1}{2} \omega x\right)+c_{4} \tag{4.15b}
\end{align*}
$$

When these expressions are substituted into the tetrad (3.37) and the coordinate transformation (4.14) is made where the second member in $(4.14 b)$ is replaced by $x \rightarrow(2 / \omega)$ arc$\cot (-x)$, one again obtains a tetrad of the form (3.37) in which $p$ and $m$ have the form (4.19).

We conclude that in the Subcase A2 a coordinate system exists in which the parameters $\epsilon_{1}$ and $\epsilon_{2}$ and the functions $p$ and $m$ in the tetrad (3.37) are given by Eq. (4.9).

Subcase $A 3: c=-\omega^{2} \neq 0$. Integration of the differential equations (4.7) and substitution of the solutions into Eq. (4.5) implies that $p$ and $m$ have the form

$$
\begin{align*}
& p(w)=d_{1} \sin (\omega w)+d_{2} \cos (\omega w)+c_{3}  \tag{4.16a}\\
& m(x)=c_{1} \sinh (\omega x)+c_{2} \cosh (\omega x)+c_{3} \tag{4.16b}
\end{align*}
$$

where $c_{i}, i=1,2,3$ and $d_{i}, i=1,2$ are constants satisfying

$$
\begin{equation*}
c_{2}^{2}-c_{1}^{2}=d_{1}^{2}+d_{2}^{2} \tag{4.16c}
\end{equation*}
$$

We note that the function $p$ and $m$ above are identical to the functions $m$ and $p$, respectively, given by the Eqs. (4.10). In view of this fact one arrives at the same conclusion in this subcase as in the Subcase A2 by an argument identical to that already given.

It follows from the results of the above subcases that in the Case A a coordinate system exists in which the functions
$m$ and $p$ appearing in the canonical tetrad (3.37) have the form (4.9). This result agrees with that previously obtained by Debever ${ }^{72}$ in the case $f=1$.

It remains to determine the form of the function $T$ in this case from the field equations (4.3) which, in view of the Eqs. (3.41d), (3.41e), ( 3.41 f ), the type $D$ condition (4.5), the explicit forms for $p$ and $m$, and the values for $\epsilon_{1}$ and $\epsilon_{2}$ given in (4.9), take the form

$$
\begin{align*}
& T_{w w}=0, \quad T_{x x}=0, \quad w T_{w}-x T_{x}=0  \tag{4.17a}\\
& \left(w^{2}+x^{2}\right) T_{w x}=x T_{w}+w T_{x} \tag{4.17b}
\end{align*}
$$

The Eqs. (4.17a) imply that $T$ has the form

$$
\begin{equation*}
T(w, x)=b_{1} w x+b_{4} \tag{4.18}
\end{equation*}
$$

where $b_{1}$ and $b_{4}$ are arbitrary constants not both zero, which identically satisfies the Eq. (4.17b). When the expressions for $m$ and $p$ given by (4.9) and the above expression for $T$, assuming $b_{4} \neq 0$, are introduced into the tetrad (3.39) where $\psi$ is given by (3.38) we may set $b_{4}=1$, by an appropriate rescaling of the coordinates. If in addition $b_{1} \neq 0$, we may set $b_{1}=1$, by a further rescaling of the coordinates. We note that there is no loss of generality in the assumption $b_{4} \neq 0$, since the coordinate transformation $u \rightarrow-v, v \rightarrow-u$, $w \rightarrow 1 / w, x \rightarrow 1 / x$, which preserves the form of the tetrad, induces the transformation $b_{1} \rightarrow b_{4}, b_{4} \rightarrow b_{1}$.

The results of this case may be summarized as follows: In the Case $A$ there exists a system of coordinates in which the parameters $\epsilon_{1}$ and $\epsilon_{2}$ and the functions $p$ and $m$ appearing in the canonical tetrad (3.37) are given by the Eqs. (4.9) namely

$$
\begin{equation*}
\epsilon_{1}=\epsilon_{2}=1, \quad p(w)=w^{2}, \quad m(x)=-x^{2}, \tag{4.19a}
\end{equation*}
$$

and the function $T$ in the conformal transformation (3.39) has the form

$$
\begin{equation*}
T(w, x)=b_{1} w x+1 \tag{4.19b}
\end{equation*}
$$

where $b_{1}$ is constant.
The form of the conformal transformation (3.39) implied by the Eq. (4.19b) is equivalent to that given earlier by Debever. ${ }^{73}$ It's also worth noting that the metric ( 2.5 a ) with $f=1$ and $\epsilon_{1}, \epsilon_{2}, p, m$, and $T$ given by the Eqs. (4.19) is equivalent to that used by Plebañski and Demiañski ${ }^{74}$ as the starting point of their integration procedure.

Case $B_{-}: \epsilon_{1}=0, \epsilon_{2} \neq 0$. Under these assumptions the Eq. (4.2) reduces to

$$
\begin{equation*}
p_{w w}=0, \tag{4.20}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
p(w)=c_{2} w+c_{3}, \tag{4.21}
\end{equation*}
$$

where $c_{2}$ and $c_{3}$ are constants which because of the inequality (3.33b) satisfy $c_{2} \neq 0$. By virtue of this inequality we may set $c_{3}=0$, by the form preserving translation $w \rightarrow w+w_{0}$. It thus follows that $p$ thas the form

$$
\begin{equation*}
p(w)=c_{2} w \tag{4.22}
\end{equation*}
$$

The functions $m$ and $T$ are determined by the field equations (4.3) which, because of the Eqs. (3.41d), (3.41e), (3.41f), (4.22), reduce to

$$
\begin{align*}
& T_{w}=0, \\
& 4 T^{-1} T_{x x}-\left(m^{-1} m_{x}\right)^{2}+c_{2}^{2} m^{-2}-2\left(m^{-1} m_{x}\right)_{x}=0 \tag{4.23b}
\end{align*}
$$

In order to obtain suitable explicit solutions to the above equations we use that the fact that nonzero function $m$ appearing in the tetrad 1 -form ( 3.37 c ), namely,

$$
\begin{align*}
\tilde{\theta}^{3}= & (1 / \sqrt{2})\left[-\epsilon_{2}^{-1} V^{1 / 2}(x)(m(x))^{-1}\left(\epsilon_{2} d u+p(w) d v\right)\right. \\
& \left.+i V^{-1 / 2}(x) d x\right], \tag{4.24}
\end{align*}
$$

is arbitrary in the sense that independently of its form it may be transformed to a constant function by an appropriate form preserving coordinate transformation of the form $x \rightarrow k(x)$. We use this freedom to choose $m$ to be a solution of the differential equation

$$
\begin{equation*}
2\left(m^{-1} m_{x}\right)_{x}+\left(m^{-1} m_{x}\right)^{2}-c_{2}^{2} m^{-2}=0 \tag{4.25}
\end{equation*}
$$

The general solution of this equation is

$$
\begin{equation*}
m(x)=d_{1} x^{2}+d_{2} x+d_{3}, \tag{4.26a}
\end{equation*}
$$

where the $d_{i}, i=1,2,3$ are constants satisfying

$$
\begin{equation*}
d_{2}^{2}-4 d_{1} d_{3}=-c_{2}^{2} \tag{4.26b}
\end{equation*}
$$

This equation and the inequality $c_{2} \neq 0$ imply that $d_{1} d_{3} \neq 0$, from which it follows that we may set $d_{2}=0$, by the translation $x \rightarrow x+x_{0}$. Thus $m$ has the form

$$
\begin{equation*}
m(x)=d_{1} x^{2}+\frac{1}{4} d_{1}^{-1} c_{2}^{2}, \tag{4.27}
\end{equation*}
$$

where (4.26) has been used. When this form of $m$ and $p$ given by Eq. (4.22) are substituted into the tetrad 1 -form (4.24) we may set $d_{1}=1$, by rescaling the coordinate $u$. It follows that in the Case B_a coordinate system exists in which the functions $p$ and $m$ in the tetrad (3.57) have the form

$$
\begin{equation*}
p(w)=2 k w, \quad m(x)=x^{2}+k^{2} \tag{4.28}
\end{equation*}
$$

where $k=\frac{1}{2} c_{2}$ is constant.
It remains to determine the function $T$ which satisfies the Eq. (4.23a) and by virtue of (4.23b) and (4.25a) the equation $T_{x x}=0$.

It follows from these equations that $T$ must have the form

$$
\begin{equation*}
T(w, x)=b_{3} x+b_{4}, \tag{4.29}
\end{equation*}
$$

where $b_{3}$ and $b_{4}$ are constants not both zero. The Eqs. (4.28) and (4.29) imply that the function $\psi$ given by Eq. (3.39a) is independent of $w$. It thus follows from the first transformation in (3.30) and the operator (3.40a) that in the Case $B_{-}$the spin coefficient ${ }^{75}$

$$
\begin{equation*}
\rho=0 \tag{4.30}
\end{equation*}
$$

When the functions $p$ and $m$ given by (4.28) and the function $T$ given by (4.29) are substituted into the tetrad (3.38) where $\psi$ is given by (3.39) we may set $b_{3}=0$, if $b_{4} \neq 0$, by an appropriate bilinear transformation $x \rightarrow(a x+b) /$ $(c x+d)$. We may further set $b_{4}=1$, by rescaling the coordinates $u$ and $v$. There is no loss in generality in assuming $b_{4} \neq 0$ since the inversion $x \rightarrow 1 / x$, which preserves the form of the tetrad after a suitable rescaling of $u$ and $v$, induces the transformation $b_{3} \rightarrow b_{4}, b_{4} \rightarrow b_{3}$.

The above results may be summarized as follows: In the Case $B_{-}$there exists a system of coordinates in which the parameters $\epsilon_{1}$ and $\epsilon_{2}$ and the functions $p$ and $m$ appearing in the canonical tetrad (3.58) are given by

$$
\begin{equation*}
\epsilon_{1}=0, \quad \epsilon_{2}=-1, \quad p(w)=2 k w, \quad m(x)=x^{2}+k^{2} \tag{4.31a}
\end{equation*}
$$

where $k$ is constant and the function $T$ in the conformal transformation (3.38b) has the form

$$
\begin{equation*}
T(w, x)=1 \tag{4.31b}
\end{equation*}
$$

Case $B_{+}: \epsilon_{2}=0, \epsilon_{1} \neq 0$. By arguments similar to those employed in the Case $B_{-}$it may be shown that ${ }^{76}$

$$
\begin{equation*}
\tau=0 \tag{4.32}
\end{equation*}
$$

and that there exists a system of coordinates in which the parameters $\epsilon_{1}$ and $\epsilon_{2}$ and the functions $p$ and $m$ appearing in the conical tetrad (3.38) are given by
$\epsilon_{1}=1, \quad \epsilon_{2}=0, \quad p(w)=x^{2}+l^{2}, \quad m(x)=2 l x$,
where $l$ is constant and the function $T$ in the conformal transformation (3.59b) has the form

$$
\begin{equation*}
T(w, x)=1 \tag{4.33b}
\end{equation*}
$$

Case C: $\epsilon_{1}=1, \epsilon_{2}=0, p(w)=1, m(x)=0$. In this case the type $D$ condition is satisfied identically and the field equations (4.3) reduce to

$$
\begin{equation*}
T_{w w}=T_{w x}=T_{x x}=0 \tag{4.34}
\end{equation*}
$$

which has the general solution

$$
\begin{equation*}
T(w, x)=b_{2} w+b_{3} x+b_{4}, \tag{4.35}
\end{equation*}
$$

where $b_{i}, i=2,3,4$ are constant. The translations (4.12) induce the transformations

$$
\begin{equation*}
b_{2} \rightarrow b_{2}, \quad b_{3} \rightarrow b_{3}, \quad b_{4} \rightarrow b_{4}+w_{0} b_{2}+x_{0} b_{3} \tag{4.36}
\end{equation*}
$$

which give rise to the following subclassification ${ }^{77}$ :
Subcase $C^{*}: b_{2} b_{3} \neq 0$. It follows from (4.36) that we may set $b_{4}=0$ which implies by (4.35) that

$$
\begin{equation*}
T(w, x)=b_{2} w+b_{3} x \tag{4.37}
\end{equation*}
$$

The transformation formulas (3.30) by virtue of the above form of $T$ imply that in the Subcase $\mathrm{C}^{*}$

$$
\begin{equation*}
\rho=\bar{\rho} \neq 0, \quad \tau=-\bar{\tau} \neq 0 \tag{4.38}
\end{equation*}
$$

which equations provide an invariant characterization of this subcase. When the function $T$ given by (4.37) is introduced in the tetrad (3.38) via the Eq. (3.39b) we may set $b_{2}=b_{3}=1$ by rescaling the coordinates. It thus follows that we have

$$
\begin{equation*}
T(w, x)=w+x \tag{4.39}
\end{equation*}
$$

Subcase $C_{-}: b_{2}=0, b_{3} \neq 0$. As in the previous subcase we may set $b_{4}=0$ which implies that

$$
\begin{equation*}
T(w, x)=b_{3} x, \tag{4.40}
\end{equation*}
$$

where we may further set $b_{3}=1$, by a coordinate rescaling. By an argument similar to that in the Subcase $C$ * we find that in the Subcase $C_{-}$

$$
\begin{equation*}
\rho=0, \quad \tau=-\bar{\tau} \neq 0 \tag{4.41}
\end{equation*}
$$

Subcase $C_{+}: b_{2} \neq 0, b_{3}=0$. In this subcase we may also set $b_{4}=0$ yielding

$$
\begin{equation*}
T(w, x)=b_{2} w \tag{4.42}
\end{equation*}
$$

where in addition we may set $b_{2}=1$ by a coordinate rescaling. By an argument similar to that given previously we have in the Subcase $C_{+}$

$$
\begin{equation*}
\rho=\rho \neq 0, \quad \tau=0 \tag{4.43}
\end{equation*}
$$

Subcase $C^{00}: b_{2}=b_{3}=0, b_{4} \neq 0$. It follows that

$$
\begin{equation*}
T(w, x)=b_{4} \tag{4.44a}
\end{equation*}
$$

where we may set $b_{4}=1$ by rescaling. It also follows that in the subcase $C^{00}$ we have

$$
\begin{equation*}
\rho=\tau=0 \tag{4.44b}
\end{equation*}
$$

The above results may be summarized as follows: In the Case $C$ there exists a system of coordinates in which the parameters $\epsilon_{1}$ and $\epsilon_{2}$ and the functions $p$ and $m$ in the canonical tetrad (3.58) are given by

$$
\begin{equation*}
\epsilon_{1}=1, \quad \epsilon_{2}=0, \quad p(w)=1, \quad m(x)=0 \tag{4.45a}
\end{equation*}
$$

The function $T$ in the conformal transformation (3.59b) has the following forms:

$$
\begin{array}{ll}
\text { Subcase } \mathrm{C}^{*}: & T(w, x)=w+x \\
\text { Subcase } \mathrm{C}_{-}: & T(w, x)=x \\
\text { Subcase } \mathrm{C}_{+}: & T(w, x)=w  \tag{4.45d}\\
\text { Subcase } \mathrm{C}^{00}: & T(w, x)=1
\end{array}
$$

The next step in the integration involves the solution of Maxwell's Eqs. (2.1b) which may be written as

$$
\begin{equation*}
d \stackrel{+}{F}=0 \tag{4.46a}
\end{equation*}
$$

where by the Eqs. (3.8) and (3.9) the self-dual Maxwell field

$$
\begin{equation*}
\stackrel{+}{F}=\widetilde{B} \widetilde{Z}^{2} \tag{4.46~b}
\end{equation*}
$$

is expressed in terms of the conformally related tetrad defined by the Eqs. (3.10) and (3.12). Since

$$
\begin{equation*}
d \widetilde{Z}^{2}=\tilde{\theta} \wedge \widetilde{Z}^{2} \tag{4.47}
\end{equation*}
$$

the Eq. (4.46a) for an $\stackrel{+}{F}$ of the form (4.46b) is equivalent to

$$
\begin{equation*}
d \widetilde{B}=-\widetilde{B} \tilde{\theta} \tag{4.48}
\end{equation*}
$$

which implies by virtue of (3.13) that $\widetilde{B}$ has the form

$$
\begin{equation*}
\widetilde{B}=B_{0} e^{i=\pi} \tag{4.49a}
\end{equation*}
$$

where $B_{0}$ is a complex constant and $\mathscr{B}$ is a real-valued function satisfying

$$
\begin{equation*}
d \mathscr{B}=i \tilde{\theta} \tag{4.49b}
\end{equation*}
$$

Because of the Eqs. (3.3), (3.5), (3.25), and (3.37), the last equation may be written as

$$
\begin{equation*}
d \mathscr{B}=Z^{-1}\left(\epsilon_{1} m_{x} d w+\epsilon_{2} p_{w} d x\right) \tag{4.50}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
\mathscr{B}_{u}=\mathscr{B}_{v}=0 \tag{4.51}
\end{equation*}
$$

In order to complete the integration of Eq. (4.50) it is again necessary to treat separately the cases delineated in the proof of Theorem 1 and used earlier in this section.

Case $A$ : Because of the Eqs. (4.19a) the Eq. (4.50) reduces to

$$
\begin{equation*}
d \mathscr{B}=2\left(w^{2}+x^{2}\right)^{-1}(w d x-x d w) \tag{4.52}
\end{equation*}
$$

which in view of (4.51) has the general solution

$$
\begin{equation*}
\mathscr{B}=i[\ln (w-i x)-\ln (w+i x)]+b_{0} \tag{4.53}
\end{equation*}
$$

where $b_{0}$ is a real constant. It follows from this equation and from Eq. (4.49a) that in the Case $A$ the $\widetilde{B}$ appearing in the self-dual Maxwell field (4.46b) has the form ${ }^{78}$

$$
\begin{equation*}
\widetilde{B}=B_{0}(w+i x) /(w-i x) \tag{4.54}
\end{equation*}
$$

where $B_{0}$ is a complex constant.
Case $B_{-}$: On account of the Eqs. (4.31a) the Eq. (4.50) may be written as

$$
\begin{equation*}
d \mathscr{B}=-2 k\left(x^{2}+k^{2}\right)^{-1} d x \tag{4.55}
\end{equation*}
$$

which has the general solution

$$
\begin{equation*}
\mathscr{B}=i[\ln (x-i k)-\ln (x+i k)]+b_{0}, \tag{4.56}
\end{equation*}
$$

where $b_{0}$ is a real constant. This equation implies that in the Case $B_{-}$the function $\widetilde{B}$ appearing in the self-dual Maxwell field (4.46b) has the form

$$
\begin{equation*}
\widetilde{B}=B_{0}(x+i k) /(x-i k) \tag{4.57}
\end{equation*}
$$

where $B_{0}$ is a complex constant.
Case $B_{+}$: The Eqs. (4.33a) imply that the Eq. (4.50) may be expressed as

$$
\begin{equation*}
d \mathscr{B}=2 l\left(w^{2}+l^{2}\right)^{-1} d w \tag{4.58}
\end{equation*}
$$

which has the general solution

$$
\mathscr{B}=i[\ln (w+i l)-\ln (w-i l)]+b_{0}
$$

where $b_{0}$ is constant. It results from this equation that in the Case $B_{+}$the $\widetilde{B}$ appearing in the self-dual Maxwell field (4.46b) has the form

$$
\begin{equation*}
\widetilde{B}=B_{0}(w-i l) /(w+i l) \tag{4.59}
\end{equation*}
$$

where $B_{0}$ is a complex constant.
Case C: By the Eq. (4.45a) the Eq.(4.50) reduces to

$$
\begin{equation*}
d \mathscr{F}=0, \tag{4.60}
\end{equation*}
$$

which implies $\mathscr{B}$ is constant. It thus follows that in the Case $C$ the function $\widetilde{B}$ appearing in the self-dual Maxwell field (4.63b) has the form

$$
\begin{equation*}
\widetilde{B}=B_{0} \tag{4.61}
\end{equation*}
$$

where $B_{0}$ is a complex constant.
The final step in the integration procedure is the solution of the remaining field equations which are

$$
\begin{align*}
& \Phi_{11}=B \bar{B},  \tag{4.62}\\
& \Lambda=\frac{1}{6} \lambda, \tag{4.63}
\end{align*}
$$

where $B$ (which may be zero) is the function appearing in the self-dual Maxwell field (3.8) and $\lambda$ is the cosmological constant, in order to determine the functions $U$ and $V$. The study of the first of these equations requires an explicit form for the function $B$ appearing therein which may be obtained from the Eq.(4.49a) using the conformal invariance of the Maxwell 2-form $\stackrel{+}{F}$ namely the fact that

$$
\begin{equation*}
\stackrel{+}{F}=B Z^{2}=\widetilde{B} \widetilde{Z}^{2} \tag{4.64}
\end{equation*}
$$

This equation implies that

$$
\begin{equation*}
B=e^{2 \psi} \widetilde{B} \tag{4.65}
\end{equation*}
$$

on account of the transformation law

$$
\begin{equation*}
\widetilde{Z}^{2}=e^{2 \psi} Z^{2} \tag{4.66}
\end{equation*}
$$

induced by (3.10). If we now replace $\widetilde{B}$ in (4.65) using (4.49a) and $\psi$ employing (3.38), the Eq. (4.62) takes the form $8 B_{0} \bar{B}_{0} T^{3}$

$$
\begin{align*}
= & f\left(T Z U_{w w}-2 \epsilon_{1} T p_{w} U_{w}-2 Z T_{w} U_{w}+2 \epsilon_{1} T U p_{w w}\right. \\
& \left.+4 \epsilon_{1} U p_{w} T_{w}\right)-T Z V_{x x}-2 \epsilon_{2} T m_{x} V_{x} \\
& +2 Z T_{x} V_{x}+2 \epsilon_{2} T V m_{x x}+4 \epsilon_{2} V m_{x} T_{x} \tag{4.67}
\end{align*}
$$

where the terms involving $T_{w w}$ and $T_{x x}$ in ( 3.41 g ) have been replaced using the first two of the Eqs. (4.3) and the corresponding expressions for $\Phi_{00}$ and $\Phi_{02}$ given by the Eqs. (3.41d) and (3.41e).

We now turn our attention to the Eq. (4.63) which may be written as

$$
\begin{aligned}
24 Z A= & f\left[-T^{2} U_{w w}+6 T T_{w} U_{w}+4 U\left(T T_{w w}-3 T_{w}{ }^{2}\right)\right] \\
& -T^{2} V_{x x}+6 T T_{x} V_{x}+4 V\left(T T_{x x}-3 T_{x}{ }^{2}\right),
\end{aligned}
$$

where the first two of the Eqs. (4.3) and the corresponding Eqs. ( 3.41 d ) and ( 3.41 e ) have been used to eliminate the terms involving the derivatives of $p$ and $m$ in ( 3.41 j ). It follows from this equation and the fact that there exists a coordinate system in which the functions $p, m$, and $T$ have the following forms:

$$
\begin{align*}
& p(w)=c_{1} w^{2}+c_{2} w+c_{3}  \tag{4.69a}\\
& m(x)=d_{1} x^{2}+d_{2} x+d_{3}  \tag{4.69b}\\
& T(w, x)=b_{1} w x+b_{2} w+b_{3} x+b_{4} \tag{4.69c}
\end{align*}
$$

where $c_{i}, d_{i}, i=1,2,3$, and $b_{i}, i=1,2,3,4$ are constant, shown earlier in this section for every solution in $\mathfrak{D}$, that the functions $f U$ and $V$ are polynomials of the fourth degree in the variables $w$ and $x$, respectively. The property that coordinates can be chosen such that all the metric functions are rational functions thereof has been previously noted and exploited by Carter, ${ }^{79}$ Debever, ${ }^{80}$ Plebañski and Demians̃ki, ${ }^{81}$ and Weir and $\mathrm{Kerr}^{82}$ in their respective integration procedures. We may establish it for the functions $f U$ and $V$ by taking third derivatives of the Eq. (4.68) first with respect to $w$ and then with respect to $x$ which procedure in view of (4.69) yields the equations

$$
\begin{equation*}
\frac{\partial^{5}(f U)}{\partial w^{5}}=0, \quad \frac{\partial^{5} V}{\partial x^{5}}=0 \tag{4.70}
\end{equation*}
$$

from which the result follows. We thus may write

$$
\begin{align*}
& f U(w)=f_{4} w^{4}+f_{3} w^{3}+f_{2} w^{2}+f_{1} w+f_{0}  \tag{4.71}\\
& V(x)=g_{4} x^{4}+g_{3} x^{3}+g_{2} x^{2}+g_{1} x+g_{0} \tag{4.72}
\end{align*}
$$

where $f_{i}$ and $g_{i}, i=0,1,2,3,4$, are constant.
The integration is completed by substituting the above expressions for $f U$ and $V$ into the Eqs. (4.67) and (4.68) in order to determine the relations satisfied by the constants appearing therein. Again and for the last time it is necessary to treat separately the cases considered in the proof of Theorem 1 and earlier in this section.

Case A: Because of the Eqs. (4.19), (4.71), and (4.72) the Eqs. (4.67) and (4.68) imply

$$
\begin{align*}
& f_{3}=b_{1} g_{1}, \quad g_{2}=-f_{2}, \quad g_{3}=b_{1} f_{1}  \tag{4.73a}\\
& f_{4}-g_{4}=2 b_{1}{ }^{2} B_{0} \bar{B}_{0}, \quad f_{0}-g_{0}=2 B_{0} \bar{B}_{0}  \tag{4.73b}\\
& f_{4}+b_{1}{ }^{2} g_{0}=-\frac{1}{3} \lambda, \quad b_{1}^{2} f_{0}+g_{4}=-\frac{1}{3} \lambda \tag{4.73c}
\end{align*}
$$

The Eqs. (4.73b) and (4.73c) form a consistent system of linear equations in the quantities $f_{0}, f_{4}, g_{0}$, and $g_{4}$ whose solution may be written as

$$
f_{4}=-b_{1}^{2} f_{0}+2\left(b_{1}^{2} B_{0} \bar{B}_{0}-\frac{1}{6} \lambda\right), \quad g_{0}=f_{0}-2 B_{0} \bar{B}_{0}
$$

$$
\begin{equation*}
g_{4}=-\left(b_{1}^{2} f_{0}+\frac{1}{3} \lambda\right) \tag{4.74}
\end{equation*}
$$

where $f_{0}$ is an arbitrary parameter. When the Eqs. (4.73a) and (4.74) are taken into account in the Eqs. (4.77) and (4.72) and the substitution $b_{1} \rightarrow a$ is made, we obtain precisely the expressions for $f U$ and $V$ given by the Eqs. (2.7c) and (2.7d), respectively. Furthermore that the expressions for $\epsilon_{1}, \epsilon_{2}, m$, $p, T$, and $\widetilde{B}$ given by the Eqs.(4.19) and (4.54) when substituted in (2.5) yield the same expressions for the metric and selfdual Maxwell field after the transformation $u \rightarrow \frac{1}{2} u$, as that which is obtained from the Eqs. (2.7). We thus conclude that the general solution in the Case $A$ is given by a metric and Maxwell field of the form (2.5), where the functions appearing therein are given by the Eqs. (2.7).

Case $B_{-}$: A procedure similar to that employed in the preceeding case yields the relations

$$
\begin{align*}
& f_{3}=f_{4}=g_{3}=0, \quad g_{0}=k^{2} f_{2}+k^{4} \lambda-2 B_{0} \bar{B}_{0}  \tag{4.75a}\\
& g_{2}=-\left(f_{2}+2 k^{2} \lambda\right), \quad g_{4}=-\frac{1}{3} \lambda \tag{4.75b}
\end{align*}
$$

where $f_{0}, f_{1}, f_{2}$, and $g_{1}$ are arbitrary parameters. The resulting expressions for $f U$ and $V$ have exactly the same form as those given by the Eqs. (2.8c) and (2.8d), respectively. We also remark that the expressions for $\epsilon_{1}, \epsilon_{2}, m, p, T$, and $\widetilde{B}$ given by (4.31) and (4.57) yield the same expressions for the metric and self-dual Maxwell field as the corresponding quantities given by (2.8b) and (2.8e) after the substitutions $v \rightarrow-v$ and $x \rightarrow-x$ and appropriate parameter sign changes have been made. We conclude that the general solution in the Case $B_{-}$ is given by a metric and Maxwell field of the form (2.5), where the functions appearing therein are given by the Eqs. (2.8).

Case $B_{+}$: In this case we obtain the following relations between the parameters:

$$
\begin{align*}
& f_{3}=g_{3}=g_{4}=0, \quad f_{0}=l^{2} g_{2}+l^{2} \lambda+2 B_{0} \bar{B}_{0},  \tag{4.76a}\\
& f_{2}=-\left(g_{2}+2 l^{2} \lambda\right), \quad f_{4}=-\frac{1}{3} \lambda, \tag{4.76b}
\end{align*}
$$

where $f_{1}, g_{0}, g_{1}$, and $g_{2}$ are arbitrary parameters. These relations yield expressions for $f U$ and $V$ which have the same form as those given by ( 2.9 c ) and ( 2.9 d ). Furthermore, one obtains the same expressions for the metric and self-dual Maxwell field by substituting in (2.5a) and (2.5b) for $\epsilon_{1}, \epsilon_{2}, m$, $p, T$, and $B$ from the Eqs. (4.33) and (4.59) as one does by using the Eqs. (2.9) and making the substitution $l \rightarrow-l$. We conclude that the general solution in the Case $B_{+}$is given by a metric and Maxwell field of the form (2.5) where the functions appearing therein are given by the Eqs. (2.9).

Case C: In this case we have a coordinate system in which the Eqs. (4.45a) hold. However, we have to consider separately the four subcases already determined corresponding to the different possible forms of $T$ given in the Eqs. (4.45).

Subcase $C^{*}$ : The relations obtained in this subcase are
$f_{4}=2 B_{0} \bar{B}_{0}, \quad g_{0}=-\left(f_{0}+\frac{1}{3} \lambda\right)$,
$g_{1}=f_{1}, \quad g_{2}=-f_{2}, \quad g_{3}=f_{3}, \quad g_{4}=-2 B_{0} \bar{B}_{0}$,
where $f_{0}, f_{1}, f_{2}$, and $f_{3}$ are arbitrary parameters. The functions $f U$ and $V$ thus have the form

$$
\begin{align*}
& f U(w)=2 B_{0} \bar{B}_{0} w^{4}+f_{3} w^{3}+f_{2} w^{2}+f_{1} w+f_{0},  \tag{4.78}\\
& V(x)=-2 B_{0} \bar{B}_{0} x^{4}+f_{3} x^{3}-f_{2} x^{2}+f_{1} x-f_{0}-\frac{1}{3} \lambda . \tag{4.79}
\end{align*}
$$

When one substitutes for $\epsilon_{1}, \epsilon_{2}, m, p, T, f U, V$, and $B$ from the Eqs. (4.45a), (4.45b), (4.78), (4.79), and (4.61) in the expressions (2.5) for the metric and Maxwell field and performs the substitutions $u \rightarrow-\sqrt{2} v, v=-u / \sqrt{2}, x \rightarrow 1 / x$, and $B_{0} \rightarrow-B_{0}$, one obtains the same solution as that which arises from the Eqs. (2.10). We conclude that the general solution in the Case $C^{*}$ is given by a metric and Maxwell field of the form (2.5) where the functions appearing therein are given by the Eqs. (2.10).

Subcase $C_{-}$: We obtain the following relations between the parameters:

$$
\begin{align*}
& f_{3}=f_{4}=g_{1}=0, \quad g_{0}=-\frac{1}{3} \lambda, \quad g_{2}=-f_{2}, \\
& g_{4}=-2 B_{0} \bar{B}_{0}, \tag{4.80}
\end{align*}
$$

where $f_{0}, f_{1}, f_{2}$, and $g_{3}$ are arbitrary parameters. It follows that the functions $f U$ and $V$ have the form

$$
\begin{align*}
& f U(w)=f_{2} w^{2}+f_{1} w+f_{0}  \tag{4.81}\\
& V(x)=-2 B_{0} \bar{B}_{0} x^{4}+g_{3} x^{3}-f_{2} x^{2}-\frac{1}{3} \lambda . \tag{4.82}
\end{align*}
$$

When substitutions are made for $\epsilon_{1}, \epsilon_{2}, m, p, T, f U, V$, and $B$ from the Eqs. (4.45a), (4.45c), (4.81), (4.82), and (4.61) in the expressions (2.5) for the metric and the Maxwell field and the substitutions $u \rightarrow-v, v \rightarrow-u, x \rightarrow 1 / x$ are made one obtains the solution $B^{0}$ - given by the Eqs. (2.8) with $k=0$. We conclude that the solution $C^{0}$ - is a limiting case of the solution $B_{-}^{0}$ when $k=0$, a fact previously noted by Carter in the case $f \neq 0$.

Subcase $C_{+}$: The relations in this subcase are

$$
\begin{align*}
& f_{1}=g_{3}=g_{4}=0, \quad f_{0}=-\frac{1}{3} \lambda, f_{2}=-g_{2}, \\
& f_{4}=2 B_{0} \bar{B}_{0}, \tag{4.83}
\end{align*}
$$

where $g_{0}, g_{1}$, and $g_{0}$ are arbitrary parameters. It follows that the functions $f U$ and $V$ have the form

$$
\begin{align*}
& f U(w)=2 B_{0} \bar{B}_{0} w^{4}+f_{3} w^{3}-g_{2} w^{2}-\frac{1}{3} \lambda,  \tag{4.84}\\
& V(x)=g_{2} x^{2}+g_{1} x+g_{0} . \tag{4.85}
\end{align*}
$$

The solution which results from the substitution of the above expressions in the Eqs. (2.5) and the use of the Eqs. (4.45a), (4.45d), and (4.61) followed by the substitutions $u \rightarrow-u$, $w \rightarrow 1 / w, f_{3} \rightarrow f_{1}$ is the solution that arises from the Eqs. (2.5) and $(2.9)$ when $l=0$. We conclude that the solution $C_{+}^{0}$ is a limiting case of the solution $B_{+}^{0}$ when $l=0$.

Subcase $C^{00}$ : We have the relations

$$
\begin{align*}
& f_{3}=f_{4}=g_{3}=g_{4}=0,  \tag{4.86}\\
& f_{2}=2 B_{0} \bar{B}_{0}-\lambda, \quad g_{2}=-\left(2 B_{0} \bar{B}_{0}+\lambda\right), \tag{4.87}
\end{align*}
$$

where $f_{0}, f_{1}, g_{0}$, and $g_{1}$ are arbitrary parameters. It follows that $f U$ and $V$ have the form of (2.11c) and (2.11d), respectively. Moreover the expressions for $\epsilon_{1}, \epsilon_{2}, m, p, T$, and $B$ given by the Eqs. (4.45a), (4.45e), and (4.61) agree with the corresponding expressions (2.11) except for the sign of $B_{0}$. We thus conclude that the general solution in the Subcase $C^{\infty}$ is given by a metric and Maxwell field of the form (2.5) where the functions appearing therein are given by the Eqs. (2.11).

The classes of solutions enumerated above exhaust the solutions in the class $\mathfrak{D}$.

The solution $\widetilde{A}$ * of Theorem 2 is obtained from the solu-
tion $A^{*}$ defined by the Eqs. (2.7) by the coordinate transformation

$$
\begin{align*}
& u=b c^{-1}\left[\tilde{u}+\sec \gamma \csc \gamma\left(l^{2} \cos ^{2} \gamma-k^{2} \sin ^{2} \gamma\right) \tilde{v}\right]  \tag{4.88a}\\
& v=b c^{-1} \sec \gamma \csc \gamma \tilde{v}  \tag{4.88b}\\
& w=b(c \widetilde{w} \cos \gamma+k)  \tag{4.88c}\\
& x=b^{-1}(c \tilde{x} \sin \gamma+l) \tag{4.88d}
\end{align*}
$$

where $b, c, k, l$, and $\gamma$ are arbitrary parameters restricted for the present by the requirement that the transformation be nonsingular. The relations between the new parameters and the old are given by

$$
\begin{align*}
& \tilde{f}_{4}=b^{4}\left[a^{2}\left(2 B_{0} \bar{B}_{0}-f_{0}\right)-\frac{1}{3} \lambda\right],  \tag{4.89a}\\
& \tilde{f}_{3}=a b^{3} g_{1}+4 k \tilde{f}_{4},  \tag{4.89b}\\
& \tilde{f}_{2}=b^{2} f_{2}+3 a b^{3} k g_{1}+6 k^{2} \tilde{f}_{4},  \tag{4.89c}\\
& \tilde{f}_{1} \cos \gamma=b f_{1}+2 b^{2} k f_{2}+3 a b^{3} k^{2} g_{1}+4 k^{3} \tilde{f}_{4},  \tag{4.89d}\\
& c^{2} \tilde{f}_{0} \cos ^{2} \gamma=f_{0}+b k f_{1}+b^{2} k f_{2}+a b^{3} k^{3} g_{1}+k^{4} \tilde{f}_{4},  \tag{4.89e}\\
& \tilde{g}_{4}=-\left(a^{2} f_{0}+\frac{1}{3} \lambda\right),  \tag{4.89f}\\
& \tilde{g}_{3}=a b f_{1}+4 \tilde{g}_{4},  \tag{4.89~g}\\
& \tilde{g}_{2}=-b^{2} f_{2}+3 a b l f_{1}+6 l^{2} \tilde{g}_{4},  \tag{4.89~h}\\
& c \tilde{g}_{1} \sin \gamma=b^{3} g_{1}-2 b^{2} l f_{2}+3 a b l^{2} f_{1}+4 l^{3} \tilde{g}_{4},  \tag{4.89i}\\
& c^{2} \tilde{g}_{0} \sin ^{2} \gamma=b^{4} f_{0}-2 b^{4} B_{0} \bar{B}_{0}+b^{3} l g_{1}-b^{2} l^{2} f_{2} \\
& \quad+a b l^{3} f_{1}+l^{4} \tilde{g}_{4},  \tag{4.89j}\\
& \widetilde{B}_{0}=b^{2} B_{0} . \tag{4.89k}
\end{align*}
$$

When one eliminates the quantities $f_{i}$ and $g_{i}$ from the above equations one obtains the relations ( 2.6 h ) and (2.6i) and the expression (2.6j) where the tildes have been dropped. The $\widetilde{A}^{*}$ metric and self-dual 2 -form will clearly be a solution of the Einstein-Maxwell field equations for all values of the parameters for which the transformation (4.88) is nonsingular. Moreover, by the analyticity of the metric and Maxwell tensor components in the parameters the field equations will continue to hold even for parameter values for which the transformation (4.88) is singular. Thus the $\widetilde{A}^{*}$ metric and 2form will be a solution for the range of parameter values indicated in Theorem 2.

## 5. NULL ORBIT SOLUTIONS

These solutions may be determined by setting $f=0$ in each of the main special cases listed after Theorem 2, the results of which are given below.

Case $A^{*}$ : The Eq. (2.7c) implies the following relations when $f=0$ :
$a g_{1}=0, \quad f_{0}=f_{1}=f_{2}=0, \quad \lambda=3 a^{2}\left(2 B_{0} \bar{B}_{0}-f_{0}\right)$.
Subcase ( $a$ ): $a=0$. In this case, it is easily seen that one obtains the solution (2.14), for which by (2.79)

$$
\begin{equation*}
\Psi_{2}=\frac{1}{2}(w-i x)^{-3}\left[i g_{1}+B_{0} \bar{B}_{0}(w+i x)^{-1}\right] . \tag{5.2}
\end{equation*}
$$

This quantity is nonzero implying the solution is of type $D$ if $g_{1} \neq 0$ or $B_{0} \neq 0$.

Subcase ( $b$ ): $a \neq 0$. The Eqs. (5.1) imply

$$
\begin{equation*}
g_{1}=0, \quad \lambda=6 a^{2} B_{0} \bar{B}_{0} \tag{5.3}
\end{equation*}
$$

from which it follows by (2.7d) that

$$
\begin{equation*}
V(x)=-2 B_{0} \bar{B}_{0}\left(a^{2} x^{4}+1\right)<0 \tag{5.4}
\end{equation*}
$$

This is an impossibility ${ }^{83}$ since by Theorem 2 the function $V$ must be positive in order that the metric have the assumed minus two signature. Moreover, it may be verified by direct calculation the null orbit metric and Maxwell field (2.5) defined by the Eqs. (2.7b), (2.7e), and (5.4) do not satisfy the Einstein-Maxwell Eqs. (2.1).

Case $B_{-}^{0}$ : The Eq. (2.8c) implies

$$
\begin{equation*}
f_{0}=f_{1}=f_{2}=0 \tag{5.5}
\end{equation*}
$$

from which it follows by $(2.8 \mathrm{~d})$ that $V$ has the form $(2.15 \mathrm{c})$. We thus have obtained the null orbit solution (2.15) where by ( 2.8 g )

$$
\begin{align*}
\Psi_{2}= & \frac{1}{6}(k-i x)^{-3}\left[-8 k^{3} \lambda+3 i g_{1}\right. \\
& \left.+12 B_{0} \bar{B}_{0}(k+i x)^{-1}\right] \tag{5.6}
\end{align*}
$$

is nonzero implying a type $D$ solution if $k^{3} \lambda \neq 0$ or $g_{1} \neq 0$ or $B_{0} \neq 0$. By setting $k=0$ in (2.15) we obtain the null solution denoted by $C^{0}{ }_{-, 0}$.

Case $B_{+}^{0}$ : The Eq. (2.9c) implies

$$
\begin{equation*}
f_{1}=g_{2}=\lambda=B_{0}=0 \tag{5.7}
\end{equation*}
$$

from which it follows by $(2.9 \mathrm{~g})$ that

$$
\begin{equation*}
\Psi_{2}=0 \tag{5.8}
\end{equation*}
$$

The Eqs. (5.7) and (5.8) imply that the $B_{+}^{0}$ null orbit solution is flat.

Case $C^{*}$ : The Eqs. (2.10c) yield the relations

$$
\begin{equation*}
f_{0}=f_{1}=f_{2}=f_{3}=B_{0}=0 \tag{5.9}
\end{equation*}
$$

which by Eq. $(2.8 \mathrm{~g})$ implies

$$
\begin{equation*}
\Psi_{2}=0 \tag{5.10}
\end{equation*}
$$

which in turn implies that the solution is conformally flat. It follows from the above equations that the only nonvanishing curvature component is the cosmological constant $\lambda$. Thus the $C^{*}$ null orbit solution is a space of constant curvature.

Case $C^{00}$ : The Eqs. (2.11c) imply

$$
\begin{equation*}
f_{0}=f_{1}=0, \quad \lambda=2 B_{0} \bar{B}_{0} \tag{5.11}
\end{equation*}
$$

which equations are easily seen to yield the solution (2.17). By Eq. $(2.11 \mathrm{~g})$ this solution is type $D$ if $\lambda \neq 0$.

Since the classes of solutions $A^{*}, B_{-}^{0}, B_{+}^{0}, C^{*}$, and $C^{00}$ exhaust the class $\mathfrak{D}$ the solution $A_{0}$ given by (2.14), $B_{-, o}^{0}$ and $C^{0}{ }_{-.0}$ given by (2.15) and $C^{00}$ given by (2.17) constitute the only null orbit solutions in $\mathfrak{D}$.

## 6. PROOF OF THEOREM 4

When one substitutes in the Eq. (2.29) with $m=0$ for the metric tensor, the vector potential, the curvature scalar, and the function $\psi$ from the Eqs. (2.5a), (2.5c), (2.31), and ( 3.41 j ), respectively, one finds after considerable algebra that the nonseparable terms have the form
$N(w, x)=\frac{1}{12} e^{i(\alpha u+\beta v)} \psi_{1}(w) \psi_{2}(x) T^{3}(w, x) Z^{-1}(w, x) O(w, x)$,
where

$$
\begin{equation*}
O(w, x)=Z^{2}(w, x)\left\{f U(w)\left[\left(\epsilon_{1} p^{\prime}(w)\right)^{2}+\left(\epsilon_{1} m^{\prime}(x)\right)^{2}-2 \epsilon_{1} Z(w, x) p^{\prime \prime}(w)\right]+V(x)\left[\left(\epsilon_{2} m^{\prime}(x)\right)^{2}+\left(\epsilon_{2} p^{\prime}(w)\right)^{2}+2 \epsilon_{2} Z(w, x) m^{\prime \prime}(x)\right]\right\} \tag{6.1b}
\end{equation*}
$$

In the above expression the factor $T^{3} Z^{-1}$ is not of concern since it appears in every term of the equation and hence can be removed by division. Thus the real obstruction to separability is the last factor $O$ in the expression. A sufficient condition (which may not be necessary) for the existence of coordinates $w$ and $x$ such that this vanishes is that the type $D$ condition (2.32) or (4.2) is satisfied by the metric (2.5a). To see this, it is required to consider the same cases used in the proof of Theorem 2.

Case $A$ : It follows from the type $D$ condition (4.5) that a coordinate system exists in which $\epsilon_{1}, \epsilon_{2}, p$ and $m$ are given by (4.9) from which it follows easily that

$$
\begin{equation*}
O(w, x)=0, \tag{6.2}
\end{equation*}
$$

proving the result in this case.
Case $B_{-}$: It follows from the type $D$ condition (4.25) and the remaining coordinate freedom in $x$ that a coordinate system exists in which $\epsilon_{1}=0, \epsilon_{2}=-1$, and $p$ and $m$ are given by (4.36). The separability condition (6.2) follows immediately.

Case $B_{+}$: By an argument similar to the preceding case it may be shown that the condition (6.2) is satisfied on account of the Eqs. (4.33a).

Case $C$ : A coordinate system exists for which

$$
\begin{equation*}
\epsilon_{1}=1, \quad \epsilon_{2}=0, \quad p(w)=1, \quad m(x)=0 \tag{6.3}
\end{equation*}
$$

from which (6.2) follows at once.
This completes the proof of Theorem 4 in the case $m=0$ since, because of the type $D$ condition, the Eq. (2.29) has the separable form

$$
\begin{align*}
\left.e^{i(\alpha u}+\beta v\right) & T^{3} Z^{-1}\left(f U \psi_{2} \psi_{1}^{\prime \prime}+V \psi_{1} \psi_{2}^{\prime \prime}\right. \\
& +\left[f U^{\prime}-i\left(1-f^{2}\right) g^{-2}\left(\alpha p-\epsilon_{2} \beta\right)\right] \psi_{2} \psi_{1}^{\prime} \\
& +V \psi_{1} \psi_{2}^{\prime}+\left[g ^ { - 4 } U ^ { - 1 } ( \alpha p - \epsilon _ { 2 } \beta ) \left(f\left(\alpha \beta-\epsilon_{2} \beta\right)\right.\right. \\
& \left.-g^{2} e H\right)-\frac{1}{2} i g^{-2}\left(1-f^{2}\right) \alpha p^{\prime} \\
& +e H U^{-1}\left(f g^{-4} e H-g^{-2}\left(\alpha \beta-\epsilon_{2} \beta\right)\right) \\
& +\frac{1}{6} U^{\prime \prime}-V^{-1}\left(\epsilon_{1} \beta-\alpha m\right)\left(\epsilon_{1} \beta-\alpha m+e G\right) \\
& \left.\left.-e G V^{-1}\left(\epsilon_{1} \beta-\alpha m+e G\right)+\frac{1}{6} V^{\prime \prime}\right] \psi_{1} \psi_{2}\right\}=0 \tag{6.4}
\end{align*}
$$

where $g$ is given by (3.27). If $m \neq 0$ it is clear from the above and the form (2.31) that the equation is separable iff the function $Z T^{-2}$ has the form (2.22) that is iff Eq. (2.19) is satisfied, where we recall that $Z$ is given by Eq. (3.57d).

This completes the proof of Theorem 4.
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The exact solutions for perfect fluid plane symmetric cosmological models with cosmological constant are derived. It is also shown that under an appropriate transformation the $\Lambda=0$ and $\Lambda \neq 0$ cases are mathematically equivalent.
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## I. INTRODUCTION

For certain purposes spherical, plane, and hyperbolic static symmetries can be handled in the same foot if a generalized line element is considered (see, for instance, Ref. 1).

The aim of this article is to study Einstein gravitational field equations with cosmological constant for the mentioned symmetries when a perfect fluid is assumed to be the source of the gravitational field. The field equations for the generalized metric are obtained in Sec. II. In Sec. III we convert by an appropriate transformation the usual three-dimensional phase space ${ }^{2}$ into a two-dimensional one that is known to be more suitable for qualitative method analysis. ${ }^{2,3}$ The exact solutions for plane symmetry are derived in the fourth section. Finally a brief discussion of the results is given in the fifth section.

## II. FIELD EQUATIONS

The line element considered here is

$$
\begin{equation*}
d s^{2}=g^{2}(x) d w^{2}-d x^{2}-f^{2}(x)\left[d y^{2}+F(y) d z^{2}\right] \tag{2.1}
\end{equation*}
$$

which represents the most general static line element admitting spherical, plane, or hyperbolic transformations depending on whether $F(y)=\sin ^{2} y, 1$ or $e^{2 y}$, respectively.

The field equations to be studied are

$$
\begin{equation*}
G_{\mu \nu}+\Lambda g_{\mu \nu}=T_{\mu \nu} \tag{2.2}
\end{equation*}
$$

with

$$
\begin{align*}
& G_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R,  \tag{2.3}\\
& T_{\mu \nu}=(p+\rho) u_{\mu} u_{\nu}-p g_{\mu \nu}, \tag{2.4}
\end{align*}
$$

and $\Lambda$ is the cosmological constant. In expression (2.4) $\rho$ and $p$ are, respectively, the energy density and pressure of the fluid whose flow lines are tangent to the unit vector $u^{\mu}=(1 / g) \delta_{0}^{\mu}$.

The nonzero components of the curvature are

$$
\begin{align*}
& R_{00}=g g^{\prime \prime}+2(g / f) g^{\prime} f^{\prime}, \\
& R_{11}=-g^{\prime \prime} / g-2 f^{\prime \prime} / f, \\
& R_{22}=\left(R_{33} / F\right)=\epsilon(F)-f^{\prime 2}-f^{\prime \prime}-(f / g) f^{\prime} g^{\prime}, \tag{2.5}
\end{align*}
$$

with

$$
\epsilon(F) \equiv\left(\frac{\dot{F}}{2 F}\right)^{2}-\frac{\ddot{F}}{2 F}=\left\{\begin{array}{llc}
1, & \text { for } & F=\sin ^{2} y, \\
0, & \text { for } & F=1, \quad(2.6) \\
-1, & \text { for } & F=e^{2 y},
\end{array}\right.
$$

prime and dot meaning $x$ and $y$ differentiation, respectively. Also we have

$$
\begin{equation*}
R=-\frac{2}{f^{2}} \epsilon(F)+2 \frac{g^{\prime \prime}}{g}+4 \frac{f^{\prime \prime}}{f}+2 \frac{f^{\prime 2}}{f^{2}}+4 \frac{f^{\prime} g^{\prime}}{f g} \tag{2.7}
\end{equation*}
$$

The field equations (2.2) for the metric given by (2.1) become

$$
\begin{align*}
& 2 \frac{f^{\prime \prime}}{f}+\frac{f^{\prime 2}}{f^{2}}-\frac{1}{f^{2}} \epsilon=-\rho-\Lambda, \\
& \frac{f^{\prime 2}}{f^{2}}+2 \frac{f^{\prime} g^{\prime}}{f g}-\frac{1}{f^{2}} \epsilon=p-\Lambda  \tag{2.8}\\
& \frac{f^{\prime \prime}}{f}+\frac{g^{\prime \prime}}{g}+\frac{f^{\prime} g^{\prime}}{f g}=p-\Lambda
\end{align*}
$$

The compatibility of the system (2.8) is ensured if the Bianchi identities $G^{\mu v}{ }_{; v}=0$ are satisfied, i.e.,

$$
\begin{equation*}
(\rho+p)\left(g^{\prime} / g\right)+p^{\prime}=0 \tag{2.9}
\end{equation*}
$$

Equation (2.9) represents the equation of hydrostatic support.

## III. DIMENSIONAL REDUCTION OF PHASE SPACE

In a recent publication ${ }^{2}$ Collins devised a sophisticated change of variables under which the field equations (2.8) for $\epsilon=1$ are converted into a three-dimensional autonomous system. The extension to $\epsilon=0,-1$ is trivial and is reproduced in what follows.

By multiplying the first of the equations (2.8) times $f^{2} f^{\prime}$ and integrating over $x$ it is found that

$$
\begin{equation*}
f^{\prime 2}=\epsilon-m(f) / f \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{d m(f)}{d f}=(\rho+\Lambda) f^{2} \tag{3.2}
\end{equation*}
$$

Define
$M=m / 2 f, \quad D=\frac{1}{2} p f^{2}, \quad P=\frac{1}{2} p f^{2}$,
$\lambda=\frac{1}{2} \Lambda f^{2}, \quad t=\ln f$.
When the equation of state is

$$
\begin{equation*}
p=(\gamma-1) \rho, \tag{3.3}
\end{equation*}
$$

the system (2.8) becomes

$$
\begin{align*}
\frac{d D}{d t} & =\frac{D}{\epsilon-2 M}\left[2 \epsilon-M\left(\frac{5 \gamma-4}{\gamma-1}\right)-\gamma D+\frac{\lambda \gamma}{\gamma-1}\right] \\
\frac{d M}{d t} & =D+\lambda-M  \tag{3.4}\\
\frac{d \lambda}{d t} & =2 \lambda
\end{align*}
$$

from which a qualitative analysis on the footsteps of Ref. 2 follows.

As it is asserted in Ref. 2 the system (3.4) (with $\epsilon=1)^{\text {"...generalizes that considered previously, wherein }}$ $\Lambda=0($ so $\lambda=0) .{ }^{3}$

However, without loss of generality, $\Lambda$ can be put always equal to zero.

In fact the redefinition of the pressure and the energy density as

$$
\begin{equation*}
\tilde{p}=p-\Lambda, \quad \tilde{\rho}=\rho+\Lambda \tag{3.5}
\end{equation*}
$$

transforms Eq. (2.8) and (2.9) into an equivalent system with $\Lambda=0$.

Now twirls can be dropped keeping in mind that the $\Lambda \neq 0$ case is already included. The system is now treatable as it was done in Ref. 3 for $\epsilon=1$.

The property herein demonstrated is not a peculiarity of the symmetries but of the $T_{\mu \nu}$ given by (2.4) as can be easily proved.

## IV. EXACT PLANE SYMMETRIC SOLUTIONS $(\epsilon=0)$

When $\epsilon=0$ Eq. (3.1) reads

$$
\begin{equation*}
f^{\prime 2}=-m(f) / f \tag{4.1}
\end{equation*}
$$

Combining the last expression with the second Eq. (2.8) (for $\epsilon=0$ ) and with Eq. (2.9) one obtains

$$
\begin{equation*}
-\frac{m}{f^{3}}+\frac{2 m}{f^{2}} \frac{d p}{d f} \frac{1}{\rho+p}=p \tag{4.2}
\end{equation*}
$$

$$
\text { As } m=m(f) \text { and }
$$

$$
\begin{equation*}
\rho=\frac{1}{f^{2}} \frac{d m(f)}{d f} \tag{4.3}
\end{equation*}
$$

Eq. (4.2) is a differential equation for $p=p(f)$. Moreover it is always possible to define a function $G=G(f)$ as follows:

$$
\begin{equation*}
G(f) \equiv m(f) / p(f) \tag{4.4}
\end{equation*}
$$

Then (4.2)-(4.4) yield

$$
\begin{equation*}
\frac{1}{p} \frac{d p}{d f}=\frac{\left(f^{2}+d G / d f\right)\left(f^{3}+G\right)}{G\left(f^{3}-G\right)} \tag{4.5}
\end{equation*}
$$

which can be integrated at once if $G$ is given.
In fact,

$$
\begin{equation*}
p(f)=p_{0} \exp \left(\int \frac{\left(f^{2}+d G / d f\right)\left(f^{3}+G\right)}{G\left(f^{3}-G\right)} d f\right) \tag{4.6}
\end{equation*}
$$

where $p_{0}$ is an integration constant.
From $p=p(f)$ thus determined $\rho(f)$ can be readily obtained if Eq. (4.3) and (4.4) are used:

$$
\begin{equation*}
\rho(f)=\frac{1}{f^{2}}\left(p \frac{d G}{d f}+\frac{d p}{d f} G\right) \tag{4.7}
\end{equation*}
$$

The expressions (4.6) and (4.7) for $p(f)$ and $\rho(f)$ constitute the parametric equation of state.

Equation (2.9) can be directly integrated for $g$ after $p(f)$ and $\rho(f)$ have been found:

$$
\begin{equation*}
g(f)=g_{0} \exp \left(-\int \frac{d p / d f}{\rho+p} d f\right) \tag{4.8}
\end{equation*}
$$

$g_{0}$ being an integration constant.
Finally to recover the original variable $x$ we proceed as follows: when $G(f)$ is given and consequently $p(f)$ is determined through (4.6), $m(f)$ can be constructed from the relation (4.4). Besides, Eq. (4.1) can be integrated giving

$$
\begin{equation*}
x=\int \sqrt{-\frac{f}{m(f)}} d f \tag{4.9}
\end{equation*}
$$

which determines implicitly the metric coefficient $f$ in terms of $x$.

## V. DISCUSSION

A crucial step in the integration of the field equations is constituted by the definition of the function $G(f)$. As it was demonstrated, once $G$ is fixed, $p$ and $\rho$ can be determined so that $G$ contains the equation of state. For instance if $G$ is selected to be proportional to $f^{3}$ (constant of proportionality $\alpha$ different from 0,1$) p(f)$ and $\rho(f)$ are found to be proportional to $f^{r}$ (varying $\alpha, r$ can take any value). Consequently the equation of state is of the form $p=(\gamma-1) p$. It can also be found that in this case $f$ (and therefore $p$ and $p$ ) decreases as $x^{-2}$.

It is possible to argue that other functions rather than $G$ can be accommodated to make Eq. (2.8) and (2.9) solvable. However this does not happen to be the case. The other functions we have at hand are $\rho$ and $p$. If $\rho=\rho(f)$ is fixed, then Eq. (4.2) becomes a generalized Riccati equation. ${ }^{4}$ Conversely, when $p=p(f)$ is given, Eq. (4.2) can be identified as an Abel equation of the first kind. ${ }^{4}$ Both types of equations are solvable only in few special cases (i.e., for few $\rho$ or $p$ choices) so integration can be carried out just for exceptional selections. ${ }^{4}$

On the other hand the procedure exhibited here allows one to solve the field equations (2.8) and their compatibility condition (2.9) with three quadratures [see (4.6), (4.8), and (4.9)].
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Solutions of Einstein equation for fluids with heat flow are obtained, generalizing the results of Bergmann.
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## 1. INTRODUCTION

Consider Einstein's equation of general relativity for a fluid with heat flow having energy-momentum tensor

$$
\begin{equation*}
T^{\alpha \beta}=(\rho+p) v^{\alpha} v^{\beta}-p q^{\alpha \beta}+q^{\alpha} v^{\beta}+q^{\beta} v^{\alpha} \tag{1}
\end{equation*}
$$

where $q_{\alpha} \mathrm{v}^{\alpha}=0$, with the line element

$$
\begin{equation*}
d S^{2}=A^{2} d t^{2}-B^{2}\left(d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}\right) \tag{2}
\end{equation*}
$$

where $A$ and $B$ can be functions of $t$ and $r$.
Einstein's equation with (1) and (2) have been reduced by Bergmann ${ }^{1}$ to

$$
\begin{equation*}
A^{\prime \prime}+2\left(F^{\prime} / F\right) A^{\prime}-\left(F^{\prime \prime} / F\right) A=0 \tag{3}
\end{equation*}
$$

where $F=B^{-1}$ and dots and primes denote differentiation with respect to $t$ and $x=r^{2}$, respectively. Bergmann found a simple solution with $A=1$. We are looking here for general solutions. The radial component of the heat flow is given by

$$
\begin{equation*}
q=\left(\frac{4 r}{G B^{2}}\right)\left(\frac{\dot{B}}{A B}\right)^{\prime} \tag{4}
\end{equation*}
$$

where $G$ is the constant of gravitation.

## 2. SOLUTIONS

Case 1: $A^{\prime \prime}=0$ :
$\therefore A^{\prime}=Q(t) \quad$ and $\quad A=Q(t) x+P(t)$.
Equation (3) becomes
$2 Q F^{\prime}-Q x F^{\prime \prime}-P F^{\prime \prime}=0$.
Integrating and dividing throughout by $(Q x+P)^{4}$, we get

$$
\left(\frac{F}{Q x+P}\right)^{\prime}+\frac{h(t)}{(Q x+P)^{4}}=0 .
$$

Further integration yields

$$
F=h / 3 Q+(Q x+P)^{3} L
$$

i.e.,

$$
\begin{equation*}
B=F^{-1}=\left[h / 3 Q+(Q x+P)^{3} L\right]^{-1} \tag{6}
\end{equation*}
$$

where $h, Q, P, L$ are all functions of $t$.
Equations (5) and (6) can be used to find the value of $q$.
Case 2: $A^{\prime \prime} \neq 0$ : By Eq. (3) $F^{\prime} \neq 0$ so that one can express $A$ as
$A=A(F, t) ; \quad \therefore A^{\prime}=A_{F} F^{\prime} \quad A^{\prime \prime}=A_{F F} F^{\prime 2}+A_{F} F^{\prime \prime}$.

So Eq. (3) for this case reduces to

$$
\frac{A_{F F}+2 A_{F} / F}{A_{F}-A / F} d F+\frac{d F^{\prime}}{F^{\prime}}=0 .
$$

Integrating

$$
\int\left[\frac{A_{F F}+2 A_{F} / F}{A_{F}-A / F}\right] d F+\log F^{\prime}=e^{\alpha(t)}
$$

or

$$
\exp \int\left[\frac{A_{F F}+2 A_{F} / F}{A_{F}-A / F} d F\right]=\alpha(t) \frac{d x}{d F}
$$

Integrating once again, we get

$$
\begin{equation*}
\int\left[\exp \int\left(\frac{A_{F F}+2 A_{F} / F}{A_{F}-A / F} d F\right)\right] d F=\alpha(t) x+\beta(t) . \tag{8}
\end{equation*}
$$

If $A$ is given as a function of $F$ and $t$, then the integral can be evaluated and hence the solution can be obtained.
Nevertheless, for a particular case simple solutions are obtained as follows.

Consider $F^{\prime \prime}=m F$, where $m$ is a function of time alone. So Eq. (3) can be written as

$$
\begin{equation*}
\frac{U^{\prime \prime}}{U}=2 \frac{F^{\prime \prime}}{F}= \pm k^{2}(\text { function of time }) \tag{9}
\end{equation*}
$$

where

$$
\begin{align*}
& U=A F  \tag{10}\\
& \therefore \quad U^{\prime \prime}= \pm k^{2} U . \tag{11}
\end{align*}
$$

Solutions of Eq. (11) are given below:
(i) $U=C_{1} e^{k x}+D_{1} e^{-k x}$, when $m$ is positive ( $m=k^{2}$ );
(ii) $U=C_{1} \cos (k x)+\mathrm{D}_{1} \sin (k x)$, when $m$ is negative
$\left(-m=k^{2}\right)$;
(iii $U=q x+r$, when $m$ is zero.
(i) When $m$ is positive,
$\therefore 2 F^{\prime \prime} / F=k^{2}$ from Eq. (9);
$\therefore F=C_{2} e^{k x / \sqrt{2}}+D_{2} e^{-k x / \sqrt{2}}$.
Again, from (10) and (i)

$$
A F=U=C_{1} e^{k x}+D_{1} e^{-k x}
$$

$$
\begin{equation*}
\therefore \quad A=\frac{C_{1} e^{k x}+D_{1} e^{-k x}}{C_{2} e^{k x / \sqrt{2}}+D_{2} e^{-k x / \sqrt{2}}} \tag{13}
\end{equation*}
$$

and

$$
B=F^{-1}=\frac{1}{C_{2} e^{k x / \sqrt{2}}+D_{2} e^{-k x / \sqrt{2}}},
$$

where $C_{1}, D_{1}, C_{2}, D_{2}$, and $k$ are all functions of time.
Equation (13) can be used to evaluate $q$.
(ii) When $m$ is negative $\left(-m=k^{2}\right)$,

$$
\begin{align*}
& \therefore \quad 2 F^{\prime \prime} / F=-k^{2} \quad \text { [from Eq. (9)] } \\
& \therefore \quad F=C_{3} \cos (k x / \sqrt{2})+D_{3} \sin (k x / \sqrt{2}) . \tag{14}
\end{align*}
$$

## Again,

$A F=U=C_{1} \cos (k x)+D_{1} \sin (k x)$ from Eq. (10) and (ii),

$$
\therefore \quad A=\frac{C_{1} \cos (k x)+D_{1} \sin (k x)}{C_{3} \cos (k x / \sqrt{2})+D_{3} \sin (k x / \sqrt{2})}
$$

and

$$
B=F^{-1}=\frac{1}{C_{3} \cos (k x / \sqrt{2})+D_{3} \sin (k x / \sqrt{2})}
$$

where $C_{1}, D_{1}, C_{3}, D_{3}$, and $k$ are all functions of time.
Equation (15) can be used to evaluate $q$.
(iii) When $m$ is zero (i.e., $k^{2}=0$ )

$$
\therefore \quad 2 F^{\prime \prime} / F=0 \text { from Eq. (9), }
$$

i.e.,

$$
\begin{align*}
& F^{\prime \prime}=0, \quad F^{\prime}=k(t) \\
& F=k(t) x+C(t)
\end{align*}
$$

Substituting this in Eq. (3), we get

$$
k x \frac{d}{d x}\left(\frac{d A}{d x}\right)+C \frac{d}{d x}\left(\frac{d A}{d x}\right)+2 k \frac{d A}{d x}=0
$$

Integration yields
$k x d A+k A d x+C d A=f(t) d x$.
Integrating again, we get

$$
\begin{equation*}
A=\frac{f(t) x+g(t)}{k(t) x+C(t)}+B=F^{-1}=\frac{1}{k(t) x+C(t)} . \tag{17}
\end{equation*}
$$

Equation (17) can be used to find the value of $q$.

## 3. CONCLUSION

Summarily, the present paper gives the complete set of solutions of Eq. (3) either explicitly or implicitly. For $A^{\prime \prime}=0$, solutions have been obtained explicitly and are given by (5) and (6). For $A " \neq 0$ solutions are given implicitly by (8). However, some explicit solutions can be obtained for
$F^{\prime \prime}= \pm \frac{1}{2} k^{2} F$ [Eq. (13)], for $F^{\prime \prime}=\frac{1}{2} k^{2} F$ [Eq. (15)], and for $F^{\prime \prime}=0$ [Eq. (17)].

It has already been stated that the solution of (3) give the solutions of Einstein equation for the metric (2) and energymomentum tensor (1), where $B=F^{-1}$ and $q$ is the heat flow given by (4). Having obtained these solutions, it remains to be shown that they are physically acceptable. Certain energy conditions have to be satisfied, especially, that the energy density be positive everywhere.
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Among several authors, who studied massive and massless scalar meson fields in general relativity, attempts to obtain a complete set of solutions for a conformally flat metric $e^{\psi}\left(d x^{1^{2}}\right.$ $\left.+d x^{2^{2}}+d x^{3^{2}}-d x^{4^{2}}\right)$ were made by Ray for massive and massless mesons and Gursay for massless mesons. Both of them concluded that $\psi$ must be a function of $K_{0}\left(x^{1^{2}}+x^{2^{2}}+x^{3^{2}}-x^{4^{2}}\right)$ $+K_{1} x^{1}+K_{2} x^{2}+K_{3} x^{3}+K_{4} x^{4}$ where $K_{0}, K_{1}, K_{2}, K_{3}, K_{4}$ are all constants. Both Ray and Gursay, however, overlooked an important particular case, which is studied here. As a by-product certain equations obtained by Auria and Regge in connection with "Gravitational theories with asymptotic flat instantons," are solved under less restrictive assumptions.
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## I. INTRODUCTION

In general relativity the field equations for a scalar meson field are given by

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=-\left[\phi_{, \mu} \phi_{, \nu}-\frac{1}{2} g_{\mu \nu}\left(\phi_{, \alpha} \phi^{, \alpha}-m^{2} \phi^{2}\right)\right] \tag{1.1}
\end{equation*}
$$

where $K=1$ and $\phi$ is the meson field and $m$ is the meson mass and $\phi_{, \mu}=\partial \phi / \partial x^{\mu}$, and so on. Equation (1.1) can be rewritten as

$$
\begin{equation*}
R_{\mu \nu}=-\phi_{\mu} \phi_{\nu \nu}+\frac{1}{2} g_{\mu \nu} m^{2} \phi^{2} \tag{1.2}
\end{equation*}
$$

For a conformally flat metric

$$
g_{\mu v}=e^{\psi} \eta_{\mu v}
$$

where

$$
\begin{aligned}
\eta_{\mu v} & =0 \text { for } \mu \neq v \\
& =1 \text { for } \mu=v=1,2,3 \\
& =-1 \text { for } \mu=v=4
\end{aligned}
$$

$R_{\mu \nu}$ takes the form

$$
\begin{equation*}
R_{\mu v}=\psi_{, \mu v}-\frac{1}{2} \psi_{, \mu} \psi_{, v}+\frac{1}{2} \eta_{\mu v} x, \tag{1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi=\psi_{, 11}+\psi_{, 22}+\psi_{, 33}-\psi_{, 44}+\psi_{, 1}^{2}+\psi_{, 2}^{2}+\psi_{, 3}^{2}-\psi_{, 4}^{2} . \tag{1.4}
\end{equation*}
$$

The coupled equations (1.2)-(1.4) form the complete set of equations for a scalar meson field in a conformally flat space in general relativity. In order to simplify these equations and to study the properties of their solutions Ray ${ }^{1}$ noted that for $\phi=$ const the solution of the above-mentioned set of coupled equations is found quite simply, while for $\phi \neq$ const, the coupled equations lead to

$$
\begin{align*}
& \left(e^{-\psi / 2}\right)_{, \mu}=\eta P_{, \mu}+\rho Q_{, \mu},  \tag{1.5a}\\
& \frac{1}{2} e^{-\psi / 2} \phi_{, \mu}=\eta_{. \phi} P_{, \mu}+\rho_{, \phi} Q_{, \mu},  \tag{1.5b}\\
& 2 \eta_{. \phi \phi}+\eta=\xi(\phi) \eta_{. \phi},  \tag{1.6a}\\
& 2 \rho_{. \phi \phi}+\rho=\xi(\phi) \rho_{, \phi}, \tag{1.6b}
\end{align*}
$$

where $\eta=\eta(\phi)$ and $\rho=\rho(\phi)$ and $^{2}$

$$
\begin{align*}
P= & A x^{1}+A^{\prime} x^{4},  \tag{1.7a}\\
Q= & \frac{1}{2} B\left(x^{1^{2}}+x^{2^{2}}+x^{3^{2}}-x^{4^{2}}\right) \\
& +B_{1} x^{1}+B_{2} x^{2}+B_{3} x^{3}+B_{4} x^{4}, \tag{1.7b}
\end{align*}
$$

where $A, A^{\prime}, B, B_{1}, B_{2}, B_{3}, B_{4}$ are constants. From (1.5) Ray ${ }^{\text {t }}$ obtained

$$
\begin{equation*}
2 \exp \left(-\frac{\epsilon}{2}\right)\left(\frac{\rho_{. \phi} \eta}{\eta_{\phi}}-\rho\right)=\frac{f^{\prime}(Q)}{\exp (f(Q) / 2)} \tag{1.8}
\end{equation*}
$$

where $\epsilon=\int \eta d \phi / \eta_{, \phi}$ and $f$ is a function of $Q$.
Since the left-hand side of Eq. (1.8) is a function of $\phi$ and the right-hand side of Eq. (1.8) is a function of $Q$, it was argued by Ray ${ }^{1}$ that from Eq. (1.8) one gets $\phi=\phi(Q)$. However, it is obvious from Eq. (1.8) that there arises another possibility which is

$$
\begin{equation*}
2 \exp \left(-\frac{\epsilon}{2}\right)\left(\frac{\rho_{\phi} \eta}{\eta_{\phi}}-\rho\right)=\frac{f^{\prime}(Q)}{\exp (f(Q) / 2)}=K^{\prime} \tag{1.9}
\end{equation*}
$$

where $K^{\prime}$ is a constant. In this case $\phi$ need not be a function of $Q$. In the present paper we shall see whether this previously left out possibility of $\phi$ not being a function of $Q$ leads to some new solutions. Also we explore whether the results obtained here can be suitably modified so as to be applied in the case of gravitational instantons (Sec. III).

## II. NEW SOLUTIONS FOR SCALAR MESON FIELD

In search of solutions that may have been left out by Ray ${ }^{1}$ we require that

$$
\begin{equation*}
\eta_{, \phi} \neq 0 \quad \text { and } \quad \rho_{, \phi} / \eta_{, \phi} \neq \text { const. } \tag{2.1}
\end{equation*}
$$

Also

$$
\begin{equation*}
Q_{, \mu} \neq 0 \quad \text { and } \quad P_{, \mu} / Q_{, \mu} \neq \text { const. } \tag{2.2}
\end{equation*}
$$

The reason for making these requirements is that, if Eq. (2.1) is not satisfied from Eq. (1.5b), one gets

$$
\phi=\phi\left(K P+K^{\prime} Q\right),
$$

where $K$ and $K^{\prime}$ are constants.
In view of Eq. (1.7), the above equation is essentially of the same form as $\phi=\phi(Q)$. Similarly if Eq. (2.2) holds from

Eq. (1.5b) one gets $\phi=\phi(Q)$. Since all the solutions of the form $\phi=\phi(Q)$ are already given by Ray, ${ }^{1}$ there is no need to look for such solutions. Now from Eq. (1.5) one can write

$$
\begin{array}{ll}
\psi=\psi(P, Q), & \phi=\phi(P, Q) \\
\left(e^{-\psi / 2}\right)_{, P}=\eta, & \left(e^{-\psi / 2}\right)_{, Q}=\rho  \tag{2.3}\\
\frac{1}{2} e^{--\psi / 2} \phi_{, P}=\eta_{\cdot \phi}, & \frac{1}{2} e^{-\psi / 2} \phi_{, Q}=\rho_{. Q}
\end{array}
$$

$\phi=$ const surfaces are given by

$$
\eta_{\phi} d P+\rho_{\phi} d Q=0
$$

Integrating, treating $\phi$ as constant,

$$
\begin{equation*}
\eta_{\phi} P+\rho_{\phi} Q=\lambda_{\phi} . \tag{2.4}
\end{equation*}
$$

From Eqs. (2.1) and (2.2) we get

$$
(\eta P+\rho Q)_{\mu}=\lambda_{\phi} \phi_{\mu}+\left(e^{-\psi / 2}\right)_{\mu} .
$$

Integrating and absorbing the constant of integration we get

$$
\begin{equation*}
\eta P+\rho Q=\lambda+e^{-\psi / 2} \tag{2.5}
\end{equation*}
$$

Differentiating Eq. (2.4) with respect to $P$, we get

$$
\left(\eta_{\phi \phi} P+\rho_{\phi \phi} Q-\lambda_{\phi \phi}\right) \phi_{P}+\eta_{\phi}=0
$$

From Eq. (2.3) we obtain

$$
\left(2 \lambda_{\phi \phi}+\lambda\right)-\left(2 \eta_{\phi \phi}+\eta\right) P-\left(2 \rho_{\phi \phi}+\rho\right) Q=0 .
$$

From Eqs. (1.6) and (2.2) we get

$$
\begin{equation*}
2 \lambda_{\phi \phi}+\lambda=\xi(\phi) \lambda_{\phi} . \tag{2.6}
\end{equation*}
$$

From Eqs. (1.6) and (2.6), $\eta, \rho$, and $\lambda$ are found to be the solutions of the same ordinary linear second-order differential equation, and since in view of Eq. (2.1) $\eta$ and $\rho$ are linearly independent, there exists $D$ and $D^{\prime}$ such that
$\lambda=\eta D+\rho D^{\prime}$ where $D$ and $D^{\prime}$ are constants.
From Eqs. (2.4) and (2.6)

$$
\begin{align*}
& \eta_{\phi}(P-D)+\rho_{\phi}\left(Q-D^{\prime}\right)=0  \tag{2.7a}\\
& \eta(P-D)+\rho\left(Q-D^{\prime}\right)=e^{-\psi / 2} \tag{2.7~b}
\end{align*}
$$

Now Eq. (1.9) gives

$$
2 e^{-\epsilon / 2}\left(\rho_{\phi} \eta / \eta_{\phi}-\rho\right)=K^{\prime} .
$$

Substituting $\eta$ and $\eta_{\phi}$ from Eq. (2.7) and simplifying we get

$$
\begin{equation*}
e^{\psi / 2}=\left(2 / K^{\prime}\left(D^{\prime}-Q\right)\right) e^{-\epsilon / 2} . \tag{2.8}
\end{equation*}
$$

Now differentiating Eq. (2.7a) with respect to $\phi$ and using (1.5b) we get

$$
\frac{1}{2} e^{-\psi / 2}+(P-D) \eta_{\phi \phi}=\left(D^{\prime}-Q\right) \rho_{\phi \phi}
$$

Now substituting $e^{-\psi / 2}$ from Eq. (2.8) we have

$$
\begin{equation*}
(P-D) \eta_{\phi \phi}=\left(D^{\prime}-Q\right)\left[\rho_{\phi \phi}-\frac{K^{\prime} e^{\epsilon / 2}}{4}\right] \tag{2.9}
\end{equation*}
$$

From Eqs. (2.9) and (2.7) we get

$$
\begin{equation*}
\eta_{\phi \phi} \rho_{\phi}=\eta_{\phi} \rho_{\phi \phi}-\eta_{\phi} K^{\prime} e^{\epsilon / 2} / 4 \tag{2.10}
\end{equation*}
$$

Let

$$
\begin{equation*}
P-D=P^{\prime} \quad \text { and } \quad Q-D^{\prime}=Q^{\prime} \tag{2.11a}
\end{equation*}
$$

so that

$$
\begin{equation*}
\alpha=P^{\prime} / Q^{\prime} \tag{2.11b}
\end{equation*}
$$

where

$$
\begin{equation*}
P^{\prime}=A x^{1}+A^{\prime} x^{4}-D \tag{2.11c}
\end{equation*}
$$

and

$$
\begin{align*}
Q^{\prime}= & \frac{1}{2} B\left(x^{1^{2}}+x^{2^{2}}+x^{3^{2}}-x^{4^{2}}\right) \\
& +B_{1} x^{1}+B_{2} x^{2}+B_{3} x^{3}+B_{4} x^{4}-D^{\prime} . \tag{2.11d}
\end{align*}
$$

Also

$$
\begin{equation*}
\phi=\phi(\alpha) . \tag{2.11e}
\end{equation*}
$$

Now,

$$
\phi_{, \mu}=\frac{\phi_{\alpha} P_{\mu}^{\prime}}{Q^{\prime}}-\frac{P^{\prime}}{Q^{\prime 2}} \phi_{\alpha} Q_{\mu}^{\prime}
$$

Comparing the above equation with Eq. (1.5b) and noting that $P$ and $P^{\prime}$ differ by a constant and likewise $Q$ and $Q^{\prime}$, we get

$$
\begin{align*}
& 2 e^{\psi / 2} \eta_{\phi}=\phi_{\alpha} / Q^{\prime}  \tag{2.12a}\\
& 2 e^{\psi / 2} \rho_{\phi}=-\left(P^{\prime} / Q^{\prime 2}\right) \phi_{\alpha} \tag{2.12b}
\end{align*}
$$

The general scalar meson field equation is

$$
\begin{equation*}
-2 e^{\psi / 2}\left(e^{-\psi / 2}\right)_{\mu \nu}=-\phi_{\mu} \phi_{\nu}+\frac{1}{2} g_{\mu \nu} m^{2} \phi^{2} \tag{2.13}
\end{equation*}
$$

From Eq. (2.12a) we get

$$
\begin{align*}
\left(e^{-\psi^{\prime} / 2}\right)_{\mu \nu}= & \frac{Q_{\mu \nu}^{\prime}}{F}-\frac{F_{\alpha}}{F^{2}}\left(Q_{\mu}^{\prime} \alpha_{\nu}+Q_{\nu}^{\prime} \alpha_{\mu}+Q^{\prime} \alpha_{\mu \nu}\right) \\
& +\frac{Q^{\prime} \alpha_{\mu} \alpha_{v}}{F^{2}}\left(2 \frac{F_{\alpha}^{2}}{F}-F_{\alpha \alpha}\right) \tag{2.14}
\end{align*}
$$

where

$$
\begin{equation*}
F=\frac{\phi_{\alpha}}{2 \eta_{\phi}}=Q^{\prime} e^{\psi / 2} \tag{2.15}
\end{equation*}
$$

Case I: Let $\mu \neq v$. Equation (2.13) becomes

$$
\begin{align*}
\alpha_{\mu} \alpha_{\nu} & {\left[\frac{Q^{\prime}}{F^{2}}\left(2 \frac{F_{\alpha}^{2}}{F}-F_{\alpha \alpha}\right)-\frac{Q^{\prime}}{2 F} \phi_{\alpha}^{2}\right] } \\
& =\frac{F_{\alpha}}{F^{2}}\left(Q_{\mu}^{\prime} \alpha_{v}+Q_{\nu}^{\prime} \alpha_{\mu}+Q^{\prime} \alpha_{\mu \nu}\right) \tag{2.16}
\end{align*}
$$

From Eq. (2.11) we get

$$
\left(\alpha Q^{\prime}\right)_{\mu \nu}=P_{\mu \nu}^{\prime}=0 \quad(\text { for } \mu \neq \nu)
$$

which gives

$$
Q_{\mu}^{\prime} \alpha_{v}+Q_{\nu}^{\prime} \alpha_{\mu}+Q^{\prime} \alpha_{\mu \nu}=0 \quad(\text { for } \mu \neq \nu)
$$

From Eq. (2.16) we get

$$
\begin{equation*}
\frac{1}{F}\left(2 \frac{F_{\alpha}^{2}}{F}-F_{\alpha \alpha}\right)-\frac{1}{2} \phi_{\alpha}^{2}=0 . \tag{2.17}
\end{equation*}
$$

Case II: Let $\mu=v$. Using equations (2.13) and (2.17) it can easily be shown that the field equation for $\mu=v$ turns out to be

$$
\begin{equation*}
\frac{F_{\alpha}}{F}(A-B \alpha)=B+\frac{F^{2} m^{2} \phi^{2}}{4 Q^{\prime}} \tag{2.18}
\end{equation*}
$$

Now, since $A, B, m$ are constants, $F$ and $\phi$ are functions of $\alpha$ and $Q^{\prime}$ is not a function of $\alpha$. So Eq. (2.18) can hold only if $m=0$. So Eqs. (2.18) and (2.17) give

$$
\begin{align*}
& F=C /(A-B \alpha)  \tag{2.19a}\\
& \phi=2 \sqrt{2} \log (A-B \alpha)
\end{align*}
$$

where

$$
\begin{equation*}
\alpha=\frac{P^{\prime}}{Q^{\prime}}=\frac{A x^{1}+A^{\prime} x^{4}-D}{\frac{1}{2} B\left(x^{1^{2}}+x^{2^{2}}+x^{3^{2}}-x^{4^{2}}\right)+B_{1} x^{1}+B_{2} x^{2}+B_{3} x^{3}+B_{4} x^{4}-D^{\prime}} \tag{2.19b}
\end{equation*}
$$

and $A, B, C$ are all constants.

## III. APPLICATION TO THE CASE OF GRAVITATIONAL THEORIES WITH ASYMPTOTIC FLAT INSTANTONS

In a recent paper in connection with "Gravitational theories with asymptotic flat instantons" Auria and Regge ${ }^{3}$ have sought to obtain a conformally flat solution of

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=\frac{3}{8}\left(\partial_{\mu} \phi \partial_{\nu} \phi-\frac{1}{2} g_{\mu \nu} \partial^{\alpha} \phi \partial_{\alpha} \phi\right)-\frac{3}{8} g_{\mu \nu} M(\phi), \tag{3.1}
\end{equation*}
$$

where

$$
\phi_{\mu}^{; \mu}=\frac{1}{2} \delta M / \partial \phi
$$

where the metric is in the form $(++++)$. Auria and Regge ${ }^{3}$ assumed

$$
\begin{equation*}
g_{\mu v}=e^{\psi}\left(d x^{1^{2}}+d x^{2^{2}}+d x^{3^{2}}+d x^{4^{2}}\right) \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi=\psi\left(x^{1^{2}}+x^{2^{2}}+x^{3^{3}}+x^{4^{2}}\right) . \tag{3.3}
\end{equation*}
$$

However, proceeding as in the paper by Ray ${ }^{1}$ and the present paper, it is easy to see that for solutions of Eq. (3.1) of the form Eq. (3.2) unless $M(\phi)=0, \psi$ can be expressed as a function of either $x^{1^{2}}+x^{2^{2}}+x^{3^{2}}+x^{4^{2}}$ or $K_{1} x^{1}+K_{2} x^{2}+K_{3} x^{3}+K_{4} x^{4}$ where $K_{1}, K_{2}, K_{3}, K_{4}$ etc. are constant. However, if $\psi$ is a function of
$K_{1} x^{1}+K_{2} x^{2}+K_{3} x^{3}+K_{4} x^{4}$, it is obvious that the solution cannot be asymptotically flat. Hence $\psi$ must be a function of $x^{1^{2}}+x^{2^{2}}+x^{3^{2}}+x^{4^{2}}$. So Eq. (3.3) is not an assumption but can be obtained automatically from other conditions.

## IV. CONCLUSION

In summary, we find that Ray's conclusion that for massive and massless scalar meson fields in general relativity with a conformally flat metric $e^{\psi}\left(d x^{1^{2}}+d x^{2^{2}}+d x^{3^{2}}-d x^{4^{2}}\right)$ that one must have $\psi$ as a function of $K_{0}\left(x^{1^{2}}+x^{2^{2}}+x^{3^{2}}\right.$ $\left.-x^{4^{2}}\right)+K_{1} x^{1}+K_{2} x^{2}+K_{3} x^{3}+K_{4} x^{4}$, is true except that another solution given by Eq. (2.19) is also possible for massless mesons. It should be noted that the case of massless mesons was also studied by Gursay ${ }^{4}$ and he also overlooked the above possibility. However, the calculations presented by Gursay ${ }^{4}$ are too sketchy for us to find where the oversight occurred. Furthermore we find that the above result has significant application in the study of the "Gravitational theories with asymptotically flat instantons" by Auria and Regge, ${ }^{3}$ i.e., Eq. (3.3) is not an assumption but it naturally follows from Eqs. (3.1) and (3.2).
${ }^{1}$ D. Ray, J. Math. Phys. 18, 1899 (1977).
${ }^{2}$ In the work of Ray, ${ }^{1}$ the expression for $P$ was given by

$$
P=\frac{1}{2} A\left(x^{1^{2}}+x^{2^{2}}+x^{3^{2}}-x^{4^{2}}\right)+A_{1} x^{1}+A_{2} x^{2}+A_{3} x^{3}+A_{4} x^{4} .
$$

But this expression for $P$ can be reduced to the form given by Eq. (1.7a) by suitable choice of coordinates.
${ }^{3}$ R. D'Auria and T. Regge, Nucl. Phys. B 195, 2, 308 (1982).
${ }^{4}$ M. Gürses, Phys. Rev. D 15, 2731 (1977).
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#### Abstract

The form of the isometric, homothetic, and conformal Killing vectors for algebraically special metrics which admit a shear-free congruence of null geodesics is obtained by considering their complexification, using the existence of a congruence of null strings. The Killing equations are partially integrated and the reasons which permit this reduction are exhibited. In the case where the congruence of null strings has a vanishing expansion, the Killing equations are reduced to a single master equation.


PACS numbers: 04.20.Me, 04.20.Cv

## I. INTRODUCTION

The mathematical difficulties which appear when dealing with the equations of general relativity, in the case of the algebraically special metrics which admit a shear-free congruence of null geodesics, become manageable. Among the different approaches used in the study of this class of metrics, a very powerful one is that based on the concept of null strings, which arises when one considers their complexification. In fact, this concept and the spinorial formalism allows one to analyze and to integrate the equations for this wide class of metrics with relative ease. As an example, the reduction of the Einstein vacuum field equations to a single differential equation for one function and the reduction, in the case of vacuum, of the Killing equations, including the case of homothetic Killing vectors, to a single equation can be obtained by this approach (see Refs. 1,2 and 3,4, respectively).

In this paper the equations for the isometric, homothetic, and conformal Killing vectors of any algebraically special metric which admits a shear-free congruence of null geodesics along the repeated principal direction of the Weyl tensor are partially integrated under the only further restriction that the conformal curvature does not vanish. In the case in which the congruence of null strings has a vanishing expansion and the energy-momentum tensor of the matter has a constant trace and is suitably aligned to the congruence, the Killing equations are reduced to a single master equation. In Sec. II, a brief description of the coordinate systems and the induced bases to be used is given. In Sec. III, the partial integration of the Killing equations is presented, while in Sec. IV, the integrability conditions on those equations are considered. Finally, in Sec. V, a single master equation is obtained which determines the possible Killing vectors for the particular case mentioned above. The formalism and notation used in this paper are those of Ref. 5. All the spinorial indices are manipulated according to the convention $\psi_{A}=\epsilon_{A B} \psi^{B}, \psi^{B}=\psi_{A} \epsilon^{A B}$, and similarly for dotted indices.

## II. PRELIMINARIES

The coordinate systems to be used are adapted to the foliation that every space-time of the class under consideration possesses. If $l^{A} l^{B} \partial_{A B}$ is a geodesic, shear-free field of
null directions, ${ }^{6}$ then the system of differential equations ${ }^{7}$

$$
\begin{equation*}
l_{A} g^{A \dot{B}}=0, \tag{2.1}
\end{equation*}
$$

defines a congruence of two-dimensional totally geodesic null surfaces (null strings). When, additionally, $l^{A} l^{\dot{B}} \partial_{A B}$ is a repeated principal null direction of the Weyl tensor, there exist coordinates $q^{4}, p^{4}$ such that the metric has the form ${ }^{2}$

$$
\begin{equation*}
g=2 \phi^{-2} d q^{\dot{A}} \underset{s}{\otimes}\left(d p_{\dot{A}}+Q_{\dot{A B}} d q^{B}\right) \tag{2.2}
\end{equation*}
$$

where $\phi$ satisfies

$$
\begin{equation*}
l^{B} \nabla_{A C} l_{B}=l_{A} l^{B} \partial_{B C} \ln \phi, \tag{2.3}
\end{equation*}
$$

and $Q_{\dot{A} \dot{B}}$ is a symmetric object. Thus, the set of vector fields

$$
\begin{align*}
& \partial_{1 \dot{A}}=\sqrt{2} \frac{\partial}{\partial p^{\dot{A}}} \equiv \sqrt{2} \partial_{\dot{A}}  \tag{2.4}\\
& \partial_{2 \dot{A}}=\sqrt{2} \phi^{2}\left(\frac{\partial}{\partial q^{\dot{A}}}-Q_{\dot{A}}^{\dot{B}} \frac{\partial}{\partial p^{B}}\right) \equiv \sqrt{2} \phi^{2} D_{A},
\end{align*}
$$

constitutes a null tetrad. ${ }^{8}$ The connection one-forms for this tetrad and the components of the curvature can be found in Ref. 2. In terms of the coordinates $q^{\dot{4}}, p^{4}$, the null strings are defined by $d q^{\dot{4}}=0$.

In place of the coordinates $q^{A}$ one can use any other pair of independent functions $q^{\prime A}$ which are constant on the null strings. Therefore, $q^{\prime A}=q^{\prime A}\left(q^{B}\right)$ and, in order to preserve the form of the metric (2.2), the coordinates $p^{\dot{A}}$ must be replaced by

$$
\begin{equation*}
p^{\prime A}=-\rho^{-1} T_{\dot{B}}^{-1} \dot{A}^{\dot{B}}+\sigma^{\dot{A}} \tag{2.5}
\end{equation*}
$$

where $\left(T-1 \dot{A}{ }_{B}\right)$ is the inverse of

$$
\begin{equation*}
\left(T_{\dot{B}}^{\dot{A}}\right) \equiv\left(\frac{\partial q^{\prime \dot{A}}}{\partial q^{\dot{B}}}\right), \tag{2.6}
\end{equation*}
$$

$\sigma^{4}$ and $\rho \equiv \phi^{2} / \phi^{\prime 2}$ are functions of $q^{4}$ only.

## III. REDUCTION OF KILLING'S EQUATIONS

Let $K=-\frac{1}{2} K^{A B} \partial_{A \dot{B}}$ be a vector field. The covariant derivatives of $K$ can be decomposed into their irreducible components as

$$
\begin{equation*}
\nabla_{R}^{\dot{A}} K_{S}^{\dot{B}}=E_{R S}{ }^{\dot{A} \dot{B}}+l_{R S} \epsilon^{A \dot{B}}+\epsilon_{R S} l^{A B}-2 \chi \epsilon_{R S} \epsilon^{\dot{A} \dot{B}}, \tag{3.1a}
\end{equation*}
$$

where

$$
\begin{align*}
& E_{R S}^{\dot{A} \dot{B}}=\nabla_{(R}^{(\dot{A}} K_{S)}{ }^{\dot{B})},  \tag{3.1b}\\
& l_{R S}=\frac{1}{2} \nabla_{(R}{ }^{\dot{A}} K_{S \dot{A},}, \quad l^{\dot{A} \dot{B}}=\frac{1}{2} \nabla^{R(\dot{A}} K_{R}^{B)},  \tag{3.1c}\\
& \chi=-\frac{1}{B} \nabla^{R A} K_{R \dot{A}} . \tag{3.1d}
\end{align*}
$$

The quantities $E_{R S A B}$ are the spinorial components of the traceless part of $K_{(\mu ; \nu)}$ and $\chi=\frac{1}{4} K^{\mu} ; \mu$.

The vector field $K$ is a conformal $K$ illing vector if $K_{(\mu ; \nu)}$ is proportional to $g_{\mu \nu}$; therefore $K$ is a conformal Killing vector when $E_{R S \dot{A} \dot{B}}=0$. The vector field $K$ is an homothetic or an isometric Killing vector when, additionally, $\chi$ is a nonzero constant or zero, respectively. The set of equations, $E_{\text {RSAB }}=0$, will be referred to as Killing's equations. If these equations are fulfilled, then $K$ will be called, generically, a Killing vector.

Using the Ricci and Bianchi identities one finds that

$$
\begin{align*}
\frac{1}{2} \nabla_{(A}{ }^{k} \nabla_{B}{ }^{\dot{s}} E_{C D) R \dot{R}}= & C_{(A B}{ }^{\dot{R} s} E_{C D, R S}+K^{R \dot{S}} \nabla_{R S} C_{A B C D} \\
& +4 l_{S(A} C^{s}{ }_{B C D)}-4 \chi C_{A B C D} \tag{3.2}
\end{align*}
$$

where $C_{A B R S}$ and $C_{A B C D}$ denote the spinorial components of the traceless part of the Ricci tensor and of the self-dual part of the conformal curvature tensor, respectively. Referring now all the quantities to the null tetrad (2.4), taking $A=B=C=D=1$ in Eq. (3.2) one obtains that $\partial^{\dot{R}} \partial^{\dot{S}}\left(\phi^{2} E_{11 R \dot{S}}\right)=0$, which implies that $E_{11 R \dot{S}}$ is of the form

$$
\begin{equation*}
E_{11 \dot{R} \dot{S}}=\phi^{-2} \partial_{(\mathbb{R}} U_{\dot{S})} . \tag{3.3}
\end{equation*}
$$

Thus, the first triple of Killing's equations, $E_{11 R S}=0$, has the solution $U_{\dot{s}}=-2\left(\alpha p_{\dot{s}}+\delta_{\dot{s}}\right)$, where $\alpha$ and $\delta_{\dot{s}}$ are functions of $q^{\dot{4}}$ only.

Assuming that the equations $E_{11 \mathrm{R} \dot{S}}=0$ have been integrated, taking $A=B=C=1, D=2$ in Eq. (3.2) it follows that, $\partial^{\dot{R}} \partial^{\dot{S}} E_{12 \dot{R} \dot{S}}=3 \sqrt{2} \phi^{-2} C_{1122} \partial_{\dot{S}}\left(\phi^{2} K_{1}^{\dot{S}}\right)$. Hence, in order to fulfill the second triple of Killing's equations, $E_{12 \dot{R} \dot{S}}=0$, it is necessary to have

$$
\begin{equation*}
C_{1122} \partial_{\dot{S}}\left(\phi^{2} K_{1}^{\dot{s}}\right)=0 \tag{3.4}
\end{equation*}
$$

If the condition (3.4) is satisfied, then $E_{12 R \dot{S}}$ can be written in the form

$$
\begin{equation*}
E_{12 \dot{R} \dot{S}}=\partial_{(\dot{R}} S_{\dot{S})} \tag{3.5}
\end{equation*}
$$

and the equations $E_{12 \dot{R} \dot{S}}=0$ imply that $S_{A}=-\xi p_{A}+\epsilon_{A}$, where $\xi$ and $\epsilon_{A}$ are functions of $q^{4}$ only.

Assuming now that $E_{11 \dot{R} S}=E_{12 R S}=0$, taking
$A=B=1, C=D=2$ in Eq. (3.2) one finds that

$$
\begin{aligned}
\frac{1}{3} \phi^{2} \partial^{\dot{R}} \partial^{\dot{S}}\left(\phi^{-2} E_{22 \dot{R} \dot{S}}\right)= & 2 \sqrt{2} \phi^{-2} C_{1222} \partial_{\dot{S}}\left(\phi^{2} K_{1}^{\dot{S}}\right) \\
& +2 K^{R \dot{S}} \partial_{R S} C_{1122}-8 \chi C_{1122}
\end{aligned}
$$

Hence, the last triple of Killing's equations require that

$$
\begin{equation*}
\sqrt{2} \phi^{-2} C_{1222} \partial_{\dot{S}}\left(\phi^{2} K_{1}^{\dot{s}}\right)+K^{R \dot{S}} \partial_{R S} C_{1122}-4 \chi C_{1122}=0 \tag{3.6}
\end{equation*}
$$

If the condition (3.6) is fulfilled, then $E_{22 \dot{R} \dot{S}}$ can be written in the form

$$
\begin{equation*}
E_{22 \dot{R} \dot{S}}=\phi^{2} \partial_{\mid \dot{R}} R_{\dot{S} \mid} \tag{3.7}
\end{equation*}
$$

and the equations $E_{22 R \dot{S}}=0$ have the solution $R_{A}$
$=-2\left(v p_{\dot{A}}+\Delta_{A}\right)$, where $v$ and $\Delta_{A}$ are functions of $q^{A}$ only.
Equation (3.2) gives two additional conditions. Assuming $E_{A B R \dot{S}}=0$, one of these is given by

$$
\begin{align*}
0= & \nabla_{(1}^{\dot{k}} \nabla_{2}^{\dot{s}} E_{22 \mid \dot{R} \dot{S}}=\sqrt{2} \phi^{-2} C_{2222} \partial_{\dot{s}}\left(\phi^{2} K_{1}^{\dot{s}}\right)  \tag{3.8}\\
& + \text { terms which vanish if } C_{1122}=C_{1222}=0
\end{align*}
$$

From Eqs. (3.4), (3.6), and (3.8) it follows that if $\partial_{\dot{s}}\left(\phi^{2} K_{1}^{\dot{s}}\right)$ is different from zero, then $C_{A B C D}=0$. In the forthcoming, the discussion will be restricted to the case in which $\partial_{\dot{S}}\left(\phi^{2} K_{1}^{\dot{s}}\right)$ $=0$.

A straightforward computation yields $E_{11}{ }^{\dot{R} \dot{S}}$
$=\sqrt{2} \phi^{-2} \partial^{k}\left(\phi^{2} K_{1}^{\dot{s}}\right)$. Comparing with (3.3) one has, $U_{A}$
$=\sqrt{2} \phi^{2} K_{1 A}$. Hence, the first triple of Killing's equations implies that $K_{1 A}=-\sqrt{2} \phi^{-2}\left(\alpha p_{A}+\delta_{A}\right)$. Then, one finds, $\partial_{\dot{S}}\left(\phi^{2} K_{1}^{\dot{S}}\right)=2 \sqrt{2} \alpha$; thus, if $C_{A B C D} \neq 0$,

$$
\begin{equation*}
K_{\mathrm{L} \dot{A}}=-\sqrt{2} \phi^{-2} \delta_{\dot{A}} . \tag{3.9}
\end{equation*}
$$

Similarly, by a direct computation one has $E_{12}{ }^{k \dot{S}}$ $=(1 / \sqrt{2})\left[\partial^{(\dot{R}} K_{2}^{\dot{S})}+D^{(\dot{R}} \phi^{2} K_{1}^{\dot{S})}+\phi^{2} K_{1} \dot{C}^{(\dot{R}} Q_{c}^{\dot{S})}\right]$. Then, substituting Eq. (3.9) one obtains,

$$
E_{12}^{\dot{k} \dot{S}}=\partial^{(\dot{R}}\left[(1 / \sqrt{2}) K_{2}^{\dot{S})}+\delta_{\dot{C}} Q^{\dot{S} \mid \dot{C}}-\delta_{\dot{C}}^{(\dot{s})} p^{\dot{C}}\right]
$$

where ${ }_{, s} \equiv \partial / \partial q^{\dot{s}}$. Therefore, the solution of the second triple of Killing's equations yields

$$
\begin{equation*}
K_{2 \dot{A}}=\sqrt{2}\left(\delta^{C} Q_{C \dot{A}}+M_{\dot{A}}\right) \tag{3.10}
\end{equation*}
$$

where, following Ref. 4 ,

$$
\begin{equation*}
M_{A} \equiv \delta_{\dot{C}, A} p^{\dot{c}}-\xi p_{A}+\epsilon_{\dot{A}} \tag{3.11}
\end{equation*}
$$

Hence, the Killing vector $K$ has the form

$$
\begin{equation*}
K=M^{\dot{A}} \partial_{A}+\delta^{\dot{A}} \frac{\partial}{\partial q^{\dot{A}}} \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\chi=-\frac{1}{2} \xi-K[\ln \phi] \tag{3.13}
\end{equation*}
$$

where $K[f]$ denotes the directional derivative of the function $f$ along $K$.

In order to complete the set of Killing's equations, one finds that $E_{22}^{\dot{R} \dot{S}}=\sqrt{2} \phi^{2}\left[D^{(\mathbb{R}} K_{2}^{\dot{S})}-\phi^{2} K_{1}^{(\dot{R}} D_{c} Q^{\dot{S}) \dot{C}}\right.$

$$
\begin{align*}
& \left.+K_{2}^{C} \partial_{\dot{C}} Q^{R S}\right] . \text { Then, using (3.9) and (3.10) one gets } \\
& \frac{1}{2} \phi^{-2} E_{22}{ }^{R \dot{S}}=K\left[Q^{\dot{R} \dot{S}}\right]+\xi Q^{\dot{R} \dot{S}}+2 \delta^{\dot{C},(\hat{R}} Q^{\dot{S})}{ }_{c}+M^{(\dot{R}, \dot{S})} \tag{3.14}
\end{align*}
$$

This expression can be written in the form given in (3.7) only after the condition (3.6) has been satisfied. Under the present assumptions, condition (3.6) reduces to

$$
\begin{equation*}
K\left[C_{1122}\right]=-2 \chi C_{1122} \tag{3.15a}
\end{equation*}
$$

equivalently, in view of Eq. (3.13),

$$
\begin{equation*}
K\left[\phi^{-2} C_{1122}\right]=\xi \phi^{-2} C_{1122} \tag{3.15b}
\end{equation*}
$$

Thus the integration of the third triple of Killing's equations requires additional information concerning the form of the metric. However, in the rest of this section and in the next, some general relations will be established using the form of the Killing vector given by (3.12).

The Lie derivative along $K$ of the members of the tetrad (2.4) are given by

$$
\begin{equation*}
\mathscr{L}_{K} \partial_{1 \dot{A}}=\left[K, \partial_{1 \dot{A}}\right]=\left(\xi \delta_{\dot{A}}^{\dot{C}}-\delta_{A} \cdot \dot{C}\right) \partial_{1 \dot{C}} \tag{3.16a}
\end{equation*}
$$

and

$$
\begin{align*}
\mathscr{L}_{K} \partial_{2 A}= & {\left[K, \partial_{2 A}\right]=\left(2 K[\ln \phi] \delta_{A}^{C}-\delta^{\dot{C}}{ }_{, A}\right) \partial_{2 \dot{C}} } \\
& -\frac{1}{2}\left(E_{22 \dot{A}} \dot{C}+\phi^{2} M^{\dot{R}}{ }_{, \dot{R}} \delta_{A}^{C}\right) \partial_{1 C}, \tag{3.16b}
\end{align*}
$$

where Eqs. (3.12) and (3.14) have been used. Equation (3.16a) means that the flow generated by $K$ preserves the foliation of the space-time given by the null strings. This fact depends on the assumption that $C_{A B C D}$ does not vanish.

To close this section, the transformation laws of the objects introduced in the integration of Killing's equations will be given. Since $\delta^{A}=K\left[q^{A}\right]$ and $M^{A}=K\left[p^{A}\right]$ [see Eq. (3.12)], from (2.5) and (2.6) one finds that if $q^{\prime A}, p^{\prime A}$ is another set of coordinates, then the components of $K$ with respect to the basis induced by the primed coordinates are $\delta^{\prime \dot{A}}=K\left[q^{\prime \dot{A}}\right]=\delta^{c} \partial q^{\prime A} / \partial q^{C}$, that is,

$$
\begin{equation*}
\delta^{\prime \dot{A}}=T_{\dot{C}}^{\dot{A}} \delta^{\dot{C}} \tag{3.17}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
M^{\prime A}=\rho^{-1} T_{\bar{C}}^{-1 A} M^{C}+\delta^{C} \frac{\partial p^{\prime A}}{\partial q^{C}} \tag{3.18}
\end{equation*}
$$

Expressing $M_{A}^{\prime}$ in an analogous form to that given for $M_{\dot{A}}$ in (3.11), using (3.17), (3.18), and (2.5) one gets

$$
\begin{equation*}
\xi^{\prime}=\xi+\delta^{\dot{A}}(\ln \rho)_{, \dot{A}} \tag{3.19}
\end{equation*}
$$

and

$$
\begin{align*}
\epsilon_{A}^{\prime}= & T^{-1 \dot{B}}{ }_{A}\left[\rho^{-1} \epsilon_{\dot{B}}+\delta^{\dot{C}}\left(T_{\dot{B}}^{\dot{D}} \sigma_{D}\right)_{, C}\right. \\
& \left.+\delta^{\dot{C}}{ }_{, \dot{B}} T^{D}{ }_{C} \sigma_{D}\right]+\xi^{\prime} \sigma_{\dot{A}} . \tag{3.20}
\end{align*}
$$

These transformation properties can be used to simplify the equations, for example, by eliminating $\xi$ or $\epsilon_{\boldsymbol{A}}$, however, such possible simplification will not be elaborated here (for some applications of these transformations see Refs. 3 and 4).

## IV. INTEGRABILITY CONDITIONS

It is shown in Ref. 9 that the integrability conditions for the Killing equations may be written as

$$
\begin{align*}
L_{R S T \dot{A}} \equiv & \nabla_{R \dot{A}} l_{S T}+2 K_{U \dot{A}} C^{U}{ }_{R S T}+2 K_{(R}^{\dot{U}} C_{S T) \dot{U} \dot{A}} \\
& +\frac{4}{3} \epsilon_{R(S} C_{T) U \dot{U} \dot{A}} K^{U \dot{U}}-(R / 6) \epsilon_{R(S} K_{T \dot{A}} \\
& +2 \epsilon_{R(S} \nabla_{T) \dot{A}} \chi=0,  \tag{4.1}\\
M_{R S T U} \equiv & K_{P \dot{A}} \nabla^{P \dot{A}} C_{R S T U}-4 \chi C_{R S T U}+4 l_{V(R} C^{V}{ }_{S T U)}=0,
\end{align*}
$$

and similar equations for the objects with dotted indices. These conditions restrict the form of the functions $\delta_{\dot{A}}, \xi$, and $\epsilon_{\boldsymbol{A}}$, which appear in the Killing vector [Eq. (3.12)]. Evident$l y$, a direct computation of the conditions (4.1) would be very lengthy. However, this computation can be abbreviated by using the Ricci identities which give

$$
\begin{align*}
& L_{R S T A}=\nabla_{(R}{ }^{\dot{B}} E_{S T \mid B A}-\frac{1}{3} \epsilon_{R(S} \nabla^{B \dot{C}} E_{T \mid B C A},  \tag{4.2a}\\
& M_{R S T U}=\frac{1}{2} \nabla_{(R}{ }^{\dot{A}} \nabla_{S}{ }^{B} E_{T U)}-C_{(R S}{ }^{A B} E_{T U \mid A \dot{B} \dot{B}} \tag{4.2b}
\end{align*}
$$

[cf., Eq. (3.2)].
The main simplification that is obtained by determining the integrability conditions by means of (4.2) comes from the fact that, with $K$ given by (3.12), $E_{11 \dot{A} \dot{B}}$ and $E_{12 \dot{A} \dot{B}}$ are zero. Hence, one finds that

$$
\begin{aligned}
& L_{111 \dot{A}}=L_{112 \dot{A}}=L_{211 A}=0, \\
& L_{122 \dot{A}}=\sqrt{2} E_{22 \dot{A} \dot{B}} \partial^{\dot{B}} \ln \phi, \\
& L_{212 \dot{A}}=(1 / \sqrt{2}) \phi^{4} \partial^{\dot{B}}\left(\phi^{-4} E_{22 \dot{A} \dot{B}}\right), \\
& L_{222 \dot{A}}=\sqrt{2} \phi^{2}\left\{\phi^{3} D^{\dot{B}}\left(\phi^{-3} E_{22 A B}\right)-E_{22}{ }^{\dot{B} \dot{C}} \partial_{\dot{B}} Q_{C \dot{A}}\right\},
\end{aligned}
$$

$$
\begin{align*}
M_{1111}= & M_{1112}=0, \\
M_{1122}= & \frac{1}{6} \phi^{2} \partial^{\dot{A}} \partial^{\dot{B}}\left(\phi^{-2} E_{22 \dot{A} \dot{B}}\right),  \tag{4.3}\\
M_{1222}= & \frac{1}{2} \phi^{2}\left\{\phi^{2} D^{\dot{A}}\left[\phi^{2} \partial^{\dot{B}}\left(\phi^{-4} E_{22 A B}\right)\right]\right. \\
& +2\left[\phi^{3} D^{\dot{B}}\left(\phi^{-3} E_{22 \dot{A} \dot{B}}\right)\right. \\
& \left.\left.-E_{22}{ }^{B C} \partial_{\dot{B}} Q_{\dot{C A} A}\right] \partial^{A} \ln \phi\right\}-C_{12}{ }^{\dot{A} \dot{B}} E_{22 \dot{A} \dot{B}}, \\
M_{2222}= & (1 / \sqrt{2}) \phi^{2}\left[\phi^{3} D^{\dot{A}}\left(\phi^{-3} L_{222 A}\right)+L_{222 \dot{A}} \partial_{C} Q^{C A}\right] \\
& -\phi^{7}\left(D_{C} Q^{\dot{C A} A}\right) \partial^{\dot{B}}\left(\phi^{-3} E_{22 A \dot{A}}\right)-C_{22}{ }^{A B} E_{22 \dot{A} \dot{B}} .
\end{align*}
$$

Substituting the expression for $E_{22 A B}$ given by (3.14) and using the commutation relations (3.16) one obtains

$$
\begin{align*}
(1 / \sqrt{2}) L_{212 \dot{A}}= & -E_{22 \dot{A} \dot{B}} \partial^{\dot{B}} \ln \phi+\phi^{2}\left\{K\left[\partial^{\dot{B}} Q_{\dot{A} \dot{B}}\right]\right. \\
& \left.+\delta_{, \dot{B} A}+\frac{3}{2} \xi_{, A}+\delta_{\dot{C, A}} \partial_{\dot{B}} Q^{\dot{B} C}\right\},  \tag{4.4a}\\
(1 / \sqrt{2}) L_{222 A}= & -E_{22 \dot{A} \dot{B}} \phi D^{\dot{B}} \phi+\phi^{4}\left\{2 K\left[D^{\dot{B}} Q_{A B}\right]\right. \\
& +2\left(\delta^{C}{ }_{. \dot{C}}+\xi\right) D^{\dot{B}} Q_{\dot{A} \dot{B}}+2 \delta_{\dot{C}, \dot{A}} D_{B} Q^{B \dot{C}} \\
& -\left(\xi_{, \dot{C}} p^{\dot{C}}-\epsilon^{\dot{C}}, \dot{, C} \partial^{\dot{B}} Q_{A \dot{B}}\right. \\
& \left.+\xi^{, \dot{B}} Q_{\dot{A} \dot{B}}+\xi_{, A C} p^{\dot{C}}-\epsilon_{, A C}^{\dot{C}}\right\}, \tag{4.4b}
\end{align*}
$$

while the condition $M_{1122}=0$ amounts to Eq. (3.15b).

## V. APPLICATIONS

The results obtained in the previous sections can be applied directly to find the Killing vectors of any given real metric which admits a shear-free congruence of null geodesics defined by a repeated Debever-Penrose vector or any complex metric which admits a congruence of null strings defined by a repeated Debever-Penrose spinor. Following the procedure outlined in Ref. 2, the given metric can be brought to the form (2.2); which allows one to identify the coordinates $q^{4}, p^{A}$ and the structural functions $\phi$ and $Q_{A B}$. Then the use of the integrability conditions and Eq. (3.14) leads to the explicit form of the allowed Killing vectors.

Conversely, one can obtain the general form of the metric which admits a given Killing vector. In view of Eq. (3.17), the Killing vectors admitted by this class of metrics can be classified according to whether $\delta_{A}$ vanishes or not. In the case where $\delta_{A}$ is nonzero, by an appropriate change of coordinates, it can be made equal to a constant, e.g., $\delta_{A}=\delta_{A}^{i}$ and simultaneously, $\xi$ and $\epsilon_{\dot{A}}$ can be made equal to zero [see Eqs. (3.17), (3.19)-(3.20)]. Then the last triple of Killing's equations [Eq. (3.14)] amounts to $\boldsymbol{Q}_{\dot{A} \dot{B}, \dot{2}}=0$ and from (3.13) it follows that $\chi=-(\ln \phi)_{, 2}$.

When $\delta_{A}$ is zero, the function $\xi$ is an invariant. In the subcase where $\xi$ does not vanish, $\epsilon_{A}$ can be eliminated and from (3.14) and (3.13) it follows that $Q_{A B}$
$=P_{A \dot{A}}-f(\ln \xi)_{,(A} p_{\dot{B})}$, where each $P_{A B}$ is a homogeneous function of $p^{\dot{R}}$ of order 1 and $f$ is a function such that $p^{A} \partial_{A} f$ $=1$, e.g., $f=\frac{1}{2} \ln \left[\left(p^{i}\right)^{2}+\left(p^{2}\right)^{2}\right]$, and $\chi=\xi\left(p^{A} \partial_{A} \ln \phi-\frac{1}{2}\right)$. Finally, in the subcase where $\xi$ is zero, $\epsilon_{A}$ can be made equal to a constant, e.g., $\epsilon_{A}=\delta_{\dot{A}}^{1}$. Then from (3.14) and (3.13) one obtains $\partial_{2} Q_{i \dot{B}}=0$ and $\chi=-\partial_{2} \ln \phi$. In general, these metrics will be complex.

In the remaining part of this section it is shown that in the case where the congruence of null strings has a vanishing expansion, i.e., $l^{A} \nabla_{B C} l_{A}=0$, the Killing equations can be reduced to a single master equation, assuming that the scalar curvature is a constant.

As a consequence of the condition $l^{A} \nabla_{B C} l_{A}=0, \phi$ can be chosen as equal to one [see Eq. (2.3)] and, with respect to the basis (2.4), $C_{11 A B}=0$. Therefore, in order to satisfy the Einstein field equations, the trace of the energy-momentum tensor of the matter must be a constant and, denoting by $T_{A B C D}$ the spinorial components of the traceless part of the energy-momentum tensor referred to the basis (2.4), the components $T_{11 A B}$ must vanish. Then the remaining components are of the form ${ }^{2}$

$$
\begin{align*}
& T_{12 \dot{A} \dot{B}}=(1 / 8 \pi) \partial_{\dot{A}} \partial_{\dot{B}} T_{0},  \tag{5.1}\\
& T_{22 \dot{A} \dot{B}}=-(1 / 8 \pi) \partial_{\mid \dot{A}} T_{\dot{B} \mid},
\end{align*}
$$

where $T_{0}$ and $T_{\dot{A}}$ are some functions made out of the matter field, and $Q_{A B}$ is given by
$Q_{A \dot{B}}=-\partial_{A} \partial_{\dot{B}} \theta-\partial_{(\hat{A}} G_{B)}-\frac{2}{3} L_{(\dot{A}} p_{\dot{B})}-(R / 12) p_{\dot{A}} p_{\dot{B}}$,
where $R$ denotes the scalar curvature (assumed constant), $L_{\dot{A}}$ $=L_{\dot{A}}\left(q^{\dot{R}}\right), G_{A}$ is such that

$$
\begin{equation*}
\partial_{A} G^{\dot{A}}=4 T_{0} \tag{5.3}
\end{equation*}
$$

and $\theta$ is a function that must satisfy a single second-order partial differential equation with quadratic nonlinearities. ${ }^{2}$

In the case under consideration, $C_{1122}=R / 12=$ constant, therefore condition ( 3.15 a ) amounts to

$$
\begin{equation*}
R_{\chi}=0 \tag{5.4}
\end{equation*}
$$

Notice that with $\phi=1$, from (3.13) it follows that $\xi=-2 \chi$. After imposing (5.4) one can write $E_{22 \dot{R} \dot{S}}$ in the form given in (3.7). Substituting (5.2) into (3.14) and using (3.11), (3.13), and (3.16a) one finds that $R_{\dot{A}}$ can be taken as

$$
\begin{align*}
& -\frac{1}{2} R_{A}=\partial_{A}\left\{K[\theta]+\left(3 \xi+2 \delta^{\dot{K}}{ }_{, \dot{R}}\right) \theta\right\}+K\left[G_{\dot{A}}\right] \\
& +\left(2 \xi+\delta^{\dot{R}}{ }_{, \dot{R}}\right) G_{A}+\delta^{C}{ }_{, A} G_{C} \\
& +\left(\frac{2}{3} L_{\dot{R}} \delta^{\dot{R}},{ }_{, c}+\frac{2}{3} \delta^{\dot{R}} L_{\dot{C}, \dot{R}}\right. \\
& \left.+\xi_{, \dot{C}}+(R / 6) \epsilon_{\dot{C}}+\frac{1}{2} \delta^{\dot{R}}{ }_{, R \dot{C}}\right) p^{\dot{C}} p_{\dot{A}}-\frac{1}{2} \delta_{C, \dot{D} A} p^{\dot{C}} p^{\dot{D}} \\
& +\left(\frac{2}{3} L_{\dot{C}} \epsilon_{\dot{A}}-\boldsymbol{\epsilon}_{\dot{C}, \boldsymbol{A}}\right) p^{\dot{C}}+\frac{2}{3} L_{C} \boldsymbol{\epsilon}^{\dot{C}} \boldsymbol{p}_{\dot{A}} . \tag{5.5}
\end{align*}
$$

Then the last triple of Killing's equations gives $\boldsymbol{R}_{\dot{A}}$
$=-2\left(v p_{A}+\Delta_{A}\right)$, where $v$ and $\Delta_{\dot{A}}$ are functions of $q^{\dot{R}}$ only. Since $\partial^{\dot{A}} \partial_{\dot{A}}=0$ and using (3.16a) on evaluating $\partial^{\dot{A}} R_{\dot{A}}$, one obtains

$$
\begin{align*}
4 K & {\left[T_{0}\right]+4\left(\xi+\delta^{\dot{R}}, \dot{R}\right) T_{0}+\left(2 L_{\dot{R}} \delta_{, \dot{A}}^{\dot{R}}+2 \delta^{\dot{R}} L_{\dot{A}, \dot{R}}\right.} \\
& \left.+3 \xi_{, \dot{A}}+(R / 2) \epsilon_{A}+2 \delta^{\dot{R}}{ }_{, \dot{R} \dot{A}}\right) \mid p^{\dot{A}} \\
& -2 L^{\dot{C}} \epsilon_{\dot{C}}-\epsilon_{C} \cdot \mathrm{C}=2 v . \tag{5.6}
\end{align*}
$$

Hence, in order for $K$ to be a Killing vector, the matter field must satisfy the constraint

$$
\begin{equation*}
\partial^{\dot{C}} \partial^{\dot{B}} K\left[T_{0}\right]+\left(\xi+\delta_{, \dot{R}}^{\dot{R}}\right) \partial^{\dot{C}} \partial^{\dot{B}} T_{0}=0 \tag{5.7}
\end{equation*}
$$

Writing Eq. (5.6) in the form

$$
\begin{aligned}
\partial^{\dot{A}}\{ & K\left[G_{\dot{A}}\right]+\left(2 \xi+\delta^{\dot{R}}\right) G_{\dot{A}}+\delta^{C}{ }_{, \dot{A}} G_{C}+\frac{1}{3}\left(2 L_{\dot{R}} \delta^{\dot{R}}, \dot{C}\right. \\
& \left.+2 \delta^{\dot{R}} L_{C, \dot{R}}+3 \xi_{, \dot{C}}+(R / 2) \epsilon_{\dot{C}}+2 \delta^{R}{ }_{, R} \dot{C}\right) p^{\dot{C}} p_{\dot{A}} \\
& \left.-\left(L^{\dot{C}} \epsilon_{\dot{C}}+\frac{1}{2} \epsilon_{\dot{C}} \cdot{ }^{C}+v\right) p_{\dot{A}}\right\}=0,
\end{aligned}
$$

it follows that there exists a function $\Lambda$ such that the expression between braces is equal to $-\partial_{A} A$. Thus, substituting into (5.5) one gets

$$
\begin{aligned}
\partial_{\dot{A}}\{ & K[\theta]+\left(3 \xi+2 \delta^{\dot{R}}, \dot{R}\right) \theta-\Delta_{\dot{B}} p^{\dot{B}} \\
& \left.-\left(\frac{1}{2} \epsilon_{\dot{B}, C}-\frac{1}{3} L_{\dot{B}} \epsilon_{\dot{C}}\right) p^{\dot{B}} p^{\dot{C}}-\frac{1}{6} \delta_{\dot{B}, \dot{C} \dot{D}} p^{\dot{B}} p^{c_{p}} p^{\dot{D}}-\Lambda\right\}=0
\end{aligned}
$$

from which it follows that the directional derivative of the key function $\theta$ along any Killing vector $K$ must obey the master equation

$$
\begin{align*}
K[\theta]= & -\left(3 \xi+2 \delta^{\dot{R}}, \dot{R}\right) \theta+\Lambda+\frac{1}{6} \delta_{\dot{A}, \dot{B} \dot{C}} p^{\dot{A}} p^{\dot{B}} p^{\dot{C}} \\
& +\left(\frac{1}{2} \epsilon_{\dot{A}, \dot{B}}-\frac{1}{3} L_{\dot{A}} \epsilon_{\dot{B}}\right) p^{A} p^{\dot{B}}+\Delta_{\dot{A}} p^{\dot{A}}+\eta, \tag{5.8}
\end{align*}
$$

where $\eta$ is a function of $q^{\dot{R}}$ only.
Consideration of the integrability condition leads to some additional relations. From (5.2) one has

$$
\begin{equation*}
\partial_{\dot{B}} Q^{\dot{A} \dot{B}}=-2 \partial^{A} T_{0}-L^{\dot{A}}-(R / 4) p^{A} \tag{5.9}
\end{equation*}
$$

Substituting this expression into (4.4a) and using (3.16a) one finds that $L_{212 A}$ vanishes if and only if Eqs. (5.4) and (5.7) are satisfied. Regarding the conditions $L_{222 A}=0$, from Eqs. (3.11b), (3.32), and (3.34b) of Ref. 2 one gets

$$
\begin{equation*}
D_{\dot{B}} Q^{\dot{A} \dot{B}}=T^{\dot{A}}+N^{\dot{A}}+\frac{1}{2}\left(L_{\dot{B}}^{\dot{B}}+\partial^{\dot{B}} T_{\dot{B}}+2 D^{\dot{B}} \partial_{\dot{B}} T_{0}\right) p^{\dot{A}} \tag{5.10}
\end{equation*}
$$

where $N_{A}=N_{A}\left(q^{\dot{R}}\right)$. Then, using (5.9) and (5.2) in (4.4b) one obtains

$$
\begin{align*}
-\frac{1}{\sqrt{2}} L_{222 \dot{A}}= & 2 K\left[T_{\dot{A}}\right]+2\left(\delta_{, \dot{B}}^{\dot{B}}+\xi\right) T_{\dot{A}}-2 \delta_{\dot{B}, \dot{A}} T^{\dot{B}} \\
& +2\left(\xi p^{\dot{B}}-\epsilon^{\dot{B}}\right)_{, \dot{B}} \partial_{\dot{A}} T_{0} \\
& -\xi_{, \dot{A} \dot{B}} p^{\dot{B}}+\frac{2}{3} L_{(\dot{A}} \xi_{, \dot{B})} p^{\dot{B}} \\
& +\xi, \dot{B}\left(\partial_{\dot{A}} \partial_{\dot{B}} \theta+\partial_{(\dot{A}} G_{\dot{B})}\right) \\
& +\left[\delta^{C}\left(L_{\dot{B}}, \dot{B}+\partial^{\dot{B}} T_{\dot{B}}+2 D^{\dot{B}} \partial_{\dot{B}} T_{0}\right)\right. \\
& \left.-(R / 4) \epsilon^{C}\right]_{, \dot{C}} p_{\dot{A}} \\
& +2\left(\delta^{\dot{B}} N_{\dot{A}}\right)_{, \dot{B}}+2 \xi N_{\dot{A}}-2 \delta_{\dot{B}, \dot{A}} N^{\dot{B}}+\epsilon_{, \dot{A} \dot{B}}^{\dot{B}} \\
& -\epsilon_{, \dot{B}}^{\dot{B}} L_{\dot{A}}+\left(L_{\dot{B}}, \dot{B}+\partial^{\dot{B}} T_{\dot{B}}\right. \\
& \left.+2 D^{\dot{B}} \partial_{\dot{B}} T_{0}\right) \epsilon_{A} . \tag{5.11}
\end{align*}
$$

Thus, the conditions $L_{222 A}=0$ require

$$
\begin{align*}
\partial_{(\dot{A}} K & {\left[T_{\dot{B})}\right]+\left(\delta^{\dot{C}}, \dot{C}+\xi\right) \partial_{(\dot{A}} T_{\dot{B})}-\delta_{\dot{C},(\vec{A}} \partial_{\dot{B})} T^{\dot{C}} } \\
& +\left(\xi p^{\dot{C}}-\epsilon^{\dot{C}}\right)_{\dot{C}} \partial_{\dot{A}} \partial_{\dot{B}} T_{0}-\frac{1}{2}\left\{\xi_{, \dot{A} \dot{B}}\right. \\
& \left.-\xi^{\dot{C}}\left(\partial_{\dot{A}} \partial_{\dot{B}} \partial_{\dot{C}} \theta+\partial_{\dot{C}} \partial_{(A} G_{\dot{B})}\right)-\frac{2}{3} L_{(\dot{A}} \xi_{, \dot{B})}\right\}=0 \tag{5.12}
\end{align*}
$$

which implies the existence of $a$ and $b_{A}$, functions of $q^{\dot{R}}$ only such that

$$
\left.\left.\begin{array}{rl}
2 K[ & \left.T_{\dot{A}}\right]+2\left(\delta^{\dot{B}}, \dot{B}\right.
\end{array}\right) \xi\right) T_{\dot{A}}-2 \delta_{\dot{B}, \dot{A}} T^{\dot{B}} .
$$

Comparing (5.11) and (5.13) one concludes that

$$
\begin{align*}
b_{\dot{A}}= & -2\left(\delta^{\dot{B}} N_{\dot{A}}\right)_{, \dot{B}}-2 \xi N_{\dot{A}}+2 \delta_{\dot{B}, \dot{A}} N^{\dot{B}}-\epsilon_{, \dot{A} \dot{B}}^{\dot{B}} \\
& +\epsilon_{, \dot{B}}^{\dot{B}} L_{\dot{A}}-\left(L_{\dot{B}}^{\cdot \dot{B}}+\partial^{\dot{B}} T_{\dot{B}}+2 D^{\dot{B}} \partial_{\dot{B}} T_{0}\right) \epsilon_{\dot{A}} \tag{5.14}
\end{align*}
$$

and

$$
\begin{align*}
a & =-\left[\delta^{\dot{C}}\left(L_{\dot{B}}{ }^{\dot{B}}+\partial^{\dot{B}} T_{\dot{B}}+2 D^{\dot{B}} \partial_{\dot{B}} T_{0}\right)-(R / 4) \epsilon^{\dot{C}}\right]_{, \dot{C}} \\
& =K\left[\partial_{\dot{B}} T^{\dot{B}}\right]+\delta^{\dot{C}}{ }_{, \dot{C}} \partial_{\dot{B}} T^{\dot{B}}, \tag{5.15}
\end{align*}
$$

where Eq. (5.6) has been used [this last equality also follows from (5.13)].

It is perhaps worthwhile to point out that for two of the three possible kinds of Killing vectors found at the beginning of this section, there exists a symplectic structure such that $K$ is a Hamiltonian vector field and the null strings are Lagrangian submanifolds. Indeed, when $\delta_{A} \neq 0$ there exist coordinates such that $K=\delta_{\dot{C}}{ }^{\dot{A}} p^{\dot{c}} \partial_{\dot{A}}+\delta_{\dot{A}} \partial / \partial q^{\dot{A}}$. Defining $\omega \equiv d p_{\dot{A}}$ $\wedge d q^{\dot{4}}$, one sees that the inner product of $K$ and $\omega$ gives $K\lrcorner \omega=d\left(\delta_{\dot{C}} p^{\dot{c}}\right)$. In the case where $\delta_{\dot{A}}=0=\xi$, there exist coordinates such that $K=\epsilon_{0}{ }^{A} \partial_{A}$, with $\epsilon_{0}{ }^{A}$ constant. Then $K\lrcorner\left(d p_{A} \wedge d q^{\dot{A}}\right)=d\left(\epsilon_{0 \dot{A}} q^{\dot{A}}\right)$. Clearly, in both cases, $d p_{A}$ $\wedge d q^{4}$ is a symplectic two-form which vanishes on the tangent space of the null strings.
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#### Abstract

A new gauge and tetrad invariant equation governing the coupled electromagnetic-gravitational perturbations for the Kerr-Newman metric and involving a closed 2-form is obtained. Operating on this equation with the complex vectorial formalism as developed by Crossman, we have found three equations for the gauge and tetrad invariant quantities $\chi_{1 B}\left(\equiv 3 \psi_{2 A} \phi_{0 B}=2 \phi_{1 A} \psi_{1 B}\right)$,


 $\chi_{-1 B}\left(\equiv 3 \psi_{2 A} \phi_{2 B}-2 \phi_{1 A} \psi_{3 B}\right)$, and $\chi_{0 B}\left(\equiv 3 \psi_{2 A} \phi_{1 B}-2 \phi_{1 A} \psi_{2 B}+2 \phi_{1 A}^{5 / 2} \bar{\phi}_{1 A}^{-1 / 2} \bar{\phi}_{1 B}\right)$.PACS numbers: 04.40. $+\mathrm{c}, 97.60$ Lf

## I. INTRODUCTION

The main problem in analyzing small perturbations of a Kerr-Newman solution arises from the coupling between the electromagnetic and the gravitational fields. This problem does not arise for the Kerr solution: Teukolsky, ${ }^{1}$ using the Newman-Penrose formalism, has found a "master" equation governing scalar, electromagnetic, and gravitational perturbations in the given background. This equation is invariant under infinitesimal tetrad rotations (tetrad invariant) and under infinitesimal coordinate transformations (gauge invariant). Teukolsky's equation is satisfied independently by four gauge and tetrad invariant perturbed quantities: the Weyl scalars $\psi_{0 B}$ and $\psi_{4 B}$ and the Maxwell scalars $\phi_{0 B}$ and $\phi_{2 B}$ (the subscript capital $B$ denotes first-order perturbed quantities). Moreover it is a separable equation in the Boyer-Lindquist coordinates, i.e., the radial and the angular behavior of the perturbation is described by two different equations obtained from the master equation by means of a separation of variables.

In the following we will call an equation satisfied by only one perturbed quantity a "decoupled equation." In this sense, for example, Teukolsky's equation is a decoupled equation for $\phi_{0 B}, \phi_{1 B}, \psi_{0 B}, \psi_{4 B}$.

In the Kerr-Newman solution, the electromagnetic perturbations are coupled to the gravitational perturbations via the energy-momentum tensor of the electromagnetic field in Einstein's field equations and via the term $(-g)^{1 / 2}$ which appears in Maxwell's equations, as written in the usual tensorial form $\left[(-g)^{1 / 2} . F^{\mu v}\right]_{, v}=0$.

Until now attempts to find decoupled and separable equations for gauge and tetrad invariant perturbed quantities have been unsuccessful. Many efforts have been made in this direction following different approaches and formalisms: Chandrasekhar ${ }^{2,3}$ using the Newman-Penrose formalism has obtained a set of coupled equations for the gauge invariant quantities

$$
\begin{aligned}
& \Phi_{0}=\psi_{0 B}, \quad \Phi_{1}=\psi_{1 B} \rho \sqrt{2} \\
& K=k_{B} /(\rho)^{2} \sqrt{2}, \quad S=\sigma_{B} \bar{\rho} /(\rho)^{2}
\end{aligned}
$$

where $\rho=r-i a \cos \theta$ and $k_{B}$ and $\sigma_{B}$ are two perturbed spin coefficients (from now on a bar means complex conjugation).

Lee ${ }^{4}$ has derived a set of equations that couple the purely gravitational quantities $\psi_{0 B}$ and $\psi_{4 B}$ to the variables

$$
\begin{aligned}
& \chi_{1 B}=3 \psi_{2 A} \phi_{0 B}-2 \phi_{1 A} \psi_{1 B} \\
& \chi_{-1 B}=3 \psi_{2 A} \phi_{2 B}-2 \phi_{1 A} \psi_{3 B}
\end{aligned}
$$

$\psi_{0 B}, \psi_{4 B}, \chi_{1 B}, \chi_{-1 B}$ are gauge and tetrad invariant. In a recent paper Lee ${ }^{5}$ has shown that in a limiting case where both the charge and the angular momentum of the black hole are small ( $a \ll M, e<M$ ) it is possible to obtain decoupled and separable equations for $\chi_{1 B}$ and $\chi_{-1 B}$. Crossman, ${ }^{6}$ using the gauge and tetrad freedom, has derived decoupled equations for $\phi_{0 B}, \phi_{1 B}, \phi_{2 B}$. The equations for $\phi_{0 B}$ and $\phi_{2 B}$ are separable.

A different approach has been adopted by Fackerell. ${ }^{7}$ Using the Cahen-Debever-Defrise ${ }^{8}$ complex vectorial formalism as developed by Crossman ${ }^{9}$ he has found a gauge and tetrad invariant equation for electromagnetic and gravitational perturbations. This equation has the form $d A=0$, where $A$ is a 2 -form. Operating on this equation with the generalized operators of exterior differentiation introduced by Crossman, Fackerell, and Crossman ${ }^{10}$ have found a set of decoupled equations for the gravitational quantities $\psi_{1 B}$, $\psi_{2 B}$, and $\psi_{3 B}$, using the gauge and tetrad freedom. The equations for $\psi_{1 B}$ and $\psi_{3 B}$ are separable. However, the gauge which allows the decoupling of the equations for the electromagnetic quantities $\phi_{0 B}, \phi_{2 B}, \phi_{1 B}$ is different from that which allows the decoupling of the equations for the gravitational perturbations $\psi_{1 B}, \psi_{2 B}$, and $\psi_{3 B}$.

In this paper, using the complex vectorial formalism, we derive a new equation governing the coupled electromag-netic-gravitational perturbations. It is both tetrad and gauge independent and it has the form $d A=0$, where $A$ is a 2form. ${ }^{11}$ Following Fackerell we call this equation a "conservation" equation in analogy with the conservation of charge in electrodynamics that is stated locally by the law $d * J=0$, where $J$ is the charge current form. ${ }^{12}$ Jordan, Ehlers, and Sachs ${ }^{13}$ have obtained a conservation equation valid for all uncharged type D geometries

$$
d\left(\psi_{2 A}^{2 / 3} Z_{A}^{2}\right)=0
$$

They have shown that there are conserved quantities associated to this equation (for example in the case of the Schwarzschild metric this equation leads to the definition of the covariant mass). However, the problem of finding conserved quantities associated to our conservation equation will not be treated in this paper, whose aim is to investigate the possibility of finding gauge and tetrad invariant, decou-
pled and separable equations using the complex vectorial formalism and the Crossman generalized operators.

Operating on our conservation equation with the Crossman operators, we obtain three gauge and tetrad invariant equations for $\chi_{1 B}, \chi_{-{ }_{1 B}}$, and $\chi_{0 B}$, where we have defined $\chi_{0 B}=3 \psi_{2 A} \phi_{1 B}-2 \phi_{1 A} \psi_{2 B}+2 \phi_{1 A}^{5 / 2} \bar{\phi}_{1 A}^{-1 / 2} \bar{\phi}_{1 B}$.

These equations are not separable in the Boyer-Lindquist coordinates for two reasons: The first is that some operators appearing in our coupled equations are not purely radial or purely angular operators. The second is that here the situation is quite different from the Reissner-Nordström perturbations. In that case Chandrasekhar ${ }^{14}$ has shown that it is possible to separate a set of coupled equations for $\Phi_{0}, \Phi_{1}$, $K, S$, by virtue of known relations existing among the angular functions belonging to the spin-1 and the spin-2 fields. In the case of axial symmetry, on the contrary, the angular functions belonging to different spins are not simply related.

The equations for $\chi_{1 B}$ and $\chi_{-i B}$ in the limiting case of small charge and angular momentum, reduce to the corresponding ones obtained by Lee.

It is interesting to note that the quantities $\chi_{1 B}, \chi_{-1 B}$, $\chi_{O B}$ are gauge and tetrad invariant linear combinations of the quantities $\left(\phi_{0 B}, \phi_{1 B}, \phi_{2 B}\right)$ and $\left(\psi_{1 B}, \psi_{2 B}, \psi_{3 B}\right)$. Therefore, the set of equations we have derived includes, in a gauge and tetrad invariant formulation, the two sets of equations that Crossman and Fackerell have obtained in two different gauges for the perturbed Weyl scalars and for the perturbed Maxwell scalars. The reason we are interested in equations of the form $d A=0$ is that the formalism developed by Crossman, applied to these equations, automatically leads to decoupled and separable equations for the components of $A$, if $A$ is a self-dual 2 -form (see $\mathrm{Sec} . \mathrm{V}$ ). The requirement that $A$ be self-dual must be satisfied if we do not want to use the gauge and the tetrad freedom, but it is a difficult condition to satisfy because in the Kerr-Newman geometry, both the Maxwell 2 -form and the curvature 2 -forms have anti-self-dual components, in contrast with the Kerr case where, for example, the Maxwell 2 -form is self-dual. In Sec. II of this paper we shall introduce the complex vectorial formalism in the Debever later version and the Crossman generalized operators. In Sec. III we derive our conservation equation and in Sec . IV we discuss its invariance under tetrad rotation and coordinate transformations. In Sec. V the equations for $\chi_{1 B}, \chi_{-1 B}, \chi_{0 B}$ are derived.

## II. COMPLEX VECTORIAL FORMALISM

We consider a null tetrad $\left\{l^{\mu}, n^{\mu}, m^{\mu}, \bar{m}^{\mu}\right\}$ satisfying the usual conditions

$$
l_{\mu} n^{\mu}=-m_{\mu} \bar{m}^{\mu}=-1, \quad l_{\mu} m^{\mu}=n_{\mu} m^{\mu}=0
$$

and

$$
g^{\mu \nu}=l^{\mu} n^{\nu}+n^{\mu} l^{\nu}-m^{\mu} \bar{m}^{\nu}-\bar{m}^{\mu} m^{\nu}
$$

The real vectors $l^{\mu}$ and $n^{\mu}$ are chosen along the repeated principal null directions of the Weyl tensor. Following Debever we write the basis 1 -forms

$$
\begin{aligned}
& \theta^{1}=n_{\mu} d x^{\mu}, \quad \theta^{2}=l_{\mu} d x^{\mu} \\
& \theta^{3}=-\bar{m}_{\mu} d x^{\mu}, \quad \theta^{4}=\bar{\theta}^{3}
\end{aligned}
$$

and the self-dual basis for the two-forms

$$
\begin{aligned}
& Z^{1}=\theta^{1} \wedge \theta^{3}, \quad Z^{2}=\theta^{1} \wedge \theta^{2}-\theta^{3} \wedge \theta^{4} \\
& Z^{3}=\theta^{4} \wedge \theta^{2}
\end{aligned}
$$

where self-dual means that their Hodge duals identically fulfills

$$
{ }^{*} Z^{a}=i Z^{a} .
$$

Let $\sigma_{1}, \sigma_{2}, \sigma_{3}$ be the spinor connection 1-forms expressed in terms of the spin coefficients

$$
\begin{align*}
& \sigma_{1}=k \theta^{1}+\tau \theta^{2}+\sigma \theta^{3}+\rho \theta^{4} \\
& \sigma_{2}=\epsilon \theta^{1}+\gamma \theta^{2}+\beta \theta^{3}+\alpha \theta^{4}  \tag{2.1}\\
& \sigma_{3}=\pi \theta^{1}+v \theta^{2}+\mu \theta^{3}+\lambda \theta^{4}
\end{align*}
$$

Then, the first equations of structure are

$$
\begin{align*}
& d Z^{1}=-2 \sigma_{2} \wedge Z^{1}-\sigma_{3} \wedge Z^{2} \\
& d Z^{2}=2 \sigma_{1} \wedge Z^{1}-2 \sigma_{3} \wedge Z^{3}  \tag{2.2}\\
& d Z^{3}=2 \sigma_{2} \wedge Z^{3}+\sigma_{1} \wedge Z^{2}
\end{align*}
$$

and the second equations of structure are

$$
\begin{align*}
& \Sigma_{1}=d \sigma_{1}-2 \sigma_{2} \wedge \sigma_{1} \\
& \Sigma_{2}=d \sigma_{2}+\sigma_{1} \wedge \sigma_{3}  \tag{2.3}\\
& \Sigma_{3}=d \sigma_{3}+2 \sigma_{2} \wedge \sigma_{3}
\end{align*}
$$

where $\Sigma_{a}$ are the complex curvature two-forms

$$
\Sigma_{a}=C_{a b} Z^{b}+\frac{1}{6} R \gamma_{a b} Z^{b}+E_{a b} \bar{Z}^{b}
$$

$C_{a b}$ and $E_{a \bar{b}}$ are, respectively, the Weyl and the Ricci tensor projected on the null tetrad, $R$ is the Ricci curvature scalar, and $\gamma_{a b}$ is the metric of the tridimensional complex space of the 2 -forms

$$
\begin{aligned}
& C_{a b}=\left[\begin{array}{lll}
\Psi_{0} & \Psi_{1} & \Psi_{2} \\
\Psi_{1} & \Psi_{2} & \Psi_{3} \\
\Psi_{2} & \Psi_{3} & \Psi_{4}
\end{array}\right], \quad E_{a b}=\left[\begin{array}{lll}
\Phi_{00} & \Phi_{01} & \Phi_{02} \\
\Phi_{10} & \Phi_{11} & \Phi_{12} \\
\Phi_{20} & \Phi_{21} & \Phi_{22}
\end{array}\right], \\
& \gamma_{a b}=\left[\begin{array}{rrr}
0 & 0 & \frac{1}{2} \\
0 & -\frac{1}{4} & 0 \\
\frac{1}{2} & 0 & 0
\end{array}\right] .
\end{aligned}
$$

The Bianchi identities are given by

$$
\begin{align*}
& d \Sigma_{1}=2 \sigma_{2} \wedge \Sigma_{1}-2 \sigma_{1} \wedge \Sigma_{2} \\
& d \Sigma_{2}=\sigma_{3} \wedge \Sigma_{1}-\sigma_{1} \wedge \Sigma_{3}  \tag{2.4}\\
& d \Sigma_{3}=-2 \sigma_{2} \wedge \Sigma_{3}+2 \sigma_{3} \wedge \Sigma_{2}
\end{align*}
$$

and the source-free Maxwell's equations are

$$
\begin{equation*}
d F=0 \tag{2.5}
\end{equation*}
$$

where

$$
F=\phi_{0} Z^{1}+\phi_{1} Z^{2}+\phi_{2} Z^{3}
$$

The electrovacuum field equations are

$$
\begin{equation*}
\phi_{a b}=\phi_{a} \bar{\phi}_{b} \tag{2.6}
\end{equation*}
$$

These are the relevant equations we are going to use in the following. We will operate on them with the formalism developed by Crossman.

Crossman introduces a generalized operator of exterior differentiation

$$
\begin{align*}
O_{p q}^{r s} G= & {\left[d-(p+1) \sigma_{2} \wedge-(r+1) \bar{\sigma}_{2} \wedge\right.} \\
& +q\left(\rho \theta^{1}-\mu \theta^{2}+\tau \theta^{3}-\pi \theta^{4}\right) \wedge  \tag{2.7}\\
& \left.+s\left(\bar{\rho} \theta^{1}-\bar{\mu} \theta^{2}-\bar{\pi} \theta^{3}+\bar{\tau} \theta^{4}\right) \wedge\right] G
\end{align*}
$$

where $G$ is a $p$-form.
Besides the useful generalization of the directional derivatives are

$$
\begin{align*}
& D_{p q}^{r s}=D-(p+1) \epsilon+\rho q-(r+1) \bar{\epsilon}+s \bar{\rho}, \\
& \Delta_{p q}^{r s}=\Delta+(p+1) \gamma-q \mu+(r+1) \bar{\gamma}-s \bar{\mu},  \tag{2.8}\\
& \delta_{p q}^{r s}=\delta-(p+1) \beta+q \tau+(r+1) \bar{\alpha}-s \bar{\pi}, \\
& \bar{\delta}_{p q}^{r s}=\bar{\delta}+(p+1) \alpha-q \pi-(r+1) \bar{\beta}+s \bar{\tau} .
\end{align*}
$$

We remember that if $f$ is a 0 -form

$$
d f=D f \theta^{1}+\Delta f \theta^{2}+\delta f \theta^{3}+\bar{\delta} f \theta^{4}
$$

In the case of type D charged geometry and with our choice of the tetrad it results that

$$
\begin{aligned}
& k=\sigma=\lambda=v=0 \\
& \Psi_{0}=\Psi_{1}=\Psi_{3}=\Psi_{4}=0, \\
& \phi_{0}=\phi_{2}=0
\end{aligned}
$$

Crossman introduces generalized wave operators $N_{c, s}$ given by

$$
\begin{align*}
N_{c, s} \Psi= & {\left[D_{2(s-1)}^{-2}-1\right.} \\
& \left.-\delta_{2(s+c)}^{-2} \cdot \Delta-1\right)-1 \\
& -(s+c) \cdot \bar{\delta}_{-(1)}^{-1} 0  \tag{2.9}\\
& \left.-(s-1)(2 s-2 s)(s-c-1) \Psi_{2}\right] \Psi .
\end{align*}
$$

For charged type D metrics, $N_{c, s}$ is related to $N_{s, s}$ by

$$
\begin{equation*}
N_{c, s} \Psi=\phi_{1}^{(c-s) / 2} N_{s, s}\left[\phi_{1}^{(s-c) / 2} \Psi\right], \tag{2.10}
\end{equation*}
$$

where $N_{s, s}$ is separable and it is the charged generalization of Teukolsky's spin-weighted operator.

## III. EQUATIONS FOR ELECTROVACUUM PERTURBATION

We now consider the first-order perturbation of the null tetrad $\left\{l^{\mu}, n^{\mu}, m^{\mu}, \bar{m}^{\mu}\right\}$ expressed in terms of the unperturbed tetrad (from now on a subscript capital $A$ denotes the unperturbed quantities and $B$ the first-order perturbed ones)

$$
\begin{align*}
& l_{B}^{\mu}=L_{1} l_{A}^{\mu}+L_{2} n_{A}^{\mu}+L_{3} m_{A}^{\mu}+\bar{L}_{3} \bar{m}_{A}^{\mu} \\
& n_{B}^{\mu}=N_{1} l_{A}^{\mu}+N_{2} n_{A}^{\mu}+N_{3} m_{A}^{\mu}+\bar{N}_{3} \bar{m}_{A}^{\mu},  \tag{3.1}\\
& m_{B}^{\mu}=M_{1} l_{A}^{\mu}+M_{2} n_{A}^{\mu}+M_{3} m_{A}^{\mu}+M_{4} \bar{m}_{A}^{\mu},
\end{align*}
$$

where $L_{1}, L_{2}, N_{1}, N_{2}$ are real functions and $L_{3}, N_{3}, M_{1}, M_{2}$, $M_{3}, M_{4}$ are complex functions of the local coordinates. From these expressions of the perturbed tetrad it is possible to write the perturbed basis for 1 -forms

$$
\begin{align*}
& \theta_{B}^{1}=-L_{1} \theta_{A}^{1}-N_{1} \theta_{A}^{2}-M_{1} \theta_{A}^{3}-\bar{M}_{1} \theta_{A}^{4}, \\
& \theta_{B}^{2}=-L_{2} \theta_{A}^{1}-N_{2} \theta_{A}^{2}-M_{2} \theta_{A}^{3}-\bar{M}_{2} \theta_{A}^{4},  \tag{3.2}\\
& \theta_{B}^{3}=-L_{3} \theta_{A}^{1}-N_{3} \theta_{A}^{2}-M_{3} \theta_{A}^{3}-\bar{M}_{4} \theta_{A}^{4},
\end{align*}
$$

and 2 -forms

$$
\begin{align*}
Z_{B}^{1}= & -\left(L_{1}+M_{3}\right) Z_{A}^{1}-\frac{1}{2}\left(\bar{M}_{1}+N_{3}\right) Z_{A}^{2}-\bar{M}_{4} \bar{Z}_{A}^{1} \\
& +\frac{1}{2}\left(\bar{M}_{1}-N_{3}\right) \bar{Z}_{A}^{2}+N_{1} \bar{Z}_{A}^{3}, \\
Z_{B}^{2}= & -\left(M_{2}+\bar{L}_{3}\right) Z_{A}^{1}-\frac{1}{2}\left(L_{1}+N_{2}+M_{3}+\bar{M}_{3}\right) Z_{A}^{2} \\
& -\left(\bar{M}_{1}+N_{3}\right) Z_{A}^{3}+\left(L_{3}-\bar{M}_{2}\right) \bar{Z}_{A}^{1} \\
& -\frac{1}{2}\left(L_{1}+N_{2}-M_{3}-\bar{M}_{3}\right) \bar{Z}_{A}^{2}+\left(\bar{N}_{3}-M_{1}\right) \bar{Z}_{A}^{3},  \tag{3.3}\\
& \\
Z_{A}^{3}= & -\frac{1}{2}\left(M_{2}+\bar{L}_{3}\right) Z_{A}^{2}-\left(N_{2}+\bar{M}_{3}\right) Z_{A}^{3}+L_{2} \bar{Z}_{A}^{1} \\
& +\frac{1}{2}\left(M_{2}-\bar{L}_{3}\right) \bar{Z}_{A}^{2}-M_{4} \bar{Z}_{A}^{3} .
\end{align*}
$$

We have then the basis to write the first and the second perturbed structure equations and the perturbed Bianchi identities.

In order to derive our conservation equation let us start considering the following perturbed 2 -form:

$$
\begin{equation*}
P=3 \Psi_{2 A} F_{B}+2 \phi_{1 A}^{2} \bar{F}_{B}-2 \phi_{1 A}\left(\Sigma_{2 B}+\frac{1}{2} \Psi_{2 A} Z_{B}^{2}\right), \tag{3.4}
\end{equation*}
$$

where $F_{B}$ is the perturbed Maxwell's 2 -form and $\Sigma_{2 B}$ is the perturbed second curvature 2 -form (2.3)

$$
\begin{aligned}
F_{B}= & \phi_{0 B} Z_{A}^{1}+\phi_{1 B} Z_{A}^{2}+\phi_{2 B} Z_{A}^{3}+\phi_{1 A} Z_{B}^{2} \\
\Sigma_{2 B}= & \Psi_{1 B} Z_{A}^{1}+\Psi_{2 B} Z_{A}^{2}+\Psi_{3 B} Z_{A}^{3}+\Psi_{2 A} Z_{B}^{2} \\
& +\phi_{10 B} \bar{Z}_{A}^{1}+\phi_{11 B}^{2} \bar{Z}_{A}^{2}+\phi_{12 B} \bar{Z}_{A}^{3}+\phi_{11 A}^{2} Z_{B}
\end{aligned}
$$

The components of $P$ are

$$
\begin{align*}
P= & \chi_{1 B} Z_{A}^{1}+\chi_{0 B} Z_{A}^{2}+\chi-{ }_{1 B} Z_{A}^{3}-2 \phi_{11 A} \phi_{1 B} \bar{Z}_{A}^{2} \\
& -2 \phi_{1 A}^{5 / 2} \bar{\phi}_{1 A}^{-1 / 2} \bar{\phi}_{1 B} Z_{A}^{2} . \tag{3.5}
\end{align*}
$$

being

$$
\begin{align*}
& \chi_{1 B}=3 \Psi_{2 A} \phi_{0 B}-2 \phi_{1 A} \Psi_{1 B} \\
& \chi_{0 B}=3 \Psi_{2 A} \phi_{1 B}-2 \phi_{1 A} \Psi_{2 B}+2 \phi_{1 A}^{5 / 2} \bar{\phi}_{1 A}^{-1 / 2} \bar{\phi}_{1 B}  \tag{3.6}\\
& \chi_{-1 B}=3 \Psi_{2 A} \phi_{2 B}-2 \phi_{1 A} \Psi_{3 B}
\end{align*}
$$

Now our purpose is to compute the external differential of $P$, but to do this some further equations are needed. We first define two 1 -forms

$$
\begin{align*}
& \Gamma=\rho_{A} \theta_{A}^{1}-\mu_{A} \theta_{A}^{2}+\tau_{A} \theta_{A}^{3}-\pi_{A} \theta_{A}^{4}, \\
& \widetilde{\Gamma}=\rho_{A} \theta_{A}^{1}-\mu_{A} \theta_{A}^{2}-\tau_{A} \theta_{A}^{3}+\pi_{A} \theta_{A}^{4} . \tag{3.7}
\end{align*}
$$

From Eqs. (2.3) and (2.5) in the stationary state it results that

$$
\begin{align*}
d \Psi_{2 A} & =3 \Psi_{2 A} \Gamma+2 \phi_{11 A} \widetilde{\Gamma}  \tag{3.8}\\
d \phi_{1 A} & =2 \phi_{1 A} \Gamma .
\end{align*}
$$

We will use in the following the perturbed Maxwell's equations (2.5) written with the generalized operator

$$
\begin{equation*}
O={ }_{-10}^{10} F_{B}=0 \tag{3.9}
\end{equation*}
$$

and the Fackerell conservation equation

$$
\begin{equation*}
O=-1-{ }_{-1}^{0}\left[\left(\Sigma_{2 B}+\frac{1}{2} \Psi_{2 A} Z_{B}^{2}\right)+\phi_{1 A} \bar{F}_{B}-\phi_{11 A}^{1 / 2} F_{B}\right]=0 . \tag{3.10}
\end{equation*}
$$

Besides we note that

$$
\begin{equation*}
O_{-1 n}^{-10} \Psi=(d+n \Gamma \wedge) \Psi \tag{3.11}
\end{equation*}
$$

Let us compute the external differential of the first part of (3.4): from (3.9) and (3.8) it results that

$$
\begin{aligned}
O & ={ }_{10}^{0}\left[3 \Psi_{2 A} F_{B}+2 \phi_{1 A}^{2} \bar{F}_{B}\right] \\
& =9 \Psi_{2 A} \Gamma \wedge F_{B}+6 \phi_{11 A} \widetilde{\Gamma} \wedge F_{B}+8 \phi_{1 A}^{2} \Gamma \wedge \bar{F}_{B}
\end{aligned}
$$

then from (3.10) we obtain

$$
\begin{align*}
& O_{-13}^{-10}\left[3 \Psi_{2 A} F_{B}+2 \phi_{1 A}^{2} \bar{F}_{B}\right] \\
& \quad=6 \phi_{11 A} \widetilde{\Gamma} \wedge F_{B}+2 \phi_{1 A}^{2} \Gamma \wedge \bar{F}_{B} . \tag{3.12}
\end{align*}
$$

For the second part of $P$, using (3.9) and (3.10) we find

$$
\left.\begin{array}{rl}
O & =1 \\
=1 & 0  \tag{3.13}\\
-1
\end{array}\left\{2 \phi_{1 A}\left[\Sigma_{2 B}+\frac{1}{2} \Psi_{2 A} Z_{B}^{2}\right]\right\}\right)
$$

Adding (3.12) and (3.13) we have

$$
\begin{align*}
O_{1-3}^{0}(P)= & 4 \phi_{1 A}^{2} \Gamma \wedge F_{B}+6 \phi_{11 A} \tilde{\Gamma} \wedge F_{B} \\
& -2 \phi_{1 A}^{3 / 2} \bar{\phi}_{1 A}^{1 / 2} \bar{\Gamma} \wedge F_{B} . \tag{3.14}
\end{align*}
$$

For the Kerr-Newman metric it results that

$$
\begin{equation*}
\frac{\rho_{A}}{\bar{\rho}_{A}}=\frac{\mu_{A}}{\bar{\mu}_{A}}=\frac{\tau_{A}}{\bar{\pi}_{A}}=\frac{\pi_{A}}{\bar{\tau}_{A}} . \tag{3.15}
\end{equation*}
$$

Then

$$
\begin{equation*}
\tilde{\Gamma}=\left(\phi_{1 A} / \bar{\phi}_{1 A}\right)^{1 / 2} \bar{\Gamma} \tag{3.16}
\end{equation*}
$$

and from (3.14) and (3.16)

$$
\begin{equation*}
O_{-1-3}^{-1}-_{-3}^{0}(P)=4 \phi_{1 A}^{3 / 2}\left(\phi_{1 A}^{1 / 2} \Gamma \wedge \bar{F}_{B}+\bar{\phi}_{1 A}^{1 / 2} \bar{\Gamma} \wedge F_{B}\right) \tag{3.17}
\end{equation*}
$$

But from (3.8)

$$
\begin{aligned}
& \phi_{1 A}^{1 / 2} \Gamma \wedge \bar{F}_{B}+\bar{\phi}_{1 A}^{1 / 2} \bar{\Gamma} \wedge F_{B} \\
& \quad=O_{-10}^{-10}\left[\phi_{1 A}^{1 / 2} \bar{F}_{B}+\bar{\phi}_{1 A}^{+1 / 2} F_{B}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& \phi_{1 A}^{3 / 2} O={ }_{-10}^{10}\left[\phi_{1 A}^{1 / 2} \bar{F}_{B}+\bar{\phi}_{1 / A}^{1 / 2} F_{B}\right] \\
& \quad=O_{-1-3}^{-1}{ }_{-3}^{0} \phi_{1 A}^{3 / 2}\left[\phi_{1 A}^{1 / 2} \bar{F}_{B}+\bar{\phi}_{1 / A}^{1 / 2} F_{B}\right] .
\end{aligned}
$$

Finally we conclude that

$$
\begin{equation*}
O_{-1-3}^{10}\left[P-4 \phi_{1 A}^{3 / 2}\left(\phi_{1 A}^{1 / 2} \bar{F}_{B}+\bar{\phi}_{1 A}^{-1 / 2} F_{B}\right)\right]=0 . \tag{3.18}
\end{equation*}
$$

We note that in the case of $\operatorname{Kerr} \phi_{1 A}=0$ and the equation (3.18) becomes

$$
\begin{equation*}
O=O_{-1}^{-10} P=0 \tag{3.19}
\end{equation*}
$$

But in this case $P=3 \Psi_{2 A} F_{B}$ and from (3.8) and (3.19) we obtain

$$
O=-1{ }_{-1}^{0} 3 \Psi_{2 A} F_{B}=3 \Psi_{2 A} O={ }_{-10}^{10} F_{B}=0
$$

which are the Maxwell equations.
In order to write Eq. (3.18) in a more convenient way we note that taking $\phi_{1 A}^{3 / 2}$ off the operator $O_{-1}^{-1}{ }_{-3}^{0}$ and writing $P$ in components we obtain

$$
\begin{aligned}
& O_{-1}^{-1}{ }_{-3}^{0}\left\{\phi_{1 A}^{3 / 2}\left[\phi_{1 A}^{-3 / 2} P-4\left(\bar{\phi}_{1 A}^{1 / 2} F_{B}+\phi_{1 A}^{1 / 2} \bar{F}_{B}\right)\right]\right\} \\
&= O{ }_{-10}^{-10}\left[\phi_{1 A}^{-3 / 2}\left(\chi_{1 B} Z_{A}^{1}+\chi_{0 B} Z_{A}^{2}+\chi_{-1 B} Z_{A}^{3}\right)\right. \\
&-2 \frac{\phi_{1 B}}{\phi_{1 A}^{1 / 2}} \bar{\phi}_{1 A} \bar{Z}_{A}^{2}-2 \frac{\bar{\phi}_{1 B}}{\bar{\phi}_{1 A}^{1 / 2}} \phi_{1 A} Z_{A}^{2} \\
&\left.-4\left(\bar{\phi}_{1 A}^{1 / 2} F_{B}+\phi_{1 A}^{1 / 2} \bar{F}_{B}\right)\right]=0 .
\end{aligned}
$$

Being

$$
\left(\phi_{1}^{1 / 2}\right)_{B}=\frac{1}{2}\left(\phi_{1 B} / \phi_{1 A}^{1 / 2}\right) \text { and } \phi_{1 A} Z_{A}^{2}=F_{A}
$$

if we define a 2 -form $\chi_{B}$ whose components are $\chi_{1 B}, \chi_{0 B}$, and $\chi_{-1 B}$, Eq. (3.18) becomes

$$
\begin{equation*}
O_{-10}^{-10}\left[\phi_{1 A}^{-3 / 2} \chi_{B}-4\left(\bar{\phi}_{1}^{1 / 2} F+\phi 1_{1}^{1 / 2} \bar{F}_{B}\right)\right]=0, \tag{3.20}
\end{equation*}
$$

which is the conservation equation we were looking for.

## IV. PROPERTIES OF THE CONSERVATION EQUATION

We now subject the perturbed tetrad to infinitesimal rotations and to infinitesimal translations. A general rotation of the tetrad can be considered as made up of three classes of rotations
(1) $l_{B} \rightarrow l_{B}, m_{B} \rightarrow m_{B}+a l_{A}, n_{B} \rightarrow n_{B}+\bar{a} m_{A}+a \bar{m}_{A}$,
(2) $n_{B} \rightarrow n_{B}, m_{B} \rightarrow m_{B}+b n_{A}, l_{B} \rightarrow l_{B}+\bar{b} m_{A}+b \bar{m}_{A}$,
(3) $l_{B} \rightarrow A^{-1} l_{A}, n_{B} \rightarrow A n_{A}, m_{B} \rightarrow e^{i \sigma} m_{A}$,
where $a$ and $b$ are two infinitesimal complex functions and $A$ and $\sigma$ are two infinitesimal real functions. From the definition of the Maxwell and Weyl scalars we have the following rules of transformation:

$$
\begin{align*}
& \Psi_{o B}^{\prime}=\Psi_{0 B}, \\
& \Psi_{4 B}^{\prime}=\Psi_{4 B}, \\
& \Psi_{1 B}^{\prime}=\Psi_{1 B}+3 b \Psi_{2 A}, \\
& \Psi_{2 B}^{\prime}=\Psi_{2 B},  \tag{4.2}\\
& \Psi_{3 B}^{\prime}=\Psi_{3 B}+3 \bar{a} \Psi_{2 A}, \\
& \phi_{o B}^{\prime}=\phi_{0 B}+2 b \phi_{1 A}, \\
& \phi_{2 B}^{\prime}=\phi_{2 B}+2 \bar{a} \phi_{1 A}, \\
& \phi_{1 B}^{\prime}=\phi_{1 B},
\end{align*}
$$

where the prime indicates the quantities computed in the rotated frame.

From (4.2) it is easy to check that both $\chi_{B}$ and $\left(\bar{\phi}_{1}^{1 / 2} F+\phi_{1}^{1 / 2} \bar{F}\right)_{B}$ are invariant under infinitesimal tetrad rotations. Thus Eq. (3.20) is tetrad invariant. We can still perform an infinitesimal coordinate transformation at every point in space-time

$$
x^{\mu}=x^{\mu}+\xi^{\mu}
$$

where

$$
\xi^{\mu}=X l_{A}^{\mu}+Y n_{A}^{\mu}+Z m_{A}^{\mu}+\bar{Z} \bar{m}_{A}^{\mu}
$$

and $X, Y$ are real functions and $Z$ is a complex function. Under this coordinate tranformation each perturbed quantity $Q_{B}$ is changed in $Q_{B}^{\prime}$ in this way

$$
\begin{equation*}
Q_{B}^{\prime}=Q_{B}-L_{\xi} Q_{A} \tag{4.3}
\end{equation*}
$$

where $L_{\xi} Q_{A}$ is the Lee derivative in the $\xi$-direction of the unperturbed quantity $Q_{A}$. From (4.3) it follows that if a quantity is constant or zero or if it is a product of Kronecker functions in the stationary state, it will be invariant under coordinate translations, namely it will be gauge invariant.

Thus $\Psi_{0 B}, \Psi_{1 B}, \Psi_{3 B}, \Psi_{4 B}, \phi_{0 B}$, and $\phi_{2 B}$ are gauge invariant while

$$
\begin{align*}
\Psi_{2 B}^{\prime}= & \Psi_{2 B}-3 \Psi_{2 A}\left(\rho_{A} X-\mu_{A} Y+\tau_{A} Z-\pi_{A} \bar{Z}\right) \\
& -2 \phi_{11 A}\left(\rho_{A} X-\mu_{A} Y-\tau_{A} Z+\pi_{A} \bar{Z}\right) \\
\phi_{1 B}^{\prime}= & \phi_{1 B}-2 \phi_{1 A}\left(\rho_{A} X-\mu_{A} Y+\tau_{A} Z-\pi_{A} \bar{Z}\right) \tag{4.4}
\end{align*}
$$

We immediately see from (3.6) that $\chi_{1 B}$ and $\chi_{-1 B}$ are gauge invariant.

Besides, being from (3.15)

$$
\begin{aligned}
\bar{\rho}_{A} X & -\bar{\mu}_{A} Y-\bar{\pi}_{A} Z+\bar{\tau}_{A} \bar{Z} \\
& =\left(\bar{\phi}_{1 A} / \phi_{1 A}\right)^{1 / 2}\left(\rho_{A} X-\mu_{A} Y-\tau_{A} Z+\pi_{A} \bar{Z}\right)
\end{aligned}
$$

it follows that $\chi_{0 B}$ is also gauge invariant. Thus the 2 -form $\chi_{B}$ appearing in Eq. (3.20) is gauge invariant.

Let us consider now the second 2 -form in (3.20) namely $\left(\bar{\phi}_{1}^{1 / 2} F+\phi_{1}^{1 / 2} \bar{F}\right)_{B}$. Under coordinate translations, $F_{B}$ transforms as
$F_{B}^{\prime}=F_{B}+O_{-10}^{-10}\left[\phi_{1 A}\left(Y \theta_{A}^{1}-X \theta_{A}^{2}-\bar{Z} \theta_{A}^{3}+Z \theta_{A}^{4}\right)\right]$,
from which

$$
\begin{align*}
\left(\phi_{1}^{1 / 2} \bar{F}\right. & \left.+\bar{\phi}_{1}^{1 / 2} F\right)_{B}^{\prime} \\
= & \left(\phi_{1}^{1 / 2} \bar{F}+\bar{\phi}_{1}^{1 / 2} F\right)_{B}+\left\{\phi_{1 A}^{1 / 2} \bar{\phi}_{1 A} O=-10\right. \\
& \times\left(Y \theta_{A}^{1}-X \theta_{A}^{2}+\bar{Z} \theta_{A}^{3}-Z \theta_{A}^{4}\right) \\
& +\phi_{1 A} \bar{\phi}_{1 A}^{1 / 2} O-{ }_{-1}^{10}\left(Y \theta_{A}^{1}-X \theta_{A}^{2}-\bar{Z} \theta_{A}^{3}+Z \theta_{A}^{4}\right) \\
& -\phi_{1 A}^{1 / 2} \bar{\phi}_{1 A}\left[\left(\rho_{A} X-\mu_{A} Y-\tau_{A} Z+\pi_{A} \bar{Z}\right) Z_{A}^{2}\right. \\
& \left.\left.+\left(\rho_{A} X-\mu_{A} Y+\tau_{A} Z-\pi_{A} \bar{Z}\right) \bar{Z}_{A}^{2}\right]\right\} . \tag{4.5}
\end{align*}
$$

It is evident that the second 2 -form appearing in Eq. (3.20) is not gauge invariant and the part gauge dependent of this 2 -form is isolated in (4.5) within curly brackets. But if we apply the operator of external differential to this term we find, with straightforward calculations, that the result is zero. Thus we can conclude that the equation

$$
O_{-10}^{10}\left[\phi_{1 A}^{-3 / 2} \chi_{B}-4\left(\bar{\phi}_{1}^{1 / 2} F+\phi_{1}^{1 / 2} \bar{F}\right)_{B}\right]=0
$$

is both tetrad and gauge invariant.

## V. EQUATIONS FOR $\chi_{1 B}, \chi_{O B}, \chi_{-1 B}$

In order to obtain the equations for $\chi_{1 B}, \chi_{0 B}$, and $\chi_{-1 B}$ it is convenient to write Eq. (3.20) in this form

$$
\begin{align*}
& O={ }_{-10}^{10} \phi_{1 A}^{-3 / 2}\left[\chi_{1 B} Z_{A}^{1}+\chi_{\mathrm{OB}} Z_{A}^{2}+\chi{ }_{-1 B} Z_{A}^{3}\right] \\
& \quad=4 O_{=10}^{10}\left[G_{1 B} Z_{A}^{1}+G_{2 B} Z_{A}^{2}+G_{3 B} Z_{A}^{3}+\text { c.c. }\right], \tag{5.1}
\end{align*}
$$

where c.c. indicates complex conjugation and $G_{1 B}, G_{2 B}, G_{3 B}$ and their conjugates are the components of the perturbed 2form $\left(\phi_{1}^{1 / 2} \bar{F}+\bar{\phi}_{1}^{1 / 2} F\right)_{B}$,

$$
\begin{aligned}
G_{1 B} & =\left\{\bar{\phi}_{1 A} \phi_{1 A}^{1 / 2}\left(\bar{L}_{3}-M_{2}\right)+\bar{\phi}_{1 A}^{1 / 2}\left[\phi_{0 B}-\phi_{1 A}\left(M_{2}+\bar{L}_{3}\right)\right]\right\}, \\
G_{2 B} & =\left\{\bar{\phi}_{1 A}^{1 / 2}\left[\phi_{1 B}-\frac{1}{2} \phi_{1 A}\left(L_{1}+N_{2}+M_{3}+\bar{M}_{3}\right)\right]-\frac{1}{2} \phi_{1 A}^{1 / 2} \bar{\phi}_{1 A}\left(L_{1}+N_{2}-M_{3}-\bar{M}_{3}\right)+\frac{1}{2}\left(\phi_{1 A} / \bar{\phi}_{1 A}^{1 / 2}\right) \bar{\phi}_{1 B}\right\}, \\
G_{3 B} & =\left\{\bar{\phi}_{1 A} \phi_{1 A}^{1 / 2}\left(N_{3}-\bar{M}_{1}\right)+\bar{\phi}_{1 A}^{1 / 2}\left[\phi_{2 B}-\phi_{1 A}\left(\bar{M}_{1}+N_{3}\right)\right]\right\} .
\end{aligned}
$$

The 2 -form appearing on the left-hand side of equation (5.1) is a self-dual form, while the 2 -form on the right-hand side is not.
 of equations for $\chi_{1 B}, \chi_{O B}$, and $\chi_{-1 B}$

$$
\begin{aligned}
& N_{1,1}\left[\phi_{1 A}^{-3 / 2} \chi_{1 B}\right]=4\left\{N_{1,1} G_{1 B}+\delta_{0}^{-2}{ }_{0}^{2} \delta_{-1}^{-3}{ }_{0}^{-1} \bar{G}_{1 B}\right.
\end{aligned}
$$

$$
\begin{aligned}
& {\left[N_{0,0}+\Psi_{2 A}\right]\left[\phi_{1 A}^{-2} \chi_{0 B}\right]=4\left\{\left[N_{0,0}+\Psi_{2 A}\right] \phi_{1 A}^{-1 / 2} G_{2 B}\right.}
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\bar{\delta}_{-2}^{-2}{ }_{0}^{1} D_{-11}^{-3}{ }^{-1}\right] \phi_{1 A}^{-1 / 2} \bar{G}_{3 B}
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.+\bar{\delta}_{-2}^{-2}{ }_{0}^{-1} \delta_{-11}^{-1}{ }^{-2}\right] \phi_{1 A}^{-1 / 2} \bar{G}_{2 B}\right\}, \\
& N_{-1,-1}\left[\phi_{1 A}^{-5 / 2} \chi_{-1 B}\right]=4\left\{N_{-1,-1} \phi_{1 A}^{-1} G_{3 B}+\Delta_{0}^{-2}{ }_{0}^{-1} \Delta_{-1}^{-3}{ }_{-2}^{-1} \phi_{1 A}^{-1} \bar{G}_{1 B}\right. \tag{5.2}
\end{align*}
$$

As we said in Sec. II, the operator $N_{s, s}$ is separable but the other operators appearing in the previous equations are not separable in Boyer-Lindquist coordinates in the KerrNewman metric. It is clear from Eq. (5.2) that if $\bar{G}_{1 B}, \bar{G}_{2 B}$, and $\bar{G}_{3 B}$, namely the anti-self-dual part of the two-form $\left(\bar{\phi}_{1}^{1 / 2} F+\phi_{1}^{1 / 2} \bar{F}\right)_{B}$, were zero, the three equations would be decoupled and separable. In fact if $A$ is a self-dual closed twoform, it is possible to show that the self-dual components of the equations

$$
* O=-100-{ }_{-10}^{-10}-1=0
$$

are three decoupled equations for the three components of $A$ :

$$
\begin{aligned}
& N_{1,1}\left[A_{1}\right]=0, \\
& \left(N_{1,0}+\psi_{2 A}\right)\left[A_{2}\right]=0, \\
& N_{-1,1}\left[\psi_{2 A} A_{3}\right]=0
\end{aligned}
$$

Therefore, we are in the same situation as if we had used the equation $d F=0$ to obtain decoupled and separable equations. In fact Eq. (3.9) written in components is
$O={ }_{-10}^{10}\left\{\left[\phi_{O B}-\left(M_{2}+\bar{L}_{3}\right) \phi_{1 A}\right] Z_{A}^{1}\right.$

$$
\begin{align*}
& +\left[\phi_{1 B}-\frac{1}{2} \phi_{1 A}\left(L_{1}+N_{2}+M_{3}+\bar{M}_{3}\right)\right] Z_{A}^{2} \\
& \left.+\left[\phi_{2 B}-\phi_{1 A}\left(\bar{M}_{1}+N_{3}\right)\right] Z_{A}^{3}\right\} \\
= & O={ }_{-10}^{10}\left\{\bar{G}_{1 B}^{\prime} \bar{Z}_{A}^{1}+\bar{G}_{2 B}^{\prime} \bar{Z}_{A}^{1}+\bar{G}_{3 B}^{\prime} \bar{Z}_{A}^{3}\right\}, \tag{5.3}
\end{align*}
$$

where the right-hand side 2-form has only anti-self-dual components

$$
\begin{aligned}
& \bar{G}_{i B}^{\prime}=\phi_{1 A}\left(L_{3}-\bar{M}_{2}\right), \\
& \bar{G}_{2 B}^{\prime}=-\phi_{1 A}\left(L_{1}+N_{2}-M_{3}-\bar{M}_{3}\right), \\
& \bar{G}_{3 B}^{\prime}=\phi_{1 A}\left(\bar{N}_{3}-M_{1}\right) .
\end{aligned}
$$

Operating on (5.3) with * $O_{-1}^{-1}{ }_{-2}^{0}$ * we obtain a set of equations that are exactly the same as Eqs. (5.2) when we replace the set of quantities $\left(\chi_{1 B}, \chi_{0 B}, \chi_{-1 B}\right)$ with $\left\{\left[\phi_{0 B}-\left(M_{2}+\bar{L}_{3}\right) \phi_{1 A}\right]\right.$, $\left[\phi_{1 B}-\frac{1}{2} \phi_{1 A}\left(L_{1}+N_{2}+M_{3}+\bar{M}_{3}\right)\right]$, $\left.\left[\phi_{2 B}=\phi_{1 A}\left(\bar{M}_{1}+N_{3}\right)\right]\right\}$, the set $\left(\bar{G}_{1 B}, \bar{G}_{2 B}, \grave{G}_{3 B}\right)$ with $\left(\bar{G}_{1 B}\right.$, $\left.\bar{G}_{2 B}, \bar{G}_{3 B}\right)$ and we put $G_{1 B}=G_{2 B}=G_{3 B}=0$.

It is however evident that Eq. (3.20) has a different information content from Eq. (3.9), because it involves, via $\chi_{1 B}, \chi_{0 B}, \chi_{1 B}$, both Weyl's scalars and Maxwell's scalars.

The first and the third equations (5.2) reduce to those obtained by Lee in the case of small charge and angular momentum ( $e \ll M, a \ll M$ ), being all the terms on the right-hand side quadratic or more both in $e$ and $a$, when written in Boyer-Lindquist coordinates.

## VI. CONCLUDING REMARKS

In this paper we have derived a new gauge and tetrad invariant equation for the Kerr-Newman metric, involving first-order perturbed quantities. We think that the problem of decoupling and separability of the perturbation equations could be solved by finding a 2 -form $A$, whose components involve gauge and tetrad invariant perturbed quantities (as $\chi_{1 B}, \chi_{0 B}, \chi_{-1 B}, \psi_{0 B}, \psi_{4 B}$, that satisfies the conservation equation $d A=0$ and that is self-dual. Our equation can be used for further investigations of the problem in the following way: It is necessary to find further conservation equations and properly combine them with our equation, Fackerell's equation, and Maxwell's equation, in such a way that the anti-self-dual part of the resulting 2 -form cancels. Once the requirement of self-duality is satisfied, Crossman's formalism will automatically lead to decoupled and separable equations for the components of $A$.
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We study dimensional reduction in $(d+n)$-dimensional space-times, with or without torsion, which admit $n$ commuting Killing vectors. The field content of theories in $(d+n)$ dimensions reduced to $d$ dimensions are completely worked out. The equations of motion satisfied by these fields are also derived explicitly.
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## I. INTRODUCTION

Dimensional reduction provides an attractive framework for a possible geometrical unification of gravity with gauge theories of internal symmetry. To this end, a number of suggestions, based on the generalization of Kaluza-Klein theory, ${ }^{1}$ already exists in the literature. ${ }^{1-4}$ From the contents of these works, it is clear that dimensional reduction is not a unique and universal procedure. Moreover, the extent to which one can take any such scheme seriously depends crucially on the definiteness and clarity of the initial assumptions and their relation to the final results.

The main objective of this article is to report a formulation of dimensional reduction for $(d+n)$-dimensional spacetimes, with or without torsion, which admit $n$ commuting Killing vectors. This is the generalization to arbitrary $n$ of our previous work ${ }^{5}$ for $n=1$ and $n=2$. In our approach to dimensional reduction, a number of interesting features arise which are worth noting. One of these is the appearance of an $\mathrm{SO}(n)$ symmetry which was absent in the initial theory. It is the anlog of the global symmetries which arise in supergravity theories. Another interesting feature is that the cosmological constant does not appear in the dimensionally reduced set of equations which we obtain, if it were zero in the initial $(d+n)$-dimensional theory.

## II. BASIC ELEMENTS OF DIMENSIONAL REDUCTION

In some applications, such as in Einstein-Cartan theory and supergravity, the torsion tensor is, in general, not zero, so that we must deal with nonsymmetric connections. To accommodate such possibilities, we will introduce vielbein fields and covariant derivatives in a way which is familiar from the gauge theory approach to gravity and supergravity. ${ }^{6}$ This language makes our formalism accessible to a larger number of physicists. There is no sacrifice of rigor, however. The mathematically minded reader will note that our starting point is to introduce a connection in a $(d+n)$ dimensional manifold via the corresponding bundle of linear or orthonormal frames.

We consider a $(d+n)$-dimensional manifold $M$, which is characterized by the structure group $\mathrm{GL}(d+n, R)$ or one of its subgroups. We specify a connection in $M$ by the covariant derivative

$$
\begin{align*}
& \hat{D}_{a}=\partial_{a}+\widehat{H}_{a}^{A B} \hat{X}_{A B},  \tag{1}\\
& a=0, \ldots, d+n-1, \quad A, B=0, \ldots, d+n-1,
\end{align*}
$$

[^28]where $\widehat{H}_{a}^{A B}$ are the gauge fields (connection coefficients) and $\widehat{X}_{A B}$ are the representations (in general reducible) of the generators of the group $\mathrm{GL}(d+n, R)$.

Here and in what follows the "caret" on top of any quantity indicates that it corresponds not to a dimensionally reduced manifold but to $M$ itself. When no ambiguity arises, the caret will be omitted. For definiteness, we assume that $M$ has one time and $d+n-1$ spacial dimensions. We also introduce a set of $(d+n)$-bein matrices, $\widehat{K}_{a}^{A}$, with their corresponding inverses, $\widehat{K}_{B}^{b}$, satisfying the orthonormality conditions

$$
\begin{equation*}
\widehat{K}_{a}^{A} \hat{K}_{B}^{a}=\delta_{B}^{A}, \quad \hat{K}_{a}^{A} \hat{K}_{A}^{b}=\delta_{a}^{b} \tag{2}
\end{equation*}
$$

One can then express the metric on $M$ in the form

$$
\begin{equation*}
\hat{g}_{a b}=\hat{K}_{a}^{A} \hat{K}_{b}^{B} \eta_{A B} \tag{3}
\end{equation*}
$$

where $\eta_{A B}$ are the components the Minkowskian metric with signature $(+,-, \ldots,-)$. For many purposes, it is more convenient to express the covariant derivative (1) in a new basis with components $\widehat{X}_{A}$ given by

$$
\begin{equation*}
\hat{X}_{A}=\hat{K}_{A}^{a} \hat{D}_{a} \tag{4}
\end{equation*}
$$

One advantage of using the basis $\left\{\hat{X}_{A}\right\}$ is that the components of both the metric tensor and the Levi-Civita tensor will become constants. The commutators of the elements of the set $\left\{\hat{X}_{A}\right\}$ are given by ${ }^{6,7}$

$$
\begin{align*}
{\left[\hat{X}_{A}, \hat{X}_{B}\right] } & =\widehat{K}_{A}^{a} K_{B}^{b}\left[\hat{R}_{a b}^{c D} \hat{X}_{C D}-\widehat{T}_{a b}^{c} \hat{X}_{C}\right] \\
& \equiv \widehat{R}_{A B}^{C D} \hat{X}_{C D}-\widehat{T}_{A B}^{C} \hat{X}_{C} \tag{5}
\end{align*}
$$

where $\widehat{R}_{A B}^{C D}$ and $\widehat{\mathrm{T}}_{\mathrm{AB}}^{\mathrm{C}}$ are, respectively, the components of the curvature and torsion tensors in the basis $\left\{\hat{X}_{A}\right\}$.

Up to this point we have introduced a number of structures on $M$ to describe its intrinsic differential geometry. To proceed with dimensional reduction, we now assume that there are $n$ independent everywhere spacelike Killing vectors ${ }^{k} \xi$ on $M$. In other words, we assume that metric tensor of $M$ has an $n$-parameter group of isometries. In this paper we further assume that these isometries are abelian, i.e., that the corresponding Killing vectors commute. The nonabelian isometries will be dealt with elsewhere. ${ }^{8}$ Depending on the basis we work in, we represent the components of the Killing vectors by $\left\{{ }^{i} \xi^{A}\right\}$ or $\left\{{ }^{i} \xi^{a}\right\}$, where

$$
\begin{equation*}
{ }^{j} \xi^{A}=\hat{K}_{a}^{A} \xi^{a} \tag{6}
\end{equation*}
$$

The presence of $n$ Killing vectors is the signal that $n$ of the $d+n$ coordinates which parametrize the manifold $M$ are redundant and that it might be possible to utilize the action of the symmetry to obtain a $d$-dimensional formulation of an initially $(d+n)$-dimensional theory. This would then consti-
tute a dimensional reduction from $a(d+n)$-dimensional manifold $M$ to a $d$-dimensional manifold $S$. A method of carrying out this procedure was given by Geroch ${ }^{4}$ in his fourto three- and four- to two-dimensional reductions. His formalism can easily be restated to apply to more general dimensional reductions: One starts by dividing $M$ into orbits under the desired isometry. Two points $p$ and $q$ belong to the same orbit if there exists a curve from $p$ to $q$ the tangent to which at any point is a linear combination of Killing vectors ${ }^{j} \xi$. Thus, the orbits are spacelike $n$-surfaces. The elements of the manifold $S$ are then taken to be the collection of all such orbits in $M$. As pointed out by Geroch, it is not possible to regard the manifold $S$ as a hypersurface in $M$ except when the $n$-manifold spanned by the Killing vectors ${ }^{j} \xi$ is orthogonal to a $d$-manifold in $M$. It is more natural to regard $S$ as a quotient space of $M$ by the action of the isometry group. In fact, let $\psi$ be a mapping from $M$ to $S$ which assigns to each point $p$ of $M$ the orbit $\psi(p)$ passing through $p$. Then, one can establish a one-to-one correspondence ${ }^{4}$ between the tensor fields on $S$ and tensor fields on $M$, which satisfy the following two conditions:

$$
\begin{align*}
{ }_{j} \xi_{A} \hat{T}_{C \cdots D}^{A \cdots B} & =\cdots={ }^{j} \xi_{B} \widehat{T}_{C \cdots D}^{A \cdots B}={ }^{j} \xi^{C} \hat{T}_{C \cdots D}^{A \cdots B} \\
& =\cdots=\xi^{D} T_{C \cdots D}^{A \cdots \cdots B}=0, \quad j=1, \ldots, n  \tag{7}\\
{\underset{L}{j}}_{S}^{\mathscr{C}} \widehat{\mathbf{T}} & =0, \quad j=1, \ldots, n, \tag{8}
\end{align*}
$$

where $\mathscr{L}$ is the symbol for "Lie derivative," and the condition (8) states that the Lie derivative of the tensor $\widehat{T}$ along the direction specified by the Killing vector ${ }^{j} \xi$ vanishes. The requirements (7) and (8) ensure that the intrinsic geometry of $S$ is patterned after $M$ and yet is self-supporting in the sense that, once established, it need not make any reference to $M$ as long as the corresponding isometries are exact. Moreover, since various tensor operations commute with the map $\psi$ from $M$ to $S$, to set up theories which make sense in $S$, it is not necessary to restrict the range of indices to those natural to $S$, so that we can retain manifest covariance with respect to $M$. From this point of view, the creation of manifold $S$ is a secondary notion which helps visualize unified theories in $(d+n)$ dimensions, which satisfy the conditions (7) and (8).

We now proceed with dimensional reduction. Consider the $n \times n$ matrix of scalar fields with elements

$$
\begin{equation*}
\lambda_{j k}={ }^{j \xi^{A} k} \xi_{A}={ }^{j \xi^{a k}} \xi_{a}, \quad j, k=1, \ldots, n . \tag{9}
\end{equation*}
$$

It is easy to verify that the $n(n+1) / 2$ fields $\lambda_{j k}$ satisfy the conditions (7) and (8) and are therefore scalar fields on $S$. Similarly, consider the quantity

$$
\begin{equation*}
K_{a}^{A}=\hat{K}_{a}^{A}-{ }^{j} \xi^{A}\left(\lambda^{-1}\right)_{j k}{ }^{k} \xi_{a} \tag{10}
\end{equation*}
$$

From (6) it follows that ${ }^{i} \xi_{A} K_{a}^{A}={ }^{i} \xi^{a} K_{a}^{A}=0$, for all components $K_{a}^{A}$. Since $K_{a}^{A}$ also may be chosen to satisfy the condition (8), it is a mixed tensor (vielbein) on $S$. From $\lambda_{j k}$ and $K_{a}^{A}$ one can then construct the following tensors on $S$ :

$$
\begin{align*}
& h_{a}^{b}=K_{a}^{A} K_{A}^{b}=\delta_{a}^{b}-\xi_{b}\left(\lambda^{-1}\right)_{j k}^{k} \xi_{a},  \tag{11}\\
& h_{A}^{B}=K_{b}^{B} K_{A}^{b}=\delta_{A}^{B}-\xi^{B}\left(\lambda^{-1}\right)_{j k}^{k} \xi_{A},  \tag{12}\\
& h_{a b}=\eta_{A B} K_{a}^{A} K_{b}^{B}=\hat{g}_{a b}-{ }^{j} \xi_{a}\left(\lambda^{-1}\right)_{j k}^{k} \xi_{b},  \tag{13}\\
& h_{A B}=h_{a b} K_{A}^{a} K_{B}^{b}=\hat{\eta}_{A B}-{ }^{j} \xi_{A}\left(\lambda^{-1}\right)_{j k}{ }^{k} \xi_{B} . \tag{14}
\end{align*}
$$

These expressions define the components of the metric and the Kronecker delta on $S$.

We now turn to the requirements demanded by the structure of isometries. The requirement of commutativity implies that for $j, k=1, \ldots, n$

$$
\begin{equation*}
{ }^{j} \xi^{A} \widehat{X}_{A}{ }^{k} \xi^{B}-{ }^{k} \xi^{A} \hat{X}_{A}{ }^{j} \xi^{B}={ }^{k} \xi^{C j} \xi^{D} \widehat{T}_{C D}^{B}, \tag{15}
\end{equation*}
$$

where $\widehat{T}_{C D}^{B}$ is the torsion tensor. Moreover, since by the definition of an isometry the Lie derivative of the metric tensor in the direction of the Killing vectors vanishes, we must have

$$
\begin{equation*}
\widehat{X}_{A}{ }^{k} \xi_{B}+\widehat{X}_{B}{ }^{k} \xi_{A}={ }^{k} \xi^{C}\left[\eta_{A D} \widehat{T}_{B C}^{D}+\eta_{B D} \widehat{T}_{A C}^{D}\right] \tag{16}
\end{equation*}
$$

For vanishing right-hand side, this reduces to the familiar Killing equation. Finally, following Geroch, we introduce the covariant derivative on $S$ in terms of the covariant derivative on $M$ in the following way:

$$
\begin{equation*}
X_{A} T_{D \cdots E}^{B \cdots C}=h_{A}^{L} h_{D}^{M} \cdots h_{E}^{N} h_{I}^{B} \cdots h_{J}^{C} \hat{X}_{L} T_{M \cdots N}^{I \cdots J} \tag{17}
\end{equation*}
$$

Since our connection on $M$ is, in general, nonsymmetric, the connection on $S$ will also be nonsymmetric, in general.
Moreover, since the nonsymmetric part of the connection is related to the torsion tensor, this tensor must be compatible with the covariant derivative (17) on $S$. One way to ensure this is to require that the torsion tensor of $M$ be a tensor on $S$, i.e.,

$$
\begin{equation*}
{ }^{k} \xi^{A} \widehat{T}_{A B}^{C}={ }^{k} \xi^{B} \widehat{T}_{A B}^{C}=0, \quad \underset{\xi}{\mathscr{L}} T=0 \tag{18}
\end{equation*}
$$

This is in line with some of the field theoretic applications, e.g., to supergravity, which we have in mind. With conditions (18), it is straightforward to check that expression (17) satisfies all the requirements of a covariant derivative on $S$.

In terms of $\left\{X_{A}\right\}$, the components of curvature and torsion of $S$ are given by

$$
\begin{equation*}
\left[X_{A}, X_{B}\right]=R_{A B}^{C D} X_{C D}-T_{A B}^{C} X_{C} \tag{19}
\end{equation*}
$$

Using (17), one can then uniquely express these in terms of the components of curvature and torsion of $M$, the scalars $\lambda_{j k}$, and the covariant derivatives of ${ }^{j} \xi$ :

$$
\begin{align*}
R_{A B}^{L M}= & h_{[A}^{C} h_{B}^{D} h_{\mid J}^{L} h_{I \mid}^{M}\left[\hat{R}_{C D}^{J I}\right. \\
& -2\left(\lambda^{-1}\right)_{k j}\left(\hat{X}_{C}{ }^{k} \xi^{I}\right)\left(\hat{X}_{D}{ }^{j} \xi^{J}\right) \\
& \left.-2\left(\lambda^{-1}\right)_{k j}\left(\hat{X}^{I}{ }^{k^{J}} \xi^{J}\right)\left(\hat{X}_{C}{ }^{j} \xi_{D}\right)\right] \\
h_{[A}^{C} h_{B]}^{D} & =\frac{1}{2}\left(h_{A}^{C} h_{B}^{D}-h_{B}^{C} h_{A}^{D}\right) . \tag{20}
\end{align*}
$$

## III. SPECTRA AND EQUATIONS OF MOTION

The ultimate objective of any dimensional reduction is to formulate $(d+n)$-dimensional theories in such a way that in the limit of exact symmetry, they would have the appearance of a $d$-dimensional theory. So, we must go one step further and express the covariant derivatives of the Killing vectors in terms of fields which are intrinsically on $S$. Thus, consider the antisymmetric field strength tensors

$$
\begin{gather*}
\omega_{j}^{A \cdots B}=[n!(d-2)!]^{-1} \epsilon_{l \ldots m} \epsilon^{A \cdots B C \cdots D E F} \xi_{C} \ldots{ }^{m} \xi_{D} \hat{X}_{E}{ }^{j} \xi_{F}, \\
A, B=0, \ldots, d+n-1, \quad j l, m=1, \ldots, n, \tag{21}
\end{gather*}
$$

where $\epsilon^{A \cdots F}$ is the $(d+n)$-dimensional Levi-Civita tensor (constant in the basis we work in), and $\epsilon_{l \ldots m}$ is the Euclidean $n$-dimensional Levi-Civita tensor. Clearly, there will be $n$
such $(d-2)$-forms which satisfy the conditions (7) and (8) and which are, therefore, tensors on $S$. Starting from the definition (21), one can show that

$$
\begin{align*}
& \hat{X}_{I}{ }^{j} \xi_{J} \\
& \quad=(-1)^{d+n-1}[2 \lambda(n!)]^{-1} \epsilon_{l \ldots m} \epsilon_{A \cdots B G \cdots H I J} \omega_{j}^{A \cdots B} \xi^{G} \ldots \xi^{H} \\
& \quad-\left(\lambda^{-1}\right)_{l m}{ }_{l} \xi_{[I} \widehat{X}_{J} \lambda_{m j} .  \tag{22}\\
& \quad \lambda=\operatorname{det}\left(\lambda_{i j}\right) ; \tag{23}
\end{align*}
$$

the $\left(\lambda^{-1}\right)_{l m}$ are elements of the matrix inverse to $\left(\lambda_{i j}\right)$ :

$$
\begin{equation*}
\left(\lambda^{-1}\right)_{l m} \lambda_{m k}=\delta_{l k} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.{ }^{\prime} \xi_{I I} \hat{X}_{J} \lambda_{m j}=\frac{1}{2}{ }^{\prime} \xi_{I} \hat{X}_{J}-{ }^{l} \xi_{J} \hat{X}_{I}\right) \lambda_{m j} \tag{25}
\end{equation*}
$$

In the dimensionally reduced theory the $(d-2)$ forms given by (21) may play the role of field strength tensors associated with gauge fields coupled to gravity. It is therefore of interest to know their curls and divergences. We define the generalized curl by the expression

$$
\begin{align*}
\hat{X}^{[H} \omega_{j}^{L \cdots M]}= & (-1)^{d+n-1}[(n+1)!(d-1)!]^{-1} \\
& \times \epsilon^{H L \cdots M I \cdots J} \epsilon_{G A \cdots B I \cdots J} \widehat{X}^{G} \omega_{j}^{A \cdots B} . \tag{26}
\end{align*}
$$

Then, after a lengthy computation, one can show that

$$
\begin{aligned}
& \hat{X}^{(H} \omega_{j}^{L \cdots M)} \\
& =(-1)^{d+n-1}[n!(d-1)!]^{-1} \epsilon_{l \ldots q m} \epsilon^{H L \cdots M A \cdots B D E}{ }_{l} \xi_{A} \ldots{ }^{q} \xi_{B} \\
& \quad \times\left[2^{m} \xi_{D}\left({ }^{j} \xi_{F} \widehat{R}_{E}^{F}+T_{E G}^{F} \hat{X}_{F}{ }^{j} \xi^{G}\right)\right] .
\end{aligned}
$$

Similarly,

$$
\begin{align*}
X^{[H} \omega_{j}^{\left.L \cdots M^{\prime} M\right]}= & 2(-)^{d+n-1}[n!(d-2)!]^{-1} \\
& \times \epsilon_{l \cdots q m} \epsilon^{H L \cdots M A B B E} \xi_{A} \cdots \xi_{B} \xi^{m} \xi_{D} \xi_{F} \hat{R}_{E}^{F} \\
& +\omega_{j}^{[L \cdots M} \eta^{N] B} T_{A B}^{A} \\
& +(-)^{d}(d-2) \omega_{j}^{A\left[L \cdots M^{\prime}\right.} T_{A B}^{M} \eta^{N] B} . \tag{27}
\end{align*}
$$

From this, it follows that in the special case of vanishing $\widehat{R}_{E}^{F}$ and of vanishing torsion our $(d-2)$-forms are curl-free. Also,

$$
\begin{align*}
X_{A} \omega_{j}^{A B \cdots C D}= & \left(\lambda^{-1}\right)_{m k}\left[\omega_{m}^{A B \cdots C D} X_{A} \lambda_{k j}+\frac{1}{2} \omega_{j}^{A B \cdots C D} X_{A} \lambda_{m k}\right] \\
& +\omega_{j}^{A B \cdots C D} T_{F A}^{F}+\frac{1}{2}(-1)^{d} \omega_{j}^{A F[B \cdots C} T_{A F}^{D]} . \tag{28}
\end{align*}
$$

One would expect that in the dimensionally reduced theory each of the scalar fields $\lambda_{i j}$ satisfy a Klein-Gordon equation with a source. We find that this is indeed the case. In fact, a straightforward application of the formulas we have derived above shows that

$$
\begin{align*}
& X^{A} X_{A} \lambda_{j k} \\
& =(-1)^{d+n-1}(d-2)!\lambda^{-1} \omega_{j c \cdots D} \omega_{k}^{C \cdots D}-2^{j \xi} \xi^{D} \widehat{R}_{D}^{F} \xi_{F} \\
& \quad+\left(\lambda^{-1}\right)_{m q}\left(X^{B} \lambda_{q j}\right)\left(X_{B} \lambda_{m k}\right)-\frac{1}{2}\left(\lambda^{-1}\right)_{p q}\left(X^{A} \lambda_{p q}\right)\left(X_{A} \lambda_{j k}\right) . \tag{29}
\end{align*}
$$

Our final task is to obtain expressions for the Ricci tensor and the scalar curvature of the manifold $S$. By definition,

$$
\begin{equation*}
R_{B}^{M}=h_{L}^{A} R_{A B}^{L M}, \tag{30}
\end{equation*}
$$

where $R_{A B}^{L M}$ is given by Eq. (20). Making use of Eq. (22), one obtains the following expression for the Ricci tensor of $S$ :

$$
\begin{align*}
R_{B}^{M}= & h_{B}^{D} h_{I}^{M} \hat{R}_{D}^{I}+\frac{1}{2}\left(\lambda^{-1}\right)_{k j} X^{M} X_{B} \lambda_{k j} \\
& +\frac{1}{4}\left(X^{M} \lambda_{k j}\right)\left(X_{B} \lambda_{k j}^{-1}\right) \\
& \left.+\frac{1}{2}(-1)^{d+n-1}[d-2)!\right] \lambda^{-1}\left(\lambda^{-1}\right)_{k j} \\
& \times\left[h_{B}^{M} \omega_{j A \cdots D} \omega_{k}^{A \cdots D}-(d-2) \omega_{j B A \cdots D} \omega_{k}^{M A \cdots D}\right] \\
& +\frac{1}{2} \eta^{M A}\left(\lambda^{-1}\right)_{k j} T_{A B}^{E} X_{E} \lambda_{k j} . \tag{31}
\end{align*}
$$

Similarly,

$$
\begin{align*}
R= & h_{M}^{B} R_{B}^{M} \\
= & \hat{R}^{j}-\xi^{D}\left(\lambda^{-1}\right)_{j k}{ }^{k} \xi_{I} \widehat{R}_{D}^{I}+\frac{1}{2}\left(\lambda^{-1}\right)_{j k} X^{A} X_{A} \lambda_{j k} \\
& +(-1)^{d+n-1}[(d-2)!] \lambda^{-1} \lambda_{p q}^{-1} \omega_{p}^{A \cdots E} \omega_{q}^{A} \cdots E \\
& +\frac{1}{4}\left(X^{A} \lambda_{p q}\right)\left(X_{A} \lambda_{p q}^{-1}\right) . \tag{32}
\end{align*}
$$

## IV. DISCUSSION

We now turn to a discussion of the results and their possible significance. Interpreted in the most straightforward manner, Eqs. (27), (28), (29), and (31) are the main results of our dimensional reduction. To see this, suppose that in $(d+n)$-dimensional the source-free Einstein-Cartan equations $\hat{R}_{D}^{I}=0$ are satisfied. One can also postulate a suitable set of equations for the torsion tensor. Then, the above four $d$-dimensional equations determine the dynamics of the scalar fields $\lambda_{j k},(d-2)$-forms, $\omega_{k}^{A \cdots E}$, and the gravitational field $h_{A B}$. Its nongravitational sector is highly nonlinear, and the interactions of scalar and gauge fields are not of the minimal type. The field content of the reduced theory is fixed by the intrinsic geometry and the symmetries of the initial theory. There are $n$ field strengths or ( $d-2$ )-forms and $\frac{1}{2} n(n+1)$ scalar fields. There is a natural global $\mathrm{SO}(N)$ symmetry associated with the matter field sector of the reduced theory, which was not present in the initial $(d+n)$ dimensional theory. It provides an explicit example of how such symmetries arise in supergravity theories. ${ }^{3,9}$ There are also $n$-abelian local gauge symmetries.

Our results are to be compared and contrasted with other recent approaches to dimensional reduction ${ }^{10}$ : (a) Our Killing vectors represent the isometries not of some submanifold of $M$ but of the entire $(d+n)$-dimensional manifold. As a result, their scalar products determine the scalar fields and their twists the gauge fields of the reduced theory. (b) As long as the isometries are exact, there will be no dependence on the extra dimensions and no need for harmonic expansions in those variables. (c) The dependence on the extra $n$-coordinates can be associated with the breakdown of the initial symmetry of the metric tensor $g$. This could be triggered, e.g., by some sort of spontaneous symmetry breaking. It could also happen because of the anomalies which arise when the theory is quantized. (d) There is no cosmological constant in the reduced set of equations if there were none present in the ( $d+n$-dimensional theory. (e) Since we have an explicit set of equations for the dimensionally reduced theory, then such questions as the ground state solution, its stability, etc., can be unambiguously determined for a given set of boundary conditions.
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This paper considers thefirst two moments of $R(\beta, N)=A(\beta, N) / N, A(\beta, N)$ denoting the random number of unoccupied sites of a one-dimensional array of $N$ compartments saturated by randomly placed $\beta$-bell particles ( $\beta \geqslant 2$ ). It is shown that, as $N \rightarrow \infty$, the mean of $R(\beta, N)$ approaches a (nonzero) limit $L$ ( $\beta$ ) while its variance tends to zero thus yielding the stochastic convergence of $R(\beta, N)$ to $L(\beta) . L(\beta)$ is explicitly determined and its behavior for large $\beta$ is also studied.

PACS numbers: 05.50. $+\mathrm{q}, 02.50 .+\mathrm{s}, 82.65 \mathrm{Jv}, 68.20 .+\mathrm{t}$

## 1. INTRODUCTION

In this paper we will be concerned with the following model. ${ }^{1,2}$ A linear array of $N$ identical compartments is ceaselessly bombarded by particles which occupy $\beta$ ( $\beta \geqslant 2$ ) contiguous lattice sites. These so-called $\beta$-bell particles are assumed to contact in a spatially random manner and to stick only if striking $\beta$ (adjacent) vacant compartments. Thus, as time elapses, the number of unoccupied compartments diminishes until finally being left only fragments of $1,2, \ldots, \beta-1$ vacant compartments (see Fig. 1). As soon as this saturation situation arises, the total number $A(\beta, N)$ of unoccupied lattice sites may be determined.

Due to the nature of the model, $A(\beta, N)$ is a random variable. Its mean $a(\beta, N)$ has been seen ${ }^{2}$ to satisfy the recursion relation

$$
\begin{align*}
a(\beta, N)= & \frac{N-\beta}{N-\beta+1} a(\beta, N-1) \\
& +\frac{2}{N-\beta+1} a(\beta, N-\beta), \quad N \geqslant \beta+1, \tag{1}
\end{align*}
$$

with initial conditions $a(\beta, 1)=1$, $a(\beta, 2)=2, \ldots, a(\beta, \beta-1)=\beta-1, a(\beta, \beta)=0$ and in the case $\beta=2$ it has been found ${ }^{1}$ that

$$
\lim _{N \rightarrow \infty} a(2, N) / N=\exp (-2) .
$$

Making use of (1) we will show in Sec. 2 that $L(\beta)$, the average fraction of vacant compartments of an infinite onedimensional lattice space saturated by $\beta$-bell particles, is

$$
\begin{align*}
L(\beta) & =\lim _{N \rightarrow \infty} a(\beta, N) / N \\
& =1-\beta e^{-P(1, \beta)} \int_{0}^{1} e^{P(z, \beta)} d z \tag{2}
\end{align*}
$$

where

$$
P(z, \beta)=2 \int_{0}^{z} \frac{1-x^{\beta-1}}{1-x} d x
$$

[^29]\[

$$
\begin{equation*}
=2\left(z+\frac{z^{2}}{2}+\cdots+\frac{z^{\beta-1}}{\beta-1}\right), \quad z>0 . \tag{3}
\end{equation*}
$$

\]

In Sec. 3 we will discuss the physically interesting case of large polymers, i.e., the case of large $\beta$. More precisely, starting out from (2) we will establish that $L^{*}$, the average fraction of occupied sites at saturation, is

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} L(\beta)=1-L^{*}, \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
L^{*}=\int_{0}^{\infty} \exp \left\{-2 \int_{0}^{t} \frac{1-e^{-v}}{v} d v\right\} d t . \tag{5}
\end{equation*}
$$

It is worthwhile to mention that Rényi ${ }^{3}$ has shown that

$$
\begin{equation*}
\lim _{x \rightarrow \infty} F(x) / x=L^{*}, \tag{6}
\end{equation*}
$$

where $F(x)$ is the mean number of unit intervals placed randomly (without intersecting each other) in the interval $(0, x)$. A connection between Rényi's continuous and the present discrete model has been observed recently by Maltz and Mola. ${ }^{4}$ They have gotten the relation

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} L(\beta)=1-\lim _{x \rightarrow \infty} F(x) / x \tag{7}
\end{equation*}
$$

by theoretical considerations.
In Sec. 4, we shall be concerned with $v(\beta, N)$, the mean of $A^{2}(\beta, N)$. Transforming a difference equation for $v(\beta, N)$ into a first-order linear differential equation for the generating function of the $v(\beta, N), N=\beta+1, \beta+2, \ldots$, we find from the analytic expression of its solution, by way of a Tauberian argument, that


FIG. 1. Three of all possible saturated arrangements when trimers are placed on a linear array composed of 12 compartments.

$$
\begin{equation*}
\lim _{N \rightarrow \infty} v(\beta, N) / N^{2}=L^{2}(\beta) \tag{8}
\end{equation*}
$$

This together with (2) shows that, as $N$ becomes large, the variance of $A(\beta, N) / N$ approaches zero, symbolically

$$
\lim _{N \rightarrow \infty} \operatorname{Var}(A(\beta, N) / N)=0
$$

The stochastic convergence of $A(\beta, N) / N$ to $L(\beta)$, i.e.,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} P(|A(\beta, N) / N-L(\beta)|>\epsilon)=0, \quad \epsilon>0 \tag{9}
\end{equation*}
$$

is an easy consequence of Eqs. (2), (8) and Chebychev's inequality: for any fixed $\epsilon>0$
$P(|A(\beta, N) / N-L(\beta)|>\epsilon) \leqslant \epsilon^{-2} E\left([A(\beta, N) / N-L(\beta)]^{2}\right)$

$$
=\epsilon^{-2}\left[v(\beta, N) / N^{2}-2 L(\beta) a(\beta, N) / N+L^{2}(\beta)\right]
$$

and (9) follows from Eqs. (2) and (8).

## 2. CALCULATION OF L $(\beta)$

Starting with the recursion relation (1) and with a corresponding one for $N-a(\beta, N)$, the average number of occupied sites of a $\beta$-bell particle saturated $1 \times N$ array, and utilizing a Tauberian argument (as we will do in Sec. 4) we have shown ${ }^{5}$ [for the definition of $P(z, \beta)$, see Eq. (3)]

$$
\begin{align*}
L(\beta) & =\lim _{N \rightarrow \infty} \frac{a(\beta, N)}{N} \\
& =e^{-P(1, \beta)} \int_{0}^{1} 2\left((1-x) \sum_{k=1}^{\beta-1} k x^{k}\right) e^{P(x, \beta)} d x \tag{10}
\end{align*}
$$

and Eq. (2), respectively. Clearly, as a consequence, the expressions on the right-hand sides of Eqs. (2) and (10) are equal. Adopting a different method we will reproduce the result given by Eq. (2).

As $\beta$ remains fixed in what follows we shall use the notation $a_{N} \equiv a(\beta, N)$.

Setting

$$
s_{N}=a_{N}-a_{N-1}, \quad N \geqslant 2, \quad s_{1}=1,
$$

and thus obtaining

$$
a_{N}=s_{1}+s_{2}+\cdots+s_{N}, \quad N \geqslant 1
$$

we first observe that Eq. (1) may be written as

$$
\begin{align*}
s_{N}= & \frac{2(N-\beta)}{(N-\beta+1)} \frac{a(\beta, N-\beta)}{(N-\beta)} \\
& -\frac{(N-1)}{(N-\beta+1)} \frac{a(\beta, N-1)}{(N-1)}, \quad N \geqslant \beta+1, \tag{11}
\end{align*}
$$

as well as

$$
\begin{align*}
s_{N}= & \frac{1}{N-\beta+1}\left[s_{1}+s_{2}+\cdots+s_{N-\beta}\right. \\
& \left.-\left(s_{N-\beta+1}+s_{N-\beta+2}+\cdots+s_{N-1}\right)\right], \\
& N \geqslant \beta+1 . \tag{12}
\end{align*}
$$

Performing the limit $(N \rightarrow \infty)$ on both sides of Eq. (11) we find from Eq. (2) that

$$
\begin{equation*}
L(\beta)=\lim _{N \rightarrow \infty} s_{N} . \tag{13}
\end{equation*}
$$

From Eq. (12) we deduce

$$
\begin{aligned}
& s_{N}-s_{N-1}=\frac{2}{N-\beta+1}\left(s_{N-\beta}-s_{N-1}\right), \\
& N \geqslant \beta+1 .
\end{aligned}
$$

Setting

$$
r_{N}=s_{N}-s_{N-1}, \quad N \geqslant 2, \quad r_{1}=1
$$

or equivalently

$$
\begin{equation*}
s_{N}=r_{1}+r_{2}+\cdots+r_{N}, \quad N \geqslant 1 \tag{14}
\end{equation*}
$$

which in turn implies

$$
\begin{aligned}
r_{N}= & -\frac{2}{N-\beta+1}\left(r_{N-1}+r_{N-2}+\cdots+r_{N-\beta+1}\right) \\
& N \geqslant \beta+1
\end{aligned}
$$

or
$r_{N}=\frac{N-\beta-2}{N-\beta+1} r_{N-1}+\frac{2}{N-\beta+1} r_{N-\beta}$,

$$
\begin{equation*}
N \geqslant \beta+2 . \tag{15}
\end{equation*}
$$

Now multiplying both sides of Eq. (15) by ( $N-\beta+1$ ) $z^{N-\beta}$ and summing over $N=2 \beta$ to $\infty$ leads to

$$
\begin{aligned}
\sum_{N=2 \beta}^{\infty} & (N-\beta+1) r_{N} z^{N-\beta} \\
= & z \sum_{N=2 \beta}^{\infty}(N-\beta) r_{N-1} z^{N-\beta-1} \\
& \quad-2 \sum_{N=2 \beta}^{\infty} r_{N-1} z^{N-\beta}+2 z^{\beta-1} \sum_{N=2 \beta}^{\infty} r_{N-\beta} z^{N-2 \beta+1}
\end{aligned}
$$

or

$$
\begin{align*}
H^{\prime}(z) & -r_{\beta}-2 r_{\beta+1} z \\
& =z\left[H^{\prime}(z)-r_{\beta}-2 r_{\beta+1} z\left(1-\delta_{\beta 2}\right)\right] \\
& -2\left[H(z)-z r_{\beta}-z^{2} r_{\beta+1}\left(1-\delta_{\beta 2}\right)\right]+2 z^{\beta-1} H(z), \tag{16}
\end{align*}
$$

where we set

$$
H(z)=\sum_{N=\beta}^{\infty} r_{N} z^{N-\beta+1}
$$

and $\delta_{\beta 2}=0$ if $\beta \neq 2, \delta_{\beta 2}=1$ if $\beta=2$.
Taking into account that $r_{\beta}=-\beta$ and $r_{\beta+1}=\beta$ (see

TABLE I. The initial values of $a_{i}, s_{i}, r_{i}, v_{i}$, and $p_{i}$.

| $i$ | $a_{i}$ | $s_{i}$ | $r_{i}$ | $v_{i}$ | $p_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 |  |  |  |  | 0 |
| 1 | 1 | 1 | 1 | 1 | 0 |
| 2 | 2 | 1 | 0 | 4 | 1 |
| 3 | 3 | 1 | 0 | 9 | 4 |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |  |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |  |
| $\beta-1$ | $\beta-1$ | 1 | 0 | $(\beta-1)^{2}$ |  |
| $\beta$ | 0 | $1-\beta$ | $-\beta$ | 0 |  |
| $\beta+1$ | 1 | 1 | $\beta$ | 1 |  |
| $\beta+2$ | 2 | 1 | 0 |  |  |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |  |  |
| $\cdot$ | $\cdot$ | $\cdot$ | $\cdot$ |  |  |
| $2 \beta-1$ | $\beta-1$ | 1 | 0 |  |  |

Table I), then Eq. (16) reduces to the first order linear differential equation

$$
H^{\prime}(z)+2 \frac{1-z^{\beta-1}}{1-z} H(z)=-\beta
$$

with initial condition $H(0)=0$ whose solution is [for the definition of $P(z, \beta)$ see Eq. (3)]
$H(z)=-\beta e^{-P(z, \beta)} \int_{0}^{z} e^{P(x, \beta)} d x$.
From the definition of the generating function $H$, from Table I, Eqs. (13) and (15) we learn that

$$
L(\beta)=1+H(1)
$$

which in combination with Eq. (17) yields Eq. (2).

## 3. THE CASE OF LARGE PARTICLE SIZE

As mentioned in the Introduction Rényi's continuous model ${ }^{3}$ has been found ${ }^{4}$ to be-in some sense-a limit of the present lattice model. As a consequence, Eq. (7) has been established. Owing to Eqs. (6) and (7), Eq. (4) is proved true. Nevertheless it is interesting to see how Eq. (4) comes out proceeding from Eq. (2):
[MT

$$
\begin{aligned}
1-L(\beta) & =\beta \int_{0}^{1} \exp \{P(x, \beta)-P(1, \beta)\} d x \\
& =\beta \int_{0}^{1} \exp \left\{-2 \int_{x}^{1} \frac{1-z^{\beta-1}}{1-z} d z\right\} d x \quad \text { due to Eq. (3) } \\
& =\int_{0}^{\beta} \exp \left\{-2 \int_{y / \beta}^{1} \frac{1-z^{\beta-1}}{1-z} d z\right\} d y \quad \text { by substituting } y=\beta x \\
& =\int_{0}^{\beta} \exp \left\{-2 \int_{0}^{\beta-y}\left[1-\left(1-\frac{v}{\beta}\right)^{\beta-1}\right] \frac{1}{v} d v\right\} d y \quad \text { by substituting } z=1-v / \beta \\
& =\int_{0}^{\beta} \exp \left\{-2 \int_{0}^{t}\left[1-\left(1-\frac{v}{\beta}\right)^{\beta-1}\right] \frac{1}{v} d v\right\} d t \quad \text { by substituting } t=\beta-y
\end{aligned}
$$

and sending $\beta$ to infinity one gets the expression $L^{*}$ stated in Eq. (5). The values of $L(\beta), \beta=2,3, \ldots$ range from $e^{-2}=0.135 \ldots$, to $0.251 \ldots=1-L^{*}$.

## 4. THE ASYMPTOTIC BEHAVIOR OF $\mathbf{v}(\beta, N)$

In this section we shall be concerned with the limit relation stated by Eq. (8). We shall break up its proof into a number of steps.

Throughout this section we will write $a_{N}$ and $v_{N}$ instead of $a(\beta, N)$ and $v(\beta, N)$, respectively.

## A. Preliminaries

We shall need the following two lemmas. Their easy proofs will be omitted.

Lemma 1: For a real-valued function, continuous on $[0,1]$, the following holds:

$$
\int_{0}^{s} \frac{f(t)}{(1-t)^{2}} d t \sim \frac{f(1)}{1-s} \quad \text { as } s \uparrow 1 .
$$

Lemma 2: Let $\left(c_{n}\right)_{n=1}^{\infty}$ be a sequence of real numbers such that $c_{n} \geqslant 0$ for any integer number $n$, and $\lim _{n \rightarrow \infty} c_{n} / n$ $=c<\infty$. Then

$$
\lim _{n \rightarrow \infty} n^{-3} \sum_{k=1}^{n} c_{k} c_{n-k}=\frac{c^{2}}{6} .
$$

The proof of the succeeding result may be found, e.g., in Feller. ${ }^{6}$

Tauberian theorem for power series: Let $c_{n} \geqslant 0$ and suppose that $C(s)=\sum_{n=0}^{\infty} c_{n} s^{n}$ converges for $0 \leqslant s<1$. If $L$ varies slowly at infinity [ $L$ varies slowly at infinity if, for every fixed $\left.x>0, \lim _{t \rightarrow \infty} L(t x) / L(t)=1\right]$ and $0 \leqslant r<\infty$ then each of the two relations,

$$
C(s) \sim(1-s)^{-r} L\left(\frac{1}{1-s}\right) \text { as } s \uparrow 1
$$

and

$$
\sum_{k=0}^{n-1} c_{k} \sim \frac{n^{\prime} L(n)}{\Gamma(r+1)} \quad \text { as } n \rightarrow \infty
$$

implies the other.

## B. A recursion relation for $v_{N} \equiv v(\beta, N)$

We will make use of the following well-known result on conditional expectations. ${ }^{6}$ The mean of a random variable $X$ can be expressed as the mean of a conditional expectation given a random variable $Y$, symbolically

$$
E(X)=E[E(X \mid Y)] .
$$

Setting $X=A^{2}(\beta, N)$ and defining the random variable $Y \equiv Y(\beta, N)$ by
$Y=k$, if the first $\beta$-bell particle getting stuck to the $1 \times N$ array occupies sites $k, k+1, \ldots, k+\beta-1$ (counted from the left), $k=1,2, \ldots, N-\beta+1$.
$Y=0$, otherwise
we obtain for $N \geqslant \beta$

$$
\begin{aligned}
v_{N} & =E\left[A^{2}(\beta, N)\right]=E\left[E\left(A^{2}(\beta, N) \mid Y\right)\right] \\
& =\sum_{k=0}^{N-\beta+1} E\left(A^{2}(\beta, N)|Y=k| P(Y=k)\right. \\
& =\frac{1}{N-\beta+1} \sum_{k=1}^{N-\beta+1} E\left(A^{2}(\beta, N) \mid Y=k\right),
\end{aligned}
$$

where the last equality is due to the assumption that the $\beta$ bell particles strike in a spatially random manner. Now, $Y \equiv Y(\beta, N)=k, k=2,3, \ldots, N-\beta$, means that our initial
$1 \times N$ array is subdivided into a $1 \times(k-1)$ array and a $1 \times(N-k-\beta+1)$ array. Thus

$$
\begin{aligned}
v_{N}= & \frac{1}{N-\beta+1}\left(\sum_{k=2}^{N-\beta} E([\mathbf{A}(\beta, k-1)\right. \\
& \left.\left.+A(\beta, N-k-\beta+1)]^{2}\right)+2 E\left[A^{2}(\beta, N-\beta)\right]\right)
\end{aligned}
$$

where $A(\beta, k-1)$ and $A(\beta, N-k-\beta+1)$ are independent since placements of any kind being realized on the righthand array, say, do not affect the odds of the occupation process of the left-hand array at all. Clearly, given $Y=k$ (with $k \geqslant \beta+1$ ), the (overall) probability that, for example, the sites $i, i+1, \ldots, i+\beta-1, \mathrm{i} \in\{1, \ldots, k-\beta\}$, of the lefthand $1 \times(k-1)$-array will be occupied by some $\beta$-bell particle is altered by every placement of a particle onto the righthand $1 \times(N-k-\beta+1)$-array; however, when for the first time a position on the left-hand array is to be occupied, the (conditional) probability that the sites $i, i+1, \ldots i+\beta-1$ will be chosen is equal to $1 /(k-\beta)$ independent of what has happened on the right-hand array. Symbolically,

$$
\begin{aligned}
& P_{k}\left(X_{L}=i \mid B_{R}\right) \equiv P_{k}\left(X_{L}=i\right)=\frac{1}{k-\beta}, \\
& \quad i \in\{1,2, \ldots, k-\beta\}
\end{aligned}
$$

where $B_{R}$ is any event which refers exclusively to the righthand array (e.g., $A(\beta, N-k-\beta+1)=0$ ), $X_{L}$ is the random variable giving the left-hand position of the first $\beta$-bell particle placed on the left-hand array and where the subscript $k$ of $P_{k}$ indicates that we are dealing with a conditional probability, given $Y=k$. Now observe that the upper argument may be iterated, i.e., equally well applicated successively to sub-subarrays of the $1 \times(k-1)$-subarray, to yield the desired result

$$
\begin{aligned}
P_{k}(A(\beta, k-1)= & r, A(\beta, N-k-\beta+1)=s) \\
= & P_{k}(A(\beta, k-1)=r) \\
& \times P_{k}(A(\beta, N-k-\beta+1)=s)
\end{aligned}
$$

with $r, s \geqslant 0$. From this fact we get

$$
\begin{aligned}
v_{N}= & \frac{1}{N-\beta+1}\left[\sum _ { k = 2 } ^ { N - \beta } \left(v_{k-1}+2 a_{k-1}\right.\right. \\
& \left.\left.\times a_{N-k-\beta+1}+v_{N-k-\beta+1}\right)+2 v_{N-\beta}\right]
\end{aligned}
$$

or

$$
\begin{align*}
v_{N}= & \frac{2}{N-\beta+1}\left(\sum_{k=1}^{N-\beta} v_{k}+\sum_{k=1}^{N-\beta-1} a_{k} a_{N-k-\beta}\right), \\
& N \geqslant \beta+1 \tag{18}
\end{align*}
$$

with initial conditions listed in Table I.
C. The generating function of $a_{N} \equiv a(\beta, N)$

Let

$$
\begin{equation*}
G(s)=\sum_{N=\beta+1}^{\infty} a_{N} s^{N-\beta+1}, \quad A(s)=\sum_{N=1}^{\infty} a_{N} s^{N} \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
Q(s, \beta)=\sum_{n=1}^{\beta-1} n s^{n} \tag{20}
\end{equation*}
$$

To get an analytic representation of $G$ we multiply both
sides of Eq. (1) by $(N-\beta+1) s^{N-\beta}$, sum over $N=\beta+1$ to $\infty$ and obtain the first-order linear differential equation

$$
G^{\prime}(s)-\frac{2 s^{\beta-1}}{1-s} G(s)=\frac{2}{1-s} Q(s, \beta),
$$

whose unique solution satisfying the initial condition $G(0)=0$ is

$$
\begin{align*}
G(s)= & 2(1-s)^{-2} e^{-P(s, \beta)} \\
& \times \int_{0}^{s}(1-t) Q(t, \beta) e^{P(t, \beta)} d t . \tag{21}
\end{align*}
$$

Now consult Table I to confirm that

$$
\begin{equation*}
A(s)=Q(s, \beta)+s^{\beta-1} G(s) . \tag{22}
\end{equation*}
$$

## D. The generating function of $v_{N} \equiv V(\beta, N)$

Let $p_{N}$ be the coefficient of $s^{N}$ in the Taylor series representation of $A^{2}$, where $A$ is the generating function of the $a_{N}$ introduced in Eq. (19). Then, clearly,

$$
\begin{equation*}
p_{0}=p_{1}=0, \quad p_{N}=\sum_{k=1}^{N-1} a_{k} a_{N-k}, \quad N \geqslant 2 \tag{23}
\end{equation*}
$$

and Eq. (18) may be rewritten as

$$
\begin{align*}
v_{N}= & \frac{2}{N-\beta+1}\left(\sum_{k=1}^{N-\beta} v_{k}+p_{N-\beta}\right) \\
& N \geqslant \beta+1 \tag{24}
\end{align*}
$$

or equally well as

$$
\begin{align*}
& (N-\beta+1) v_{N}-(N-\beta) v_{N-1}-2 v_{N-\beta} \\
& \quad=2\left(p_{N-\beta}-p_{N-\beta-1}\right), \quad N \geqslant \beta+1 \tag{25}
\end{align*}
$$

with initial values to be found in Table I. Multiplying both sides of Eq. (25) by $s^{N-\beta}$ and summing over $\beta+1$ to $\infty$ leads to the first-order linear differential equation

$$
\begin{equation*}
V^{\prime}(s)-\frac{2 s^{\beta-1}}{1-s} V(s)=R(s) \tag{26}
\end{equation*}
$$

for

$$
V(s)=\sum_{N=\beta+1}^{\infty} v_{N} s^{N-\beta+1}
$$

where we put

$$
\begin{equation*}
R(s)=2 A^{2}(s)+\frac{2}{1-s} \sum_{n=1}^{\beta-1} n^{2} s^{n} \tag{27}
\end{equation*}
$$

The unique solution of Eq. (26) obeying the initial condition $V(0)=0$ is
$V(s)=(1-s)^{-2} e^{-P(s, \beta)} \int_{0}^{s} R(t)(1-t)^{2} e^{P(t, \beta)} d t$.

## E. The behavior of $V(s)$ as $s \uparrow 1$

Substituting $R$ in Eq. (28) and recalling Eqs. (20)-(22) and (27) we obtain

$$
\begin{align*}
V(s)= & (1-s)^{-2} e^{-P(s, \beta)} \\
& \times \int_{0}^{s}\left\{2\left[(1-t) t^{\beta-1} G(t)\right]^{2} e^{P(t, \beta)}+F(t)\right\} d t \tag{29}
\end{align*}
$$

where $F(t)=o\left(1 /(1-t)^{2}\right)$ as $t \uparrow 1$. Putting

$$
\begin{equation*}
f(t)=\int_{0}^{t} 2(1-x) Q(x, \beta) e^{P(x, \beta)} d x \tag{30}
\end{equation*}
$$

it follows from Eqs. (21) and (29), as $s \uparrow 1$

$$
\begin{aligned}
V(s)= & 2(1-s)^{-2} e^{-P(s, \beta)} \int_{0}^{s} e^{-P(t, \beta)} \\
& \times\left[\frac{t^{\beta-1}}{1-t} f(t)\right]^{2} d t+o\left(1 /(1-s)^{3}\right) .
\end{aligned}
$$

An application of Lemma 1 then yields

$$
\begin{equation*}
V(s) \sim 2(1-s)^{-3} f^{2}(1) e^{-2 P(1, \beta)}, \quad \text { as } s \uparrow 1 \tag{31}
\end{equation*}
$$

## F. An application of the Tauberian theorem

From Eq. (31) and the Tauberian theorem for power series we conclude

$$
\begin{equation*}
\sum_{k=1}^{N} v_{k} \sim \frac{N^{3}}{3} f^{2}(1) e^{-2 P(1, \beta)} \quad \text { as } N \rightarrow \infty \tag{32}
\end{equation*}
$$

G. The asymptotic behavior of $\mathbf{v}_{\mathbf{N}} \equiv \mathbf{v}(\beta, \mathbf{N})$

As stated in Eq. (10)

$$
\begin{equation*}
a_{N} \sim N f(1) e^{-P(1, \beta)} \quad \text { as } N \rightarrow \infty \tag{33}
\end{equation*}
$$

Hence Lemma 2 together with Eqs. (23) and (33) implies

$$
p_{N} \sim \frac{N^{3}}{6} f^{2}(1) e^{-2 P(1, \beta)} \quad \text { as } N \rightarrow \infty
$$

which in turn, in combination with Eqs. (24) and (32), gives

$$
\begin{equation*}
v_{N} \sim N^{2} f^{2}(1) e^{-2 P(1, \beta)} \quad \text { as } N \rightarrow \infty \tag{34}
\end{equation*}
$$

Recalling Eqs. (10), (20), and (30) one sees that Eq. (34) coincides with Eq. (8), the relation we wanted to prove.
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#### Abstract

An explicit formula for the finite part of the Casimir energy of a scalar field $\phi(\mathbf{x}, t)$ defined on a smooth, compact two-dimensional Riemannian manifold $X$ without boundary is derived. The formula involves the metric tensor on $X$ and its derivatives.


PACS numbers: 11.10. $-\mathrm{z}, 02.40$.Ky

## I. INTRODUCTION

In this paper we will obtain an explicit formula for the finite part of the Casimir energy ${ }^{1}$ of an arbitrary smooth surface $X$ without boundary. By the Casimir energy of a surface we mean the following: Let the Laplacian on $X$ be $-\nabla^{2}$ and let the eigenvalues and eigenfunctions of $-\nabla^{2}$ on $X$ be $\lambda_{n}^{2}$ and $u_{n}(x)$, respectively, i.e.,

$$
\begin{equation*}
-\nabla^{2} u_{n}(\mathbf{x})=\lambda_{n}^{2} u_{n}(\mathbf{x}) \tag{1.1}
\end{equation*}
$$

The Casimir energy $E_{R}$ is then defined to be the regularized sum:

$$
\begin{equation*}
E_{R}=\frac{1}{2} \hbar \sum \lambda_{n} \tag{1.2}
\end{equation*}
$$

The methods used to calculate (1.2) have involved either knowledge of all the eigenvalues $\lambda_{n}{ }^{2}$ or knowledge of the Green's function $G(\mathbf{x}, \mathbf{y}, \omega),{ }^{3}$ where

$$
\begin{equation*}
\left[-\nabla^{2}-\omega^{2}\right] G(\mathbf{x}, \mathbf{y}, \omega)=\delta^{D}(\mathbf{x}-\mathbf{y}) \tag{1.3}
\end{equation*}
$$

A Green's function method capable of dealing with arbitrary regions with boundaries has been discussed by Balian and Duplantier. ${ }^{4}$ These authors were also able to obtain an explicit formula for the Casimir energy at high temperature involving one global parameter. In this paper an equally explicit formula for (1.2) in the case of a region without boundary will be obtained. The case of a region with a boundary is more complicated, and it is not clear that the methods of this paper can be generalized to deal with boundaries.

Our explicit formula for the Casimir energy is:

$$
\begin{gather*}
E_{R}=\frac{1}{2} \hbar \frac{1}{(2 \pi)^{3}} \int_{x} d^{2} x \int_{-\infty}^{\infty} d \xi \int_{-\infty}^{\infty} d \tau \\
 \tag{1.4}\\
\times \int_{-\infty}^{\infty} d s e^{i s} C_{-4}(x, \xi, \tau,-i s)
\end{gather*}
$$

where $C_{-4}(x, \xi, \tau,-i s)$ is an explicit function of the metric tensor $g_{i j}$ of $X$ and its derivatives (see Sec. IV and Appendix C . Thus once the surface $X$ is given and the Laplacian is defined on $X$ then $E_{R}$ can be computed in terms of $g_{i j}$ and its derivatives. In Sec. II we explain our method. This involves the pseudodifferential calculus. In Sec. III we briefly review the portions of the pseudodifferential calculus that we need. In Sec. IV we obtain our explicit formula, and in Sec. V we briefly summarize our results.

## II. THE METHOD

We will proceed in a formal manner. The meaning of our expressions will become clear in terms of the pseudodif-
ferential calculus which we briefly review in the Sec. III.
Let us introduce $P=+\left(-\nabla^{2}\right)^{1 / 2}$ as a positive elliptic operator on $X$. It is possible to prove that $P$ has a discrete spectrum $\lambda_{n}=\left(\lambda_{n}^{2}\right)^{1 / 2}$ with corresponding orthonormal eigenfunction $u_{n}(x)$. It has been proved by Duistermaat and Guilleman ${ }^{5}$ that

$$
\begin{align*}
(2 \pi)^{n} \Theta_{p}(t, x) \sim & \sum_{\substack{k \neq n+l m \\
l \in N}} \Gamma(n-K) \omega_{k}(x) \cdot t^{(k-n)} \\
& +\sum_{\substack{l=1 \\
n+l \in Z}}^{\infty} \frac{(-1)^{l+1}}{l!} \omega_{n+l m}(x) t^{l} \ln t \\
& +\sum_{t=0}^{\infty} v_{1}(x) t^{l}, \text { for } t \perp 0 \tag{2.1}
\end{align*}
$$

where

$$
\begin{equation*}
\Theta_{p}(t, x) \equiv \sum_{m} e^{-\lambda_{m} t}\left|u_{m}(x)\right|^{2} \tag{2.2}
\end{equation*}
$$

$\omega_{k}, v_{k}$, are smooth functions of $x$ and $n$ represents the dimension of the smooth compact boundary less manifold $X$. On the other hand,

$$
\begin{equation*}
\Theta_{p}(t, x)=\frac{1}{(2 \pi i)} \int_{\operatorname{Re} s=c} t^{-s \zeta_{p}(s, x) \Gamma(s) d s} \tag{2.3}
\end{equation*}
$$

with $\zeta_{p}(s, x) \equiv \Sigma_{m}\left[1 /(\lambda m)^{s}\right]\left|u_{m}(x)\right|^{2}$ holds for $c$ sufficiently large. From this formula it can be shown quite easily ${ }^{5}$ that the terms in (2.1) correspond to the poles of $\zeta_{p}(s, x) \Gamma(s)$. In particular, the logarithmic terms correspond to terms where the poles of $\zeta_{p}(s, x)$ and $\Gamma(s)$ coincide to produce a double pole, while the $v_{k}(x)$ terms are related in a one-to-one way to the values of $\zeta_{p}(s, x)$ at $s=-k$ [after taking off of the pole of $\zeta_{p}(s, x)$ if necessary]. The fact that the singularity of $\zeta_{p}(s, x)$ in general consists of simple poles at $s=n-k, k=0,1,2, \ldots$, with residues equal to $(2 \pi)^{-n} \omega_{k}, k=0,1,2, \ldots$, follows from a result of Duistermaat and Guilleman, ${ }^{5}$ which we quote:

Theorem 2.1. $\zeta_{p}(s, x)$ has a meromorphic extension to the complex plane having only simple poles at $s=(n-k)$ with residues equal to $(2 \pi)^{-n} \omega_{k}, k=0,1,2, \cdots$. Moreover, $\zeta_{p}(s, x)$ is of at most polynomial growth on each half-space Re $s \geqslant c$ excluding neighborhoods of poles.

We can thus define the regularized value of $\zeta_{p}(s, x)$ at $s=-1$ to be $v_{1}(x)$, i.e.,

$$
\begin{equation*}
E_{R}=\sum_{R} \frac{1}{2} \hbar \lambda_{n} \equiv \frac{1}{2} \hbar \int_{X} v_{1}(x) d^{2} x \tag{2.4}
\end{equation*}
$$

As we have shown elsewhere ${ }^{6} E_{R}$ represents the finite part of
the Casimir energy. Our aim will thus be to find an asymptotic expansion for $\Theta_{p}(t, x)$ and determine the coefficient $v_{1}(x)$

## III. REVIEW OF PSEUDO-DIFFERENTIAL CALCULUS ${ }^{7}$

In this section we briefly review those portions of the pseudodifferential calculus that we need in order to calculate $\boldsymbol{v}_{1}(x)$. We recall that a linear differential operator is a polynomial expression

$$
\begin{equation*}
P(x, D)=\sum_{|\alpha|<m,,} a_{\alpha}(x) D_{x}^{\alpha} \tag{3.1}
\end{equation*}
$$

where we utilize the multi-index notation, i.e.,

$$
\begin{equation*}
D_{x}^{\alpha}=\left(\frac{1}{i}\right)^{|\alpha|}\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}}\left(\frac{\partial}{\partial x_{2}}\right)^{\alpha_{2}} \cdots\left(\frac{\partial}{\partial x_{N}}\right)^{\alpha_{N}} \tag{3.2}
\end{equation*}
$$

when $x \in R^{N}$ and the coordinates of $X$ are $\left(x_{1}, x_{2}, \ldots, x_{N}\right)$. We will also use the notation

$$
|\alpha| \equiv \sum_{i=1}^{N} \alpha_{i}, \quad \alpha!\equiv \alpha_{1}!\alpha_{2}!\cdots \alpha_{N}!
$$

when $\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)$ are all integers. The class of functions on which the operators of interest to us act will be defined ${ }^{7}$ as follows. Consider the class of function
$S\left(R^{n}\right)=\left\{u \in C^{\infty}\left(R^{N}\right) ; \forall(\alpha, n) \ni\right.$ constants $C_{\alpha, n}$ with $\left.\left|D^{\alpha} u\right| \leqslant C_{\alpha, n}(1+x)^{-n}\right\}$. For $s$ a real number and $u \in S$ define

$$
\begin{equation*}
\|u\|_{s}=\left(\int \hat{u}(\xi)^{2}\left(1+|\xi|^{2}\right)^{s} d_{\xi}^{N}\right)^{1 / 2} \tag{3.3}
\end{equation*}
$$

The space $H_{s}\left(R^{N}\right)$ defined to be the completion of $S\left(R^{N}\right)$ in the norm $\|u\|_{s}$ is the space of the functions on which our operators of interest will act. $\hat{u}(\xi)$ is the Fourier transform of $u(x)$, and is defined as

$$
\begin{equation*}
u(x)=\int e^{i x} \hat{u}(\xi) d_{\xi}^{N} \tag{3.4}
\end{equation*}
$$

Using (3.4) the action of $P(x, D)$ given by (3.1) on (3.4) is clearly

$$
\begin{equation*}
P(x, D) u(x)=\int e^{i x} p(x, \xi) \hat{u}(\xi) d_{\xi}^{N} \tag{3.5}
\end{equation*}
$$

where $p(x, \xi)=\Sigma_{|\alpha|<n} a_{\alpha}(x) \xi^{\alpha}, p(x, \xi)$, is called the symbol of the linear differential operator $P(x, D)$ and is written as $\sigma(P)=p(x, \xi)$. A pseudo-differential operator (" $\psi_{\mathrm{DO}} "$ ) can now be defined as an operator whose symbol $p(x, \xi)$ need not by a polynomial. We have the following definition:

Definition 3.1: $p(x, \xi)$ is said to be a symbol of order $m$, written $p \in S^{m}$, if
(1) $p(x, \xi)$ is $C^{\infty}$ in $x$ and $\xi$,
(2) $p(x, \xi)$ has compact $x$ support,
(3) for all $\alpha, \beta$, there is a constant $C_{\alpha, \beta}$ such that

$$
\left|D_{x}^{\alpha} D^{\beta} p(x,)\right| \leqslant C_{\alpha \beta}(1+|\xi|)^{m-\beta}
$$

Definition 3.2: $P(x, D)=\int e^{i x} p(x, \xi) \hat{u}(\xi) d^{N} \xi$ is apseudodifferential operator of order $m$ if $p(x, \xi)$ is a symbol of order $m$. A useful equivalence relation ${ }^{8}$ on the class of symbols can be introduced by defining $q_{1} \sim q_{2}, q_{1}-q_{1} \in S^{m}$ for all $m$, positive or negative. According to a theorem of Sobolev ${ }^{7}$ ( $q_{1}-q_{2}$ ) represents on operator which acting on a function $u$ changes into a $C^{\infty}$ function ("infinitely smoothing"). We now state the following theorem that we will need in the next section.

Theorem 3.1: Let $g_{j} \in S^{m_{j}}$, where $m_{j}$ decreases to $-\infty$ and we suppose that the support of $q_{j}(x, \xi)$ in $x$ is contained in some fixed compact set for all $j$. Then there is a unique

$$
q \sim \sum_{j=0}^{\infty} q_{j}
$$

The crucial property of pseudodifferential operators that we need for computations will now be stated in the form of a theorem.

Theorem 3.2: Let $\psi_{K}$ denote the class of pseudodifferential operators restricted to functions with support in a fixed compact set $K$. For $P \in \psi_{K}$, let $P^{*}$ be defined by
$\left(P^{*} u, \vartheta\right)=(u, P \vartheta)$ [inner product on $L^{2}$, where $\left.(u, \vartheta)=\int u(x) \bar{\vartheta}(x) d^{N} x\right]$. Then
(1) $P \in \psi_{K} \Rightarrow P^{*} \in \psi_{K}$ and $\sigma\left(P^{*}\right) \sim \Sigma_{\alpha} D_{\xi}^{\alpha}\left(i D_{x}^{\alpha}\right) p^{*} / \alpha!$, where $(p(x, \xi))^{*}=\overline{p(x, \xi)}$, where $\sigma(P)=p$,
(2) $P, Q \in \psi_{K} \Rightarrow P Q \in \psi_{K}$ and $\sigma(P Q)=\sigma(P) \circ \sigma(Q)$ $=\Sigma_{\alpha}\left[D_{\xi}^{\alpha} p\right]\left(\left(i D_{x}\right)^{\alpha} q\right)$, where $\sigma(P)=p, \sigma(Q)=q$.
For our calculations we will be interested in pseudodifferential operators which, besides being closed under composition and adjoint, also contain invertible elements. There are the elliptic pseudodifferential operators and are defined as follows:

Definition 3.3: A symbol $p(x, \xi) \in S^{m}$ is said to be elliptic if $p(x, \xi)^{-1}$ exists and there is a constant such that $p(x, \xi)^{-1} \leqslant C(1+|\xi|)^{-m}$, for large $\xi$. A pseudodifferential operator is said to be elliptic if its symbol $p$ is elliptic. The following lemma which we quote is useful.

Lemma 3.1: If $p(x, \xi) \in S^{m}$ is elliptic and $p^{-1}(x, \xi)$ exists for $|\xi| \geqslant c$, then $p^{-1}(x, \xi)$ can be extended in a $C^{\infty}$ way to $q(x, \xi) \in S^{-m}$ so that $p q \sim q p \sim 1$.

We also have the following theorem.
Theorem 3.3: If $P$ is an elliptic operator, then there is a unique pseudodifferential operator $Q$ such that $P Q \sim I \sim Q P$.

As our final bit of information regarding pseudodifferential operators we introduce the following definition:

Definition 3.4: Let $S^{m}=p(x, \xi, \lambda): p$ is $C^{\infty}$ in $x$ and $\xi$ has compact $x$ support, analytic in $\lambda$ for $\lambda \in C-R^{+}$and $\left|D_{\xi}^{\alpha} D_{x}^{\alpha} p\right| \leqslant C_{\alpha \beta}\left(1+|\xi|+|\lambda|^{1 / m}\right)^{m-|\alpha|}$, then $P$ is said to be a pseudodifferential operator of order $m$ depending on the parameter $\lambda$ if $\sigma\left(P_{\lambda}\right)=p \in S_{\lambda}^{m}$.

The theorems and properties of pseudodifferential operators with symbol $p \in S^{m}$ stated by us extend without a murmur to psuedodifferential operators with symbol $p \in S_{\lambda}^{m}$. This concludes our review of the calculus of pseudodifferential operators.

## IV. CALCULATING $\boldsymbol{v}_{\mathbf{1}}(x)$

In this section we apply the formalism of the pseudodifferential calculus reviewed in Sec. III to determine the coefficient $v_{1}(x)$ for a compact, two-dimensional, smooth Reimannian manifold $X$ without boundary. We suppose the Laplacian $-\nabla^{2}$ on $X$, in terms of local coordinates ( $x_{1}, x_{2}$ ) takes the form

$$
\begin{align*}
A^{2}= & -\nabla^{2}=-G_{11}\left(x_{1}, x_{2}\right) \frac{\partial^{2}}{\partial x_{1}^{2}} \\
& -G_{12}\left(x_{1}, x_{2}\right) \frac{\partial^{2}}{\partial x_{1} \partial x_{2}}-G_{22}\left(x_{1}, x_{2}\right) \frac{\partial^{2}}{\partial x_{2}^{2}} \\
& +G_{1}\left(x_{1}, x_{2}\right) \frac{1}{i} \frac{\partial}{\partial x_{1}}+G_{2}\left(x_{1}, x_{2}\right) \\
& \times \frac{1}{i} \frac{\partial}{\partial x_{2}}+G_{0}\left(x_{1}, x_{2}\right), \tag{4.1}
\end{align*}
$$

where $G_{11}, G_{12}, G_{22}, G_{12}, G_{2}, G_{0}$ are smooth funtions of $\left(x_{1}, x_{2}\right)$. In Appendix A, $G_{11}, G_{22}$, etc., are explicitly related to the metric tensor $g_{i j}$ of $X$. The symbol of the operator $A^{2}$ is given by

$$
\begin{equation*}
\sigma\left(A^{2}\right)=G_{11} \xi^{2}+G_{12} \xi \tau+G_{22} \tau^{2}+G_{1} \tau+G_{2} \xi+G_{0} \tag{4.2}
\end{equation*}
$$

where $\xi, \tau$ are the Fourier transform variables of $u\left(x_{1}, x_{2}\right)$ defined by the equation

$$
\begin{equation*}
u\left(x_{1}, x_{2}\right)=\int_{-\infty}^{\infty} d \xi \int_{--\infty}^{\infty} d \tau e^{i x_{1} \xi} e^{i x_{2} \tau} \hat{u}(\xi, \tau) \tag{4.3}
\end{equation*}
$$

Our procedure for determining the coefficient $v_{1}(x)$ will involve the following steps.

1. We will determine the symbol of the operator $A, \sigma(A)$, which has the property that $\sigma(A)^{\circ} \sigma(A)=\sigma\left(A^{2}\right)$. This will be done by assuming that $\sigma(A)$ can be written as $\Sigma_{k=1}^{-\infty} b_{K}(x, \xi)$, where $b_{j}(x, \xi, \tau)$ is an element of $S^{j}, j \downarrow-\infty$. In view of Theorem 3.1, this representation of $\sigma(A)$ is unique, modulo infinitely smoothing terms. ${ }^{7}$
2. Once $\sigma(A)$ has been obtained, we then proceed to determine the inverse of $\sigma(A-\lambda I)$. Again this involves introducing $\sigma(B, \lambda)=\Sigma C_{K}(x, \xi, \tau, \lambda)$ such that $\sigma(A-\lambda I) \circ \Sigma C_{K}(x, \xi, \tau, \lambda)=I$. The operator thus determined is again unique in view of Theorems 3.1 and 3.3.
3. Finally writing $e^{-t A}=(1 / 2 \pi i) \int_{c}\left[e^{-i \lambda} /(A-\lambda I)\right]$ $\times d \lambda$ and replacing $(A-I)^{-1} u(x)$ by $\int \sigma(B, \lambda) e^{i x \cdot \xi} d^{2} \xi$, an asymptotic expansion for $e^{-t A}$ is obtained involving only powers of $t$. No logarithmic terms appear in this procedure. The coefficient of $t^{1}$ is provisionally identified with $v_{1}(x)$. By referring to the work of Wodzicki ${ }^{8}$ the absence of logarithmic terms is explained and the determination of $v_{1}(x)$ is completed.

Let us now proceed to determine $\sigma(A)$. By using the pseudodifferential calculus product law, we can write

$$
\begin{equation*}
\sigma(A)^{\circ} \sigma(A)=\sum_{K=2,1,0} a_{K}(x, \xi, \tau) \tag{4.4}
\end{equation*}
$$

with

$$
\sigma(A)=\sum_{j=1}^{-\infty} b_{j}(x, \xi, \tau)
$$

This gives the set of equations:

$$
\begin{gather*}
b_{1}(x, \xi, \tau) b_{j+1}(x, \xi, \tau)+\sum_{\substack{k \\
k|<l+1| \\
k-|\alpha|+l=2+j}}\left[D_{\xi}^{\alpha} b_{k}(x, \xi, \tau)\right] \\
\times\left[\left(i D_{x}\right)^{\alpha} b_{l}(x, \xi, \tau)\right]=a_{2+j}(x, \xi, \tau) \tag{4.5}
\end{gather*}
$$

where

$$
j=0,-1,-2, \cdots
$$

Thus

$$
\begin{align*}
& b_{1} \equiv b_{1}(x, \xi, \tau)=+\left(G_{11} \xi^{2}+G_{12} \xi \tau+G_{22} \tau^{2}\right)^{1 / 2},  \tag{4.6}\\
& b_{0} \equiv b_{0}(x, \xi, \tau)=\frac{G_{1} \xi+G_{2} \tau}{\left(G_{11} \xi^{2}+G_{12} \xi \tau+G_{22} \tau^{2}\right)^{1 / 2}},  \tag{4.7}\\
& b_{-1} \equiv b_{-1}(x, \xi, \tau)=\frac{G_{0}}{b_{1}}-\frac{b_{0}^{2}}{b_{1}} \\
&-\left[D_{\xi}^{1} b_{1}\right]\left[\left(i D_{x}\right)^{1} b_{0}\right],  \tag{4.8}\\
& b_{-2}= b_{-2}(x, \xi, \tau)=(-) \frac{1}{b_{1}} \\
& \times\left\{2 b_{0} b_{-1}+\left[D_{\xi}^{1} b_{1}\right]\left[\left(i D_{x}\right)^{1} b_{-1}\right]\right. \\
&+\left[D_{\xi}^{1} b_{0}\right]\left[\left(i D_{x}\right)^{1} b_{0}\right] \\
&+\left[D_{\xi}^{2} b_{0}\right]\left[\left(i D_{x}\right)^{2} b_{0}\right] / 2!, \tag{4.9}
\end{align*}
$$

etc. The explicit form of $b_{-1}, b_{-2}$ in terms of $G_{11}, G_{22}$, etc., is given in Appendix B.

We next determine the inverse of the operator $(A-\lambda I)$. We write

$$
\begin{equation*}
\tilde{b}_{1}(x, \xi, \tau, \lambda)=b_{1}(x, \xi, \tau)-\lambda I \tag{4.10}
\end{equation*}
$$

and, for $j \neq 1, \tilde{b}_{j}(x, \xi, \tau, \lambda)$ represents the symbols generated by using (3.7), (3.8), (3.9),... starting with $\tilde{b}_{1}$. Thus $\bar{\Sigma}_{K=1}^{\infty} \tilde{b}_{K}$ represent a pseudodifferential operator depending on a parameter $\lambda$ as can easily be established.

Our problem is to determine the symbols $C_{K}$ chosen to be homogeneous in $\xi, \tau$, and $\lambda$ of degree $K$ so that

$$
\begin{equation*}
\sigma(A-\lambda I) \circ \sum_{j=0}^{\infty} C_{-1-j}=1 \tag{4.11}
\end{equation*}
$$

This implies the following:

$$
\begin{align*}
C_{-1}= & 1 / \tilde{b}_{1},  \tag{4.12}\\
C_{-2}= & (-)(1 / \tilde{b})\left\{\tilde{b}_{0} C_{-1}+\left[D_{\xi}^{1} \tilde{b}_{1}\right]\left[\left(C D_{x}\right)^{1} C_{-1}\right],\right.  \tag{4.13}\\
C_{-3}= & (-)\left(1 / \tilde{b}_{1}\right)\left\{\tilde{b}_{0} C_{-2}+\tilde{b}_{1} C_{-1}\right. \\
& +\left[D_{\xi}^{1} \tilde{b}_{0}\right]\left[\left(i D_{x}\right)^{1} C_{-1}\right] \\
& +\left[D_{\xi}^{2} \tilde{b}_{1}\right]\left[\left(i D_{x}\right)^{2} C_{-1}\right] / 2! \\
& \left.+\left[D_{\xi}^{1} \tilde{b}_{1}\right]\left[i D_{x}\right)^{1} C_{-2}\right]  \tag{4.14}\\
C_{-4}= & (-)\left(1 / \tilde{b}_{1}\right)\left\{\tilde{b}_{0} C_{-3}+\tilde{b}_{-1} C_{-2}\right. \\
& +\tilde{b}_{-2} C_{-1}+\left[D_{\xi}^{1} \tilde{b}_{1}\right]\left[\left(i D_{x}\right)^{1} C_{-3}\right] \\
& +\left[D_{\xi}^{1} \tilde{b}_{0}\right]\left[\left(i D_{x}\right)^{1} C_{-2}\right]+\left[D_{\xi}^{1} \tilde{b}_{-1}\right] \\
& \times\left[\left(i D_{x}\right)^{1} C_{-1}\right]+\left[D_{\xi}^{2} \tilde{b}_{0}\right]\left[\left(i D_{x}\right)^{2} C_{-1}\right] / 2! \\
& +\left[D_{\xi}^{2} \tilde{b}_{1}\right]\left[\left(i D_{x}\right)^{2} C_{-2}\right] / 3! \\
& \left.+\left[D_{\xi}^{3} \tilde{b}_{1}\right]\left[\left(i D_{x}\right)^{3} C_{-1}\right] / 3!\right\} \tag{4.15}
\end{align*}
$$

etc. Thus $C_{-4}$ is a function of $G_{11}, G_{22}, \cdots$ and their derivatives. The asymptotic expansion $\operatorname{Tr}\left(e^{-L A}\right)$ can now be determined as follows. Let us write

$$
\begin{equation*}
e^{-i A}=\frac{1}{2 \pi i} \int_{c} e^{-i \lambda}(A-\lambda I)^{-1} d \lambda \tag{4.16}
\end{equation*}
$$

and define

$$
\begin{equation*}
E(t)=\frac{1}{2 \pi i} \int_{c} e^{-\tau \lambda} B_{\lambda} d \lambda, \tag{4.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma\left(B_{\lambda}=\sum_{K=-1}^{\infty} C_{K}(x, \xi, \tau, \lambda)\right. \tag{4.18}
\end{equation*}
$$

We write

$$
\operatorname{Tr}(E(t))=\int L(t, x, x) \frac{d^{2} x}{(2 \pi)^{2}}
$$

where

$$
\begin{equation*}
L(t, x, y)=\int e^{i(x-y \mid \xi} \sigma(E(t)) d \xi \tag{4.19}
\end{equation*}
$$

with $\sigma((E(t))$ the symbol of the operator $E(t)$. Thus
$L(t, x, x)$
$=\sum_{K=0}^{N} \sum_{J} \int \frac{C_{K, j}(x, \xi) t^{j-1}}{(j-1)!} e^{-t a_{1}(x, \xi, \tau)} d \xi d \tau$,
where we have written

$$
\begin{equation*}
C_{K}(x, \xi, \tau) \equiv C_{K}(x, \xi)=\sum \frac{C_{K, j}(x, \xi)}{\left(a_{1}-\lambda\right)^{j}} \tag{4.21}
\end{equation*}
$$

and have used the residue theorem to write

$$
\begin{equation*}
\int_{c} e^{-t \lambda}\left(a_{1}-\lambda\right)^{-j} d \lambda=(2 \pi i) \frac{t^{j-1}}{(j-1)!} e^{-t a_{1}(x, \xi, \tau)} \tag{4.22}
\end{equation*}
$$

Proceeding in this way, the desired asymptotic expansion for $\operatorname{Tr}\left(e^{-t A}\right)$ involving powers of $t$ only can be obtained. ${ }^{7}$ In particular the coefficient of $t^{1}$ is given by

$$
\begin{align*}
v_{1}\left(x_{1}, x_{2}\right)= & \frac{1}{(2 \pi)^{3}} \int_{-\infty}^{\infty} d \xi \int_{-\infty}^{\infty} d \tau \int_{-\infty}^{\infty} d s \\
& \times e^{i s} C_{-4}\left(x_{1}, x_{2}, \xi, \tau,-i s\right) . \tag{4.23}
\end{align*}
$$

The absence of logarithmic terms in the asymptotic expansion is explained by the work of Wodzicki. ${ }^{8}$ Wodzicki's result ${ }^{8}$ for an elliptic $\psi_{\text {DO }} A$ with positive eigenvalues and order unity is the statement that $\zeta_{A}(s)=\operatorname{Tr}\left(A^{-s}\right)$ is a meromorphic function in the whole $s$ place with simple poles at the points $s_{j}=(2-j), j=0,1,2, \cdots$. Furthermore, the residues at $s=0,-1,-2, \cdots$, all vanish, i.e., $\zeta_{A}\left(s_{j}\right)$ is a nonsingular object. Thus no double poles are present in $\varphi_{A}(s) \Gamma(s)$ for $s=0,-1,-2, \cdots$; hence no logarithmic terms appear in the asymptotic expansion for $\Theta(x, t)$. The Casimir energy for the surface $X$ can thus be defined to be

$$
\begin{align*}
E_{R}= & \frac{1}{(2 \pi)^{3}} \frac{1}{2} \hbar \int_{x} d^{2} x \int_{-\infty}^{\infty} d \xi \int_{-\infty}^{\infty} d \tau \int_{-\infty}^{\infty} d s \\
& \times e^{i s} C_{-4}(x, \xi,-i s) \tag{4.24}
\end{align*}
$$

This is our desired explicit formula for the finite part of the Casimir energy.

## V. SUMMARY AND DISCUSSIONS

We have been able to obtain the finite part of the Casimir energy of a compact, boundaryless, smooth Reimannian manifold $X$ in terms of the coefficients $G_{1}, G_{22}, G_{1}, G_{2}$, and $G_{0}$ introduced in Sec. IV. In a future publication we will discuss the geometrical nature of Eq. (4.24) and apply the equation to calculate the Casimir energy of simple surfaces.

It would appear from our calculation that for all pseudodifferential operators which can be represented in the
form $\Sigma_{K=m}^{-\infty} a_{K}(x, \xi, \lambda)$, logarithmic terms will not be present in the asymptotic expansion for the corresponding $\Theta(x, t)$. This agrees with Wodzicki's result. ${ }^{8}$ It is also clear that the method outlined in this paper can be trivially extended to $D$ dimensional compact manifolds without boundaries. The problem of obtaining a similar general formula for a manifold with a boundary is much more complex. One of the major problems in trying to obtain such a formula must be the problem of finding suitable boundary conditions for the elliptic pseudodifferential operator equation of interest. Simply if $-\nabla^{2} u_{n}(x)=\lambda_{n}^{2} u_{n}(x)$ is the Laplacian eigenvalue problem in a region $\Gamma$, with boundary $\partial \Gamma$, where the eigenvalues correspond to the Dirichlet boundary condition $u_{n}(x)=0, x \in \partial \Gamma$. The corresponding pseudodifferential operator problem $\left(-\nabla^{2}\right)^{1 / 2} v_{n}=\mu_{n} v_{n}$ will not give
$\mu_{n}=+\sqrt{\lambda_{n}^{2}}$ if the boundary condition $v_{n}(x)=0$, for $x \in \partial \Gamma$ is used. A trivial example will make this point clear. Suppose our equation of interest is ( $-d^{2}$ /
$\left.d x^{2}\right) u_{n}(x)=\lambda_{n}^{2} u_{n}(x)$, where $0 \leqslant x \leqslant L$ and $u_{n}(x)=0$, when $x=0$ and $x=L$. The eigenvalues $\lambda_{n}^{2}$ are then given by $\lambda_{n}^{2}$ $=n^{2} \pi^{2} / L^{2}$. If we now consider the "square-root" equations,

$$
\begin{equation*}
\frac{d}{d x} v_{n}^{ \pm}(x)= \pm i \lambda_{n} v_{n}^{ \pm}(x) \tag{5.1}
\end{equation*}
$$

and require $v^{ \pm}(x)=0, x=0$, and $x=L$. We find $v_{n}^{ \pm}(x)$ $=0$. To determine the right boundary conditions even in this trivial example, so that $\lambda_{n}=n \pi / L$ is "natural," involves choosing either $v_{n}^{ \pm}(x)$ or $v_{n}^{-}(x)$, which is a nonlocal operation, and requiring, for instance, $\left|\nu^{+}(0)\right|=\left|\nu^{+}(L)\right|$. Finding and dealing with similar nonlocal constraints in the general case is one of the problems that has to be tackled when regions $\Gamma$ with arbitrary smooth boundaries $\partial \Gamma$ are considered. ${ }^{9}$
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## APPENDIX A: RELATION BETWEEN $G_{11}, G_{22}, G_{1}, G_{2}, G_{0}$, AND THE METRIC TENSOR $g_{i j}\left(x_{1}, x_{2}\right)$

If we suppose

$$
\begin{equation*}
(d s)^{2}=\sum_{i, j=1,2} g_{i j} d x^{i} d x^{j}, \quad g_{12}=g_{21} \tag{A1}
\end{equation*}
$$

Then

$$
\begin{equation*}
\nabla^{2} \equiv \frac{1}{\sqrt{|g|}} \frac{\partial}{\partial x^{i}}\left(\sqrt{|g|} g^{i K} \frac{\partial}{\partial x^{K}}\right) \tag{A2}
\end{equation*}
$$

where

$$
\begin{equation*}
g \equiv g_{11} g_{22}-\left(g_{12}\right)^{2} \tag{A3}
\end{equation*}
$$

with

$$
g^{11}=g_{22} / g, \quad g^{22}=g_{11} / g, \quad g_{12}=(-) g_{12} / g .
$$

Thus

$$
\begin{align*}
G_{11} & =g_{22} / g, \quad \text { assuming } g>0 \\
G_{22} & =g_{11} / g \\
G_{12} & =(-) 2 g_{12} / g \\
\frac{G_{1}}{i} & =\frac{1}{\sqrt{g}}\left[\frac{\partial}{\partial x^{1}}\left(\frac{g_{22}}{\sqrt{g}}\right)-\frac{\partial}{\partial x^{2}}\left(\frac{g_{12}}{\sqrt{g}}\right)\right], \frac{G_{2}}{i}=\frac{1}{\sqrt{g}}\left[\frac{\partial}{\partial x^{2}}\left(\frac{g_{11}}{\sqrt{g}}\right)-\frac{\partial}{\partial x^{1}}\left(\frac{g_{12}}{\sqrt{g}}\right)\right] . \tag{A4}
\end{align*}
$$

## APPENDIX B: EXPLICIT EXPRESSIONS FOR $\tilde{b}_{1}, \tilde{b}_{0}, \tilde{b}_{-1}, \tilde{b}_{-2}$ IN TERMS OF $G_{11}, G_{12}, G_{22}, G_{1}, G_{2}, G_{0}$

$$
\begin{align*}
& \tilde{b}_{1}=\left[G_{11} \xi^{2}+G_{22} \tau^{2}+G_{12} \xi \tau\right]^{1 / 2}-\lambda,  \tag{B1}\\
& \tilde{b}_{0}=\frac{\left(G_{1} \xi+G_{2} \tau\right)}{\left[G_{11} \xi^{2}+G_{22} \tau^{2}+G_{12} \xi \tau\right]^{1 / 2}-\lambda}, \\
& \tilde{b}_{-1}=\frac{G_{0}}{\tilde{b}_{1}}-\frac{\left(G_{1} \xi+G_{2} \tau\right)^{2}}{\left(\tilde{b}_{1}\right)^{3}}+\frac{i}{2} \frac{\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{1,1} \xi+G_{2,1} \tau\right)}{\left(\tilde{b}_{1}\right)^{2}} \\
& +\frac{i}{2\left(\tilde{b}_{1}\right)^{2}}\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{1,2} \xi+G_{2,2} \tau\right)-\frac{i}{4\left(\tilde{b}_{1}\right)^{4}}\left(G_{1} \xi+G_{2} \tau\right)\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right) \\
& -\frac{i}{4\left(\tilde{b}_{1}\right)^{4}}\left(G_{1} \xi+G_{2} \tau\right)\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right), \\
& \tilde{b}_{-2}=(-) \frac{1}{\tilde{b}_{1}}\left[2 \tilde{b}_{0} \tilde{b}_{-1}+\frac{1}{2 i} \frac{1}{\tilde{b}_{1}}\left(2 G_{11} \xi+G_{12} \tau\right)\left(\frac{G_{0,1}}{\tilde{b}_{1}}-\frac{G_{0}}{2\left(\tilde{b}_{1}\right)^{3}}\left(G_{1,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)\right.\right. \\
& -2 \tilde{b}_{0} \frac{\left(G_{1,1} \xi+G_{2,1} \tau\right)}{\left(\tilde{b}_{1}\right)^{2}}+\frac{\tilde{b}_{0}}{\left(\tilde{b}_{1}\right)^{4}}\left(G_{1} \xi+G_{2} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right) \\
& +\frac{\left(\tilde{b}_{0}\right)^{2}}{2\left(\tilde{b}_{1}\right)^{3}}\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)-\frac{i}{2\left(\tilde{b}_{1}\right)^{4}}\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{1,1} \xi+G_{2,1} \tau\right) \\
& +\frac{i}{2\left(\tilde{b}_{1}\right)^{2}}\left(2 G_{1,1,1} \xi+G_{12,1} \tau\right)\left(G_{1,1} \xi+G_{2,1} \tau\right)+\frac{i}{2\left(\tilde{b}_{1}\right)^{2}}\left(2 G_{1,1} \xi+G_{12} \tau\right)\left(G_{1,1,1} \xi+G_{2,1,1} \tau\right) \\
& +\frac{i}{2\left(\tilde{b}_{1}\right)^{2}}\left(2 G_{22,1} \tau+G_{12,1} \xi\right) \times\left(G_{1,2} \xi+G_{2,2} \tau\right)-\frac{i}{2\left(\tilde{b}_{1}\right)^{4}} \\
& \times\left(G_{11,1} \xi^{2}+G_{12,1} \xi \tau+G_{22,1} \tau^{2}\right)\left(G_{12} \xi+2 G_{22} \tau\right)\left(G_{1,2} \xi+{ }_{2,2} \tau\right) \\
& +\frac{i}{2\left(\tilde{b}_{1}\right)^{2}}\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{1,2,1} \xi+G_{2,2,1} \tau\right) \\
& +\frac{i}{\left(2 \tilde{b}_{1}\right)^{6}}\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)^{2}\left(G_{1} \xi+G_{2} \tau\right)\left(2 G_{11} \xi+G_{12} \tau\right) \\
& +\frac{i}{2\left(\tilde{b}_{1}\right)^{6}}\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)\left(G_{1} \xi+G_{2} \tau\right)\left(2 G_{22} \tau+G_{12} \xi\right) \\
& -\frac{i}{4(\tilde{b})^{4}}\left(( G _ { 1 , 1 } \xi + G _ { 2 , 1 } \tau ) \left(\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)\left(2 G_{22} \tau+G_{12} \xi\right)\right.\right. \\
& \left.\left.\times\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)\right)+\left(G_{1} \xi+G_{2} \tau\right)\right)\left(\left(2 G_{11,1} \xi+G_{12,1} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)\right. \\
& +\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1,1} \xi \tau\right) \\
& \left.+\left(2 G_{22,1} \tau+G_{12,1} \xi\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)+\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{11,2,1} \xi^{2}+G_{22,2,1} \tau^{2}+G_{12,2,1} \xi \tau\right)\right) \\
& +\frac{1}{4 i} \frac{1}{\tilde{b}_{1}}\left(2 G_{22} \tau+G_{12} \xi\right)\left(\frac{G_{0,2}}{\tilde{b}_{1}}-\frac{G_{0}}{2\left(\tilde{b}_{1}\right)^{3}}\left(G_{1,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)-\frac{2 \tilde{b}_{0}}{\left(\tilde{b}_{1}\right)^{2}}\left(G_{1,2} \xi+G_{2,2} \tau\right)\right. \\
& \left.+\frac{\tilde{b}_{0}}{\left(\tilde{b}_{1}\right)^{4}}\left(G_{1} \xi+G_{2} \tau\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)+\frac{\left(\tilde{b}_{0}\right)^{2}}{2\left(\tilde{b}_{1}\right)^{3}}\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)\right) \\
& -\frac{i}{2\left(\tilde{b}_{1}\right)^{4}}\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)\left(\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{1,1} \xi+G_{2,1} \tau\right)+\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{1,2} \xi+G_{2,2} \tau\right)\right) \\
& +\frac{i}{2\left(\tilde{b}_{1}\right)^{2}}\left(\left(2 G_{11,2} \xi+G_{12,2} \tau\right)\left(G_{1,1} \xi+G_{2,1} \tau\right)+\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{1,1,2} \xi+G_{2,1,2} \tau\right)\right. \\
& \begin{array}{l}
\left.+\left(2 G_{22,2} \tau+G_{12,2} \xi\right)\left(G_{1,2} \xi+G_{2,2} \tau\right)+\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{1,2,2} \xi+G_{2,2,2} \tau\right)\right)+\frac{i}{2\left(\tilde{b}_{1}\right)^{6}}\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}\right.
\end{array} \\
& \left.+G_{12,2} \xi \tau\right)\left(\left(G_{1} \xi+G_{2} \tau\right)\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)\right.
\end{align*}
$$

$$
\begin{align*}
& \left.+\left(G_{1} \xi+G_{2} \tau\right)\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)\right) \\
& -\frac{i}{4\left(\tilde{b}_{1}\right)^{4}}\left(\left(G_{1,2} \xi+G_{2,2} \tau\right)\left(\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)+G_{12,2} \xi \tau\right)\right) \\
& \left.+\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)\right)+\left(G_{1} \xi+G_{2} \tau\right)\left(2 G_{11,2} \xi+G_{12,2} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right) \\
& +\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{11,1,2} \xi^{2}+G_{22,1,2} \tau^{2}+G_{12,1,2} \xi \tau\right)+\left(2 G_{22,2} \tau+G_{12} \xi_{2}\right) \times\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}\right. \\
& \left.\left.+G_{12,2} \xi \tau\right)+\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{11,2,2} \xi^{2}+G_{22,2,2} \tau^{2}+G_{12,2,2} \xi \tau\right)\right)+\frac{1}{i}\left(\frac{G_{1}}{\tilde{b}_{1}}-\frac{\left(G_{1} \xi+G_{2} \tau\right)\left(2 G_{11} \xi+G_{12} \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}\right) \\
& \times\left(\frac{\left(G_{1,1} \xi+G_{2,1} \tau\right)}{\tilde{b}_{1}}-\frac{\left(G_{1} \xi+G_{2} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}\right) \\
& +\frac{1}{i}\left(\frac{G_{2}}{\tilde{b}_{1}}-\frac{\left(G_{1} \xi+G_{2} \tau\right)\left(2 G_{22} \tau+G_{12} \xi\right)}{2\left(\tilde{b}_{1}\right)^{3}}\right) \\
& \times\left(\frac{\left(G_{1,2} \xi+G_{2,2} \tau\right)}{\tilde{b}_{1}}-\frac{\left(G_{1} \xi+G_{2} \tau\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}\right)-\frac{1}{2}\left(\frac{2 G_{11}}{\tilde{b}_{1}}-\frac{\left(2 G_{11} \xi+G_{12} \tau\right)^{2}}{2\left(\tilde{b}_{1}\right)^{3}}\right) \\
& \times\left(\frac{-\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)\left(G_{1,1} \xi+G_{2,1} \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}+\frac{\left(G_{1,1,1} \xi+G_{2,1,1} \tau\right)}{\tilde{b}_{1}}\right) \\
& +\frac{3}{2} \frac{\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)^{2}}{2\left(\tilde{b}_{1}\right)^{5}}\left(G_{1} \xi+G_{2} \tau\right) \\
& -\frac{\left(G_{1,1} \xi+G_{2,1} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}-\frac{\left(G_{1} \xi+G_{2} \tau\right)\left(G_{11,1,1} \xi^{2}+G_{22,1,1} \tau^{2}+G_{12,1,1} \xi \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}} \\
& -\frac{1}{2}\left(\frac{2 G_{22}}{b_{1}}-\frac{\left(2 G_{22} \tau+G_{12} \xi\right)^{2}}{2\left(\tilde{b}_{1}\right)^{3}}\right)\left(\frac{-\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}\left(G_{1,2} \xi+G_{2,2} \tau\right)+\frac{\left(G_{1,2,2} \xi+G_{2,2,2} \tau\right)}{\tilde{b}_{1}}\right) \\
& +\frac{3}{2}\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)^{2} \frac{\left(G_{1} \xi+G_{2} \tau\right)}{2\left(\tilde{b}_{1}\right)^{5}}-\frac{\left(G_{1,2} \xi+G_{2,2} \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}\left(G_{11,2} \xi^{2}\right. \\
& \left.+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)-\frac{\left(G_{1} \xi+G_{2} \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}} \\
& \times\left(G_{11,2,2} \xi^{2}+G_{22,2,2} \tau^{2}+G_{12,2,2} \xi \tau\right)-\left(\frac{G_{12}}{\tilde{b}_{1}}-\frac{\left(2 G_{11} \xi+G_{12} \tau\right)\left(2 G_{22} \tau+G_{12} \xi\right)}{2\left(\tilde{b}_{1}\right)^{3}}\right) \\
& \times\left(\frac{-\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)\left(G_{1,2} \xi+G_{2,2} \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}+\frac{\left(G_{1,2,1} \xi+G_{2,2,1} \tau\right)}{\tilde{b}_{1}}\right. \\
& +\frac{3}{2} \frac{\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)}{2\left(\tilde{b}_{1}\right)^{5}} \\
& \times\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right) \times\left(G_{1} \xi+G_{2} \tau\right)-\frac{\left(G_{1,1} \xi+G_{2,1} \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right) \\
& \left.\times \frac{-\left(G_{1} \xi+G_{2} \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}\left(G_{11,2,1} \xi^{2}+G_{22,2,1} \tau^{2}+G_{12,2,1} \xi \tau\right)\right), \tag{B4}
\end{align*}
$$

where we use the notation $f_{1} \equiv \partial f / \partial x_{1}, f_{2} \equiv \partial f / \partial x_{2}$, etc.
APPENDIX C: EXPLICIT EXPRESSIONS FOR $C_{-1}, C_{-2}, C_{-3}$, and $C_{-4}$ IN TERMS OF $G_{11}, G_{22}, G_{1}, G_{2}, G_{0}, G_{12}$
$C_{-1}=\frac{1}{\left[G_{11} \xi^{2}+G_{22} \tau^{2}+G_{12} \xi \tau\right]^{1 / 2}-\lambda}$,
$C_{-2}=(-) \frac{\tilde{b}_{0}}{\left(\tilde{b}_{1}\right)^{2}}+\frac{1}{4 i\left(\tilde{b}_{1}\right)^{5}}\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)$
$+\frac{1}{4 i\left(\tilde{b}_{1}\right)^{s}}\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)$,
$C_{-3}=(-) \frac{1}{\tilde{b}_{1}}\left[\frac{\left(G_{1} \xi+G_{2} \tau\right)}{\tilde{b}_{1}}\left(-\frac{\left(G_{1} \xi+G_{2} \tau\right)}{\left(\tilde{b}_{1}\right)^{3}}\right)+\frac{1}{4 i} \frac{1}{\left(\tilde{b}_{1}\right)^{5}}\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \dot{\xi} \dot{*}\right)\right.$
$+\frac{1}{4 i} \frac{1}{\left(\tilde{b}_{1}\right)^{5}}\left(2 G_{22} \tau+G_{12 \xi} \xi\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)+\frac{1}{\tilde{b}_{1}}\left(\frac{G_{0}}{\tilde{b}_{1}}-\frac{\left(G_{1} \xi+G_{2} \tau\right)^{2}}{\left(\tilde{b}_{1}\right)^{3}}\right)$
$+\frac{i}{2}\left(\frac{2\left(G_{11} \xi+G_{12} \tau\right)\left(G_{1,1} \xi+G_{2,1} \tau\right)}{\left(\tilde{b}_{1}\right)^{2}}\right)+\frac{i}{2\left(\tilde{b}_{1}\right)^{2}}\left(2 G_{22} \tau+G_{12 \xi} \xi\right)\left(G_{1,2} \xi+G_{2,2} \tau\right)$
$-\frac{i}{4\left(\tilde{b}_{1}\right)^{4}}\left(G_{1} \xi G_{2} \tau\right)\left(2 G_{22} \xi+G_{12} \tau\right)\left(G_{11,1} \xi_{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)-\frac{i}{4\left(\tilde{b_{1}}\right)^{4}}$

$$
\begin{align*}
& \times\left(G_{1} \xi+G_{2} \tau\right)\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)+\left(-\frac{1}{2 i}\right)\left(\frac{G_{1}}{\tilde{b}_{1}}-\frac{\left(G_{1} \xi+G_{2} \tau\right)\left(2 G_{11} \xi+G_{12} \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}\right) \\
& \times\left(\frac{\left.G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)}{\left(\tilde{b}_{1}\right)^{3}}\right)+\left(-\frac{1}{2 i}\right)\left(\frac{G_{2}}{\tilde{b}_{1}}-\frac{\left(G_{1} \xi+G_{2} \tau\right)\left(2 G_{22} \tau+G_{12} \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}\right) \\
& \times\left(\frac{G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau}{\left(\tilde{b}_{1}\right)^{3}}\right)+\left(-\frac{1}{i}\right)\left(\frac{2 G_{11} \xi+G_{12} \tau}{2\left(\tilde{b}_{1}\right)^{3}}\right)\left(\frac{\left(G_{1,1} \xi+G_{2,1} \tau\right)}{\tilde{b}_{1}}-\frac{\left(G_{1} \xi+G_{2} \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}\right. \\
& \left.\times\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)\right)+\frac{1}{i} \frac{\left(2 G_{11} \xi+G_{12} \tau\right)}{2\left(\tilde{b}_{1}\right)^{6}}\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)\left(G_{1} \xi+G_{2} \tau\right) \\
& +\frac{5}{16} \cdot \frac{\left(2 G_{11} \xi+G_{12} \tau\right)}{\left(\tilde{b}_{1}\right)^{8}}\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)\left(\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)\right. \\
& \left.+\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)\right)-\frac{1}{8} \cdot \frac{\left(2 G_{11} \xi+G_{12} \tau\right)}{\left(\tilde{b}_{1}\right)^{6}}\left(( 2 G _ { 1 1 , 1 } \xi + G _ { 1 2 , 1 } \tau ) \left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}\right.\right. \\
& \left.+G_{12,1} \xi \tau\right)+\left(2 G_{1,1} \xi+G_{12} \tau\right)\left(G_{11,1,1} \xi^{2}+G_{22,1,1} \tau^{2}+G_{12,1,1} \xi \tau\right)+\left(2 G_{22,2} \tau+G_{12,1} \xi\right)\left(G_{11,2} \xi^{2}+G_{22,1} \tau^{2}\right. \\
& \left.\left.+G_{12,2} \xi \tau\right)+\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{11,2,1} \xi^{2}+G_{22,2,1} \tau^{2}+G_{12,2,1} \xi \tau\right)\right)-\frac{1}{2 i} \frac{\left(2 G_{22} \tau+G_{12} \xi\right)}{\left(\tilde{b}_{1}\right)^{3}}\left(\frac{\left(G_{1,2} \xi+G_{2,2} \tau\right)}{\tilde{b}_{1}}\right. \\
& \left.-\frac{\left(G_{1} \xi+G_{2} \tau\right)}{2\left(\tilde{b}_{1}\right)^{3}}\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)\right)+\frac{1}{2 i} \frac{\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{1} \xi+G_{2} \tau\right)}{\left(\tilde{b}_{1}\right)^{6}}\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right) \\
& +\frac{5}{16} \frac{\left(2 G_{22} \tau+G_{12} \xi\right.}{\left(\tilde{b}_{1}\right)^{8}}\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right) \\
& \left.+\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)\right)-\frac{1}{8} \cdot \frac{\left(2 G_{22} \tau+G_{12} \xi\right)}{\left(\tilde{b}_{1}\right)^{6}}\left(( 2 G _ { 1 1 , 2 } \xi + G _ { 1 2 , 2 } \tau ) \left(G_{11,1} \xi^{2}\right.\right. \\
& \left.+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)+\left(2 G_{11} \xi+G_{12} \tau\right)\left(G_{11,1,2} \xi^{2}\right. \\
& \left.+G_{22,1,2} \tau^{2}+G_{12,1,2} \xi \tau\right)+\left(2 G_{22,2} \tau+G_{12,2} \xi\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)+\left(2 G_{22} \tau+G_{12} \xi\right)\left(G_{11,2,2} \xi^{2}\right. \\
& \left.+G_{22,2,2} \tau^{2}+G_{12,2,2} \xi \tau\right)+\left(-\frac{1}{2}\right)\left(\frac{2 G_{11}}{\tilde{b}_{1}}-\frac{\left(2 G_{11} \xi+G_{12} \tau\right)^{2}}{2\left(\tilde{b}_{1}\right)^{3}}\right)\left(-\frac{1}{2\left(\tilde{b}_{1}\right)^{3}}\left(G_{11,1,1} \xi^{2}+G_{22,1,1} \tau^{2}+G_{12,1,1} \xi \tau\right)\right. \\
& \left.+\frac{3}{4} \frac{1}{\left(\tilde{b}_{1}\right)^{5}}\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)^{2}\right)+\left(-\frac{1}{2}\right)\left(\frac{2 G_{22}}{\tilde{b}_{1}}-\frac{\left(2 G_{22} \tau+G_{12} \xi\right)^{2}}{2\left(\tilde{b}_{1}\right)^{3}}\right) \\
& \times\left(-\frac{1}{2\left(\tilde{b_{1}}\right)^{3}}\left(G_{11,2,2} \xi^{2}+G_{22,2,2} \tau^{2}+G_{12,2,2} \xi \tau\right)\right)+\frac{3}{4} \cdot \frac{1}{\left(\tilde{b}_{1}\right)^{5}}\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)^{2} \\
& -\frac{G_{12}}{\tilde{b}_{1}}-\frac{\left(2 G_{11} \xi+G_{12} \tau\right)\left(2 G_{22} \tau+G_{12} \xi\right)}{2\left(\tilde{b}_{1}\right)^{3}}\left(-\frac{1}{2\left(\tilde{b}_{1}\right)^{3}}\left(G_{11,1,2} \xi^{2}+G_{22,1,2} \tau^{2}+G_{12,1,2} \xi \tau\right)\right. \\
& \left.+\frac{3}{4} \cdot \frac{1}{\left(\tilde{b}_{1}\right)^{5}}\left(G_{11,1} \xi^{2}+G_{22,1} \tau^{2}+G_{12,1} \xi \tau\right)\left(G_{11,2} \xi^{2}+G_{22,2} \tau^{2}+G_{12,2} \xi \tau\right)\right) . \tag{C3}
\end{align*}
$$

Finally,

$$
\begin{align*}
C_{-4}= & (-) \frac{1}{\tilde{b}_{1}}\left\{\tilde{b}_{0} C_{-3}+\tilde{b}_{-1} C_{-2}+\tilde{b}_{-2} C_{-1}+\frac{1}{i}\left(\frac{\partial \tilde{b}_{1}}{\partial \xi}\right)\left(\frac{\partial C_{-3}}{\partial x_{1}}\right)+\frac{1}{i} \frac{\partial \tilde{b}_{1}}{\partial \tau} \frac{\partial C_{-3}}{\partial x_{2}}+\frac{1}{i}\left(\frac{\partial \tilde{b}_{0}}{\partial \xi}\right)\left(\frac{\partial C_{-2}}{\partial x_{1}}\right)\right. \\
& +\frac{1}{i}\left(\frac{\partial \tilde{b}_{0}}{\partial \tau}\right) \frac{\partial C_{-2}}{\partial x_{2}}+\frac{1}{i}\left(\frac{\partial b_{-1}}{\partial \xi}\right)\left(\frac{\partial C_{-1}}{\partial x_{1}}\right)+\frac{1}{i}\left(\frac{\partial b_{-1}}{\partial \tau}\right)\left(\frac{\partial C_{-1}}{\partial x_{2}}\right)-\frac{1}{2}\left(\frac{\partial^{2} \tilde{b}_{1}}{\partial \xi^{2}}\right)\left(\frac{\partial^{2} C_{-2}}{\partial x_{1}^{2}}\right) \\
& -\frac{1}{2}\left(\frac{\partial^{2} \tilde{b}_{1}}{\partial \tau^{2}}\right)\left(\frac{\partial^{2} C_{-2}}{\partial x_{2}^{2}}\right)-\left(\frac{\partial}{\partial \xi} \frac{\partial \tilde{b}_{1}}{\partial \tau}\right)\left(\frac{\partial}{\partial x_{1}} \frac{\partial C_{-2}}{\partial x_{2}}\right)-\frac{1}{2}\left(\frac{\partial^{2} \tilde{b}_{0}}{\partial \xi^{2}}\right)\left(\frac{\partial^{2} C_{-1}}{\partial x_{1}^{2}}\right)-\frac{1}{2}\left(\frac{\partial^{2} \tilde{b}_{0}}{\partial \tau^{2}}\right)\left(\frac{\partial^{2} C_{-1}}{\partial x_{2}^{2}}\right) \\
& -\left(\frac{\partial}{\partial \xi} \cdot \frac{\partial \tilde{b}_{0}}{\partial \tau}\right)\left(\frac{\partial}{\partial x_{1}} \cdot \frac{\partial C_{-1}}{\partial x_{2}}\right)+i \frac{1}{6}\left(\frac{\partial^{3} \tilde{b}_{1}}{\partial \xi^{3}}\right)\left(\frac{\partial^{3} C_{-1}}{\partial x_{1}^{3}}\right)+\frac{i}{6}\left(\frac{\partial^{3} \tilde{b}_{1}}{\partial \tau^{3}}\right)\left(\frac{\partial^{3} C_{-1}}{\partial x_{2}^{3}}\right)+\frac{i}{2} \\
& \left.\times\left(\frac{\partial^{2}}{\partial \xi^{2}} \cdot \frac{\partial \tilde{b}_{1}}{\partial \tau}\right)\left(\frac{\partial^{2}}{\partial x_{1}^{2}} \cdot \frac{\partial C_{-1}}{\partial x_{1}}\right)+\frac{i}{2}\left(\frac{\partial}{\partial \xi} \cdot \frac{\partial^{2} \tilde{b}_{1}}{\partial \tau^{2}}\right)\left(\frac{\partial}{\partial x_{1}} \cdot \frac{\partial^{2} C_{-1}}{\partial x_{2}^{2}}\right)\right\} . \tag{C4}
\end{align*}
$$
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We consider the canonical formulation of Whitham's variational principle for the KdV equation. This Lagrangian is degenerate and we have found it necessary to use Dirac's theory of constrained systems in constructing the Hamiltonian. Earlier discussions of the Hamiltonian structure of the KdV equation were based on various different decompositions of the field which is avoided by this new approach.
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## I. INTRODUCTION

In a recent paper, "A particle representation for $\mathrm{K} d V$ solitons," Bowtell and Stuart ${ }^{1}$ discuss the Hamiltonian formulation of the KdV equation. Starting with the variational formulation of the KdV equation in terms of the velocity potential ${ }^{2}$ they have obtained what one ordinarily expects to be the Hamiltonian and observed that it has various undesirable properties. This Hamiltonian is in fact not the correct one, because the Lagrangian in the variational principle for the KdV equation is degenerate. It is necessary to use Dirac's theory of constraints ${ }^{3}$ in order to cast such degenerate systems into canonical form and we shall do so in this paper.

The construction of a Hamiltonian for the KdV equation was first considered by Gardner ${ }^{4}$ using a decomposition of the field into normal modes and this method has since been extensively studied. ${ }^{5}$ The Hamiltonian formalism we shall present in this paper is based on a completely different approach which is much more general. We shall not require reference to any type of decomposition but instead proceed directly with Dirac's method to find the KdV Hamiltonian. The new Hamiltonian is formulated in terms of two potentials and their conjugate momenta and it is conserved by virtue of the third ${ }^{6}$ among the infinite set of conservation laws ${ }^{7}$ satisfied by the $K d V$ equation.

## II. HAMILTONIAN

The KdV equation can be obtained from a variational principle

$$
\begin{equation*}
\delta I=0, \quad I=\int \mathscr{L} d x d t \tag{1}
\end{equation*}
$$

where ${ }^{2}$

$$
\begin{equation*}
\mathscr{L}=\frac{1}{2} \phi_{t} \phi_{x}+\phi_{x}^{3}+\phi_{x} \psi_{x}+\frac{1}{2} \psi^{2} \tag{2}
\end{equation*}
$$

is the Lagrangian density. Here $\phi$ is the velocity potential

$$
\begin{equation*}
u=\phi_{x} \tag{3}
\end{equation*}
$$

and $\psi$ is another potential which has been introduced to avoid derivatives higher than the first order in the Lagrangian. Considering independent variations with respect to $\phi$ and $\psi$ we obtain

$$
\begin{align*}
& \phi_{x t}+6 \phi_{x} \phi_{x x}+\psi_{x x}=0  \tag{4}\\
& \psi-\phi_{x x}=0 \tag{5}
\end{align*}
$$

which in view of Eq. (3) leads to the KdV equation

$$
\begin{equation*}
u_{t}+6 u u_{x}+u_{3 x}=0 \tag{6}
\end{equation*}
$$

The Lagrangian in Eq. (2) is degenerate, that is, the momenta

$$
\begin{align*}
\pi_{\psi} & =0  \tag{7a}\\
\pi_{\phi} & =\frac{1}{2} \phi_{x} \tag{7b}
\end{align*}
$$

cannot be inverted for the velocities $\psi_{1}$ and $\phi_{1}$. Therefore, following Dirac we define the constraints

$$
\begin{align*}
& c_{1}=\pi_{\psi}  \tag{8a}\\
& c_{2}=\pi_{\phi}-\frac{1}{2} \phi_{x} \tag{8b}
\end{align*}
$$

and using the canonical Poisson brackets

$$
\begin{align*}
& {\left[\psi(x), \pi_{\psi}\left(x^{\prime}\right)\right]=\delta\left(x-x^{\prime}\right)}  \tag{9a}\\
& {\left[\phi(x), \pi_{\phi}\left(x^{\prime}\right)\right]=\delta\left(x-x^{\prime}\right)} \tag{9b}
\end{align*}
$$

we find that Poisson brackets of the constraints are given by

$$
\begin{align*}
& {\left[c_{1}(x), c_{1}\left(x^{\prime}\right)\right]=0}  \tag{10a}\\
& {\left[c_{1}(x), c_{2}\left(x^{\prime}\right)\right]=0}  \tag{10b}\\
& {\left[c_{2}(x), c_{2}\left(x^{\prime}\right)\right]=-\delta_{x}\left(x-x^{\prime}\right)} \tag{10c}
\end{align*}
$$

where $\delta$ stands for the Dirac $\delta$-function. From Eqs. (10) we conclude that the constraints are second class.

The total Hamiltonian is given by

$$
\begin{align*}
& H=\int \mathscr{H} d x,  \tag{11a}\\
& \mathscr{H}=\mathscr{H}_{0}+\mathscr{H}_{1}, \tag{11b}
\end{align*}
$$

where $\mathscr{H}_{0}$ is the free part (which is the only piece considered in Ref. 1),

$$
\begin{align*}
\mathscr{H}_{0} & =\pi_{\psi} \psi_{t}+\pi_{\phi} \phi_{t}-\mathscr{L} \\
& =-\phi_{x}^{3}-\phi_{x} \psi_{x}-\frac{1}{2} \psi^{2}, \tag{12}
\end{align*}
$$

and $\mathscr{H}_{1}$ is a linear combination of the constraints

$$
\begin{equation*}
\mathscr{H}_{1}=\lambda c_{1}+\sigma c_{2}, \tag{13}
\end{equation*}
$$

where $\lambda$ and $\sigma$ are multipliers. The Poisson bracket of the constraints with $H$ must vanish and this requirement will determine $\lambda$ and $\sigma$ provided there are not further constraints in the problem. We find however, that

$$
\begin{equation*}
\left[c_{1}, H\right]=\psi-\phi_{x x} \tag{14}
\end{equation*}
$$

which cannot be set equal to zero by any choice of the multipliers and therefore

$$
\begin{equation*}
\chi=\psi-\phi_{x x} \tag{15}
\end{equation*}
$$

must be introduced as a secondary constraint. This constraint will be included in the total Hamiltonian so that in
place of Eq. (13) we now have

$$
\begin{equation*}
\mathscr{H}_{1}=\lambda c_{1}+\sigma c_{2}+\mu \chi, \tag{16}
\end{equation*}
$$

where $\mu$ is another multiplier. We have now obtained all of the constraints in the problem. In order to see this we calculate the Poisson brackets

$$
\begin{align*}
& {\left[c_{1}, H\right]=\chi-\mu,}  \tag{17a}\\
& {\left[c_{2}, H\right]=\left(\mu_{x}-\sigma-3 \phi_{x}^{2}-\psi_{x}\right)_{x},}  \tag{17b}\\
& {[\chi, H]=\lambda-\sigma_{x x},} \tag{17c}
\end{align*}
$$

and observe that the right-hand sides of Eqs. (17) can be made to vanish by choosing

$$
\begin{align*}
& \mu=\psi-\phi_{x x}  \tag{18a}\\
& \sigma=-\phi_{3 x}-3 \phi_{x}^{2}  \tag{18~b}\\
& \lambda=-\phi_{5 x}-6 \phi_{x} \phi_{3 x}-6 \phi_{x x}^{2} \tag{18c}
\end{align*}
$$

When we put these expressions back into Eqs. (12) and (16) we find the total Hamiltonian density

$$
\begin{align*}
\mathscr{H}= & \frac{1}{2} \phi_{x}^{3}+\frac{1}{2} \psi^{2}+\phi_{x} \psi_{x}+\frac{1}{2} \phi_{x x}^{2}-\left(\phi_{3 x}+3 \phi_{x}^{2}\right) \pi_{\phi} \\
& -\left(\phi_{5 x}+6 \phi_{x x}^{2}+6 \phi_{x} \phi_{3 x}\right) \pi_{\psi} \tag{19}
\end{align*}
$$

where we have left out a divergence.
We can verify that the Poisson bracket of the canonical variables $\phi, \pi_{\phi}, \psi, \pi_{\psi}$ with the total Hamiltonian results in

$$
\begin{align*}
& \phi_{t}+3 \phi_{x}^{2}+\phi_{3 x}=0  \tag{20a}\\
& \phi_{x t}+6 \phi_{x} \phi_{x x}+\phi_{4 x}=0  \tag{20b}\\
& \psi t+6 \phi_{x x}^{2}+6 \phi_{x} \phi_{3 x}+\phi_{5 x}=0  \tag{20c}\\
& \psi-\phi_{x x}=0 \tag{20~d}
\end{align*}
$$

respectively. Equation (20b) is the $K d V$ equation, and with the definition (20d), Eq. (20c) also reduces to the KdV equation. Furthermore Eq. (20a) is also equivalent to the KdV equation up to an arbitrary function of time which can be added to its right-hand side. This arbitrary function of time can be set equal to zero without loss of generality because in solving for $\sigma$ from Eq. (17b) we have ignored such an arbitrary function. Therefore the content of Eqs. (20) is the KdV equation.

The total Hamiltonian is a conserved quantity and it will be of interest to express it in terms of the original field $u$. From Eqs. (3), (7a), (7b), (20c), and (19) we find that up to a surface term

$$
\begin{equation*}
H=\int\left(\frac{1}{2} u_{x}^{2}-u^{3}\right) d x \tag{21}
\end{equation*}
$$

which is Whitham's conserved quantity. It arises from the third, among the infinitely many, conservation laws satisfied by the $K d V$ equation.

## III. CONCLUSION

We have constructed the Hamiltonian for the KdV equation by applying Dirac's theory of constrained systems to Whitham's degenerate Lagrangian. We have found that in this system there are two primary constraints which are second class and there is also a secondary constraint. The total Hamiltonian of Dirac is given by a local expression in terms of the canonical variables. This approach to the Hamiltonian structure of the KdV equation is more general that the one encountered in earlier work which starts by decomposing the field into various modes ${ }^{4.5}$ and completes earlier results ${ }^{1}$ based on Whitham's variational principle.
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#### Abstract

We consider the most general conformal invariant $\mathrm{O}(3)$ nonlinear $\sigma$-model in two dimensions, whose Lagrangian contains only first derivatives of the field variable. This is the generalized sigma model (GSM). We point out that its integrability condition, the generalized sine-Gordon (GSG) equation, follows from the fact that the Gaussian curvature of the surface underlying the model is a constant. We show that the GSG can be formulated as an imbedding and an inverse scattering problem. Finally we examine the invariance properties of the GSG equation.


PACS numbers: 11.10.Lm

## I. INTRODUCTION

In recent years the two-dimensional nonlinear sigma model has attracted a great deal of renewed interest among physicists. The standard action of this model is bilinear in the derivatives of the field variable. Furthermore, the values of these variables are constrained to the surface of a twodimensional sphere. One type of generalization of this model has been obtained by replacing the spherical surface by a higher-dimensional homogeneous space. This approach has yielded a number of interesting results both in the classical and in the quantum domain.

More recently a different type of generalization of this model has been considered in which the values of the field functions still describe a spherical surface but the Lagrangian is generalized in such a way that the conformal invariance of the resulting action is preserved. ${ }^{1}$ If only first-derivative terms are present, then such a Lagrangian contains an arbitrary function of one variable. Depending on the choice of this arbitrary function, the generalized sigma model (GSM) can describe an infinite family of dynamical systems. The nonlinearity of this generalized model arises not solely from the constraint that the field variable take values on a nonlinear space but also from the fact that the Lagrangian is no longer bilinear in the derivatives of the field variable. The integrability condition for the classical equations of motion of this model is a generalization of the sine-Gordon equation, which in turn, is the integrability condition of the standard nonlinear sigma model ${ }^{2}$ in two dimensions. In this paper we exploit the methods that have been developed for the sine-Gordon equation and other totally integrable systems to further investigate the generalized sine-Gordon equation (GSG). In Sec. II we utilize geometrical techniques to show that just like the sine-Gordon equation, the GSG equation can be derived from the condition that its underlying surface has a Gaussian curvature equal to 1 . We then consider the imbedding of this surface in a three-dimensional flat space. In Sec. III, we formulate the GSG equation as inverse scattering problem according to the general framework provided by Lax ${ }^{3}$ and Ablowitz, Kaup, Newell, and Segur (LAKNS). ${ }^{4}$ Thereby we derive the soliton connection and obtain a selfBäcklund transformation. In Sec.IV we use the group theoretical approach to investigate the invariance properties of the GSG equation under a transformation of the variables. This invariance study once more singles out the special cases of the GSG equation exhibiting extra symmetries, which
have been shown to be unified with a variable transformation. ${ }^{1}$

## II. SURFACE THEORY AND THE GSM

In this section we give a brief description of the GSM and then proceed to investigate the nature of the surface underlying this model. To this end, we identify the first fundamental form and the Gaussian curvature of the surface. Then we consider the imbedding of the surface in a threedimensional flat space and obtain the appropriate second fundamental form.

The GSM is described by the Lagrangian density

$$
\begin{equation*}
L=\mathbf{n}_{u} \cdot \mathbf{n}_{v} f(\theta)+\lambda\left(\mathbf{n}^{2}-1\right) \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
u=\frac{1}{2}(t+x), \quad v=\frac{1}{2}(t-x) \tag{2.2}
\end{equation*}
$$

are the light cone variables. The field variable $\mathbf{n}$ is a threedimensional vector and the Lagrange multiplier $\lambda$ ensures that $\mathbf{n}^{2}$ equals 1 . The quantity $\theta$ is half the angle between $\mathbf{n}_{u}$ and $\mathbf{n}_{v}$. Here subscripts denote partial differentiation. With $f$, an arbitrary function of $\theta$, the action

$$
\begin{equation*}
S=\int L d u d v \tag{2.3}
\end{equation*}
$$

is conformally invariant.
The three-dimensional unit vector $n$ geometrically describes the surface of a unit sphere. Since $\mathbf{n}$ is a function of $u$ and $v$, provided that this function is nonsingular, these variables, or equivalently $x$ and $t$, may be used as the coordinates of this two-dimensional surface. In Ref. 1 it was shown that the equations of motion and the conformal invariance of the model can be utilized to choose coordinates such that

$$
\begin{equation*}
\mathbf{n}_{u}^{2}=\mathbf{n}_{v}^{2}=\left[f(\theta)-\frac{1}{4} f^{\prime}(\theta) \sin (4 \theta)\right]^{-1} \equiv e^{2 \alpha}, \tag{2.4}
\end{equation*}
$$

where $\alpha$ is a function of $\theta$ which is determined by the function $f$ in the Lagrangian. Thus the metric on the unit sphere is given by

$$
\begin{align*}
d s^{2} & =d \mathbf{n}^{2}=\left(\mathbf{n}_{v} d v+\mathbf{n}_{u} d u\right)^{2} \\
& =e^{2 \alpha}\left(\cos ^{2} \theta d t^{2}+\sin ^{2} \theta d x^{2}\right) \tag{2.5}
\end{align*}
$$

From this equation we immediately recognize the basis oneforms

$$
\begin{align*}
& \omega^{1}=e^{\alpha} \cos \theta d t \\
& \omega^{2}=e^{\alpha} \sin \theta d x \tag{2.6}
\end{align*}
$$

such that

$$
\begin{equation*}
d s_{1}^{2}=\left(\omega^{1}\right)^{2}+\left(\omega^{2}\right)^{2} \tag{2.7}
\end{equation*}
$$

The connection one-form

$$
\begin{equation*}
\omega_{\beta}^{\alpha}=-\omega_{\alpha}^{\beta} \tag{2.8}
\end{equation*}
$$

is determined from the integrability condition

$$
\begin{equation*}
d \omega^{\alpha}+\omega_{\beta}^{\alpha} \wedge \omega^{\beta}=0 \tag{2.9}
\end{equation*}
$$

and is given by

$$
\begin{equation*}
\omega_{2}^{1}=\left(\alpha_{x} \cot \theta-\theta_{x}\right) d t-\left(\alpha_{t} \tan \theta+\theta_{t}\right) d x \tag{2.10}
\end{equation*}
$$

The Gaussian curvature $K$ is defined by

$$
\begin{equation*}
d \omega_{\beta}^{\alpha}=K \omega^{\alpha} \wedge \omega^{\beta} . \tag{2.11}
\end{equation*}
$$

Letting the Gaussian curvature equal to 1 we get
$\left[\left(\alpha^{\prime} \cot \theta-1\right) \theta_{x}\right]_{x}+\left[\left(\alpha^{\prime} \tan \theta+1\right) \theta_{t}\right]_{t}$

$$
\begin{equation*}
+e^{2 \alpha} \cos \theta \sin \theta=0 \tag{2.12}
\end{equation*}
$$

This is the integrability condition for the GSM.
Having identified the intrinsic geometry underlying the GSM, we consider the imbedding of the surface $S$ in a threedimensional flat space $M$. We define the second fundamental form of $S$ through

$$
\begin{equation*}
-d s_{2}^{2}=\omega^{1} \otimes \pi^{1}+\omega^{2} \otimes \pi^{2} \tag{2.13}
\end{equation*}
$$

The equation governing the imbedding problem is

$$
\begin{equation*}
d \omega_{k}^{i}+\omega_{j}^{i} \wedge \omega_{k}^{j}=0 \tag{2.14}
\end{equation*}
$$

where the indices range over three values. This is the GaussCodazzi equation for the imbedding problem with the identification

$$
\begin{equation*}
\omega_{3}^{1}=\pi^{1}, \quad \omega_{3}^{2}=\pi^{2} . \tag{2.15}
\end{equation*}
$$

Furthermore the definition of the surface $S$ as

$$
\begin{equation*}
\omega^{3}=0 \tag{2.16}
\end{equation*}
$$

imposes another condition

$$
\begin{equation*}
\omega^{1} \wedge \pi^{1}+\omega^{2} \wedge \pi^{2}=0 \tag{2.17}
\end{equation*}
$$

We see that Eqs. (2.14)-(2.17) are all satisfied when we let

$$
\begin{equation*}
\pi^{1}=\omega^{1}, \quad \pi^{2}=\omega^{2} \tag{2.18}
\end{equation*}
$$

## III. THE SOLITON CONNECTION AND THE GSM

Having established the geometrical framework underlying the GSM, we construct an $\operatorname{SL}(2, R)$ valued connection one-form with zero curvature. This is the soliton connection. We perform a gauge transformation in order to cast it into LAKNS form. Finally we find the Bäcklund transformation for the GSM. Our approach closely resembles that of Ref. 5.

The Gauss-Codazzi equations for embedding surfaces in a three-dimensional flat space form a realization of Cartan's equations for $\operatorname{SL}(2, R)$ :

$$
\begin{equation*}
d \theta^{i}+\frac{1}{2} C_{j}{ }_{k}{ }_{k} \theta^{j} \wedge \theta^{k}=0 \tag{3.1}
\end{equation*}
$$

where

$$
\begin{align*}
& C_{1}^{0}=1  \tag{3.2}\\
& C_{0}{ }_{1}^{1}=-C_{0}^{2}{ }_{2}=2
\end{align*}
$$

are the structure constants of $\operatorname{SL}(2, R)$, with identification

$$
\begin{align*}
& \Theta^{0}=(i / 2) \omega_{2}^{1} \\
& \Theta^{1}=-\frac{1}{2}\left(\omega^{2}+i \omega^{1}\right)  \tag{3.3}\\
& \Theta^{2}=\frac{1}{2}\left(\omega^{2}-i \omega^{1}\right)
\end{align*}
$$

For the GSM, these are

$$
\begin{align*}
\theta^{0}= & (i / 2)\left[\left(\alpha^{\prime} \cot \theta-1\right) \theta_{x}\right] d t \\
& -\left[\left(\alpha^{\prime} \tan \theta+1\right) \theta_{t}\right] d x \\
\theta^{\prime}= & -\frac{1}{2}\left(e^{\alpha} \sin \theta d x+i e^{\alpha} \cos \theta d t\right)  \tag{3.4}\\
\Theta^{2}= & \frac{1}{2}\left(e^{\alpha} \sin \theta d x-i e^{\alpha} \cos \theta d t\right)
\end{align*}
$$

Now we construct a connection one-form $\Gamma_{1}$

$$
\Gamma_{1}=\left(\begin{array}{rr}
\theta^{0} & \theta^{1}  \tag{3.5}\\
\theta^{2} & -\theta^{0}
\end{array}\right)
$$

with a vanishing curvature

$$
\begin{equation*}
d \Gamma_{1}+\Gamma_{1} \wedge \Gamma_{1}=0 \tag{3.6}
\end{equation*}
$$

This can be traced back to Gauss-Codazzi equations through Eq. (3.1).

Now we can briefly summarize the LAKNS formalism. The integrability conditions for the systems of linear partial differential equations

$$
\begin{align*}
& V_{1 x}-i \xi V_{1}=q V_{2} \\
& V_{2 x}+i \xi V_{2}=r V_{1} \tag{3.7}
\end{align*}
$$

where the eigenfunctions $V_{1}$ and $V_{2}$ evolve in time according to

$$
\begin{align*}
& V_{1 t}=A V_{1}+B V_{2} \\
& V_{2 t}=C V_{1}-A V_{2} \tag{3.8}
\end{align*}
$$

are

$$
\begin{align*}
& A_{x}=q C-r B \\
& B_{x}-2 i \xi B=q_{t}-2 q A  \tag{3.9}\\
& C_{x}+2 i \xi C=r_{t}+2 r A
\end{align*}
$$

Here $A, B$, and $C$ are functions of $x, t$, and $\xi$, where $\xi$ is a constant. If we construct a connection one-form with the identification

$$
\begin{align*}
& \theta^{0}=-(A d t+i \xi d x) \\
& \Theta^{1}=-(B d t+q d x)  \tag{3.10}\\
& \theta^{2}=-(C d t+r d x)
\end{align*}
$$

the condition that its curvature vanishes yields Eq. (3.9). We want to identify the set described in Eq. (3.10) with that in Eq. (3.4) to read off the LAKNS potentials for the GSM. However, as they stand, these two sets of equations are incompatible since $\xi$ has to be a constant. To circumvent this problem we perform a gauge transformation

$$
\begin{equation*}
\Gamma^{\prime}=S \Gamma_{1} S^{-1}+S d S^{-1} \tag{3.11}
\end{equation*}
$$

in order to cast Eq. (3.4) into LAKNS form described by Eq. (3.10). Here $S$ has a determinant equal to unity. We find that for the GSM, $S$ has a very simple form

$$
S=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
e^{-i \xi x} & e^{-i \xi x}  \tag{3.12}\\
-e^{i \xi x} & e^{i \xi x}
\end{array}\right)
$$

Equating the transformed one-form $\Gamma^{\prime}$ with (3.10) we get

$$
\begin{align*}
& A=(i / 2) e^{\alpha} \cos \theta \\
& C=(i / 2) e^{2 i \xi x}\left(\alpha^{\prime} \cot \theta-1\right) \theta_{x} \\
& B=(i / 2) e^{-2 i \xi x}\left(\alpha^{\prime} \cot \theta-1\right) \theta_{x}  \tag{3.13}\\
& q=\frac{1}{2} e^{-2 i \xi x}\left[e^{\alpha} \sin \theta-i\left(\alpha^{\prime} \tan \theta+1\right) \theta_{t}\right] \\
& r=-\frac{1}{2} e^{2 i \xi x}\left[e^{\alpha} \sin \theta+i\left(\alpha^{\prime} \tan \theta+1\right) \theta_{t}\right]
\end{align*}
$$

The eigenvalue $\xi$ usually has a real and an imaginary part. If we restrict its value to be real for simplicity then

$$
\begin{equation*}
r=-q^{*} \tag{3.14}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
B=-C^{*} . \tag{3.15}
\end{equation*}
$$

In the literature, it has been shown that the Gelfand-Levitan-Marchenko integral equation associated with the inverse scattering problem is uniquely solvable if $r=-q^{*}$ (Ref. 6). For this specific case, there is also a general method for deriving the Bäcklund transformation from the equations for the inverse problem. ${ }^{7}$ This is as follows. To conform with the notation in Ref. 7 we let $\xi$ go to $-\xi$ in Eq. (3.7). Then, defining a quantity $U=V_{1} / V_{2}$ we get a system of equations

$$
\begin{align*}
& U_{x}=-2 i \xi U-r U^{2}+q \\
& U_{t}=2 A U-C U^{2}+B \tag{3.16}
\end{align*}
$$

For the GSM we have

$$
\begin{align*}
& U_{x}=-2 i \xi U+q^{*} U^{2}+q  \tag{3.17a}\\
& U_{t}=2 A U+C U^{2}-C^{*} \tag{3.17b}
\end{align*}
$$

where

$$
\begin{align*}
& A=\frac{1}{2}\left(\frac{q_{t} e^{2 i \xi x}+\text { c.c. }}{q e^{2 i \xi x}-\text { c.c. }}\right)  \tag{3.18}\\
& c=\frac{i}{2}\left(\frac{1}{q+q^{*} e^{-4 i \xi x}}\right)\left(\frac{i q_{t} e^{2 i \xi x}-\text { c.c. }}{-q e^{2 i \xi x}+\text { c.c. }}\right)_{x}
\end{align*}
$$

Using Eq. (3.17a) and its complex conjugate we derive an expression for $q$ in terms of $U, U^{*}, U_{x}$, and $U_{x}^{*}$. Substituting this expression in Eq. ( 3.17 b ), we can eliminate $q$ and thereby get a nonlinear partial differential equation for $U$ and $U^{*}$. This equation is invariant under the transformation

$$
\begin{equation*}
(U, \xi) \rightarrow(-U, \xi) \tag{3.19}
\end{equation*}
$$

The existence of this gaugelike invariance makes it possible to find a self-Bäcklund transformation since we know we have a second solution $q^{\prime}$ such that

$$
\begin{align*}
& U_{x}=-2 i \xi U-q^{\prime *} U^{2}-q^{\prime}  \tag{3.20a}\\
& U_{t}=2 A U-C U^{2}+C^{*} \tag{3.20b}
\end{align*}
$$

Here $A$ and $C$ are functions of $q^{\prime}, q_{t}^{\prime}, q_{x}^{\prime}$, and $q_{x t}^{\prime}$ and their complex conjugates. Subtracting Eq. (3.20a) from Eq. (3.17a) we obtain the following expression for $U$ :

$$
\begin{equation*}
U= \pm i\left[\left|q+q^{\prime}\right| /\left(q+q^{\prime}\right)^{*}\right] H\left(x-x_{0}+4 \xi t\right) \tag{3.21}
\end{equation*}
$$

where $H$ is the Heaviside step function. In order to get the spatial part of the Bäcklund transformation for the GSG equation, we add Eqs. (3.20a) and (3.17a) and then substitute for $U$ from Eq. (3.21). Rearranging terms we get

$$
\begin{align*}
\left(q-q^{\prime}\right)_{x}= & -2 i \xi\left(q+q^{\prime}\right)+i\left(q-q^{\prime}\right)\left|q \pm q^{\prime}\right| \\
& \times H\left(x-x_{0}+4 \xi t\right) \tag{3.22}
\end{align*}
$$

Similarly we add Eqs. (3.20b) and (3.17b) and substitute for $U$ to get the temporal part of the Bäcklund transformation.

## IV. INVARIANCE AND INFINITESIMAL PROPERTIES OF THE GSG EQUATION

In this section we shall investigate the invariance properties of the GSG equation under one parameter Lie group of
transformations. ${ }^{8}$ We shall find the invariant variable in terms of which we can reduce the partial differential equation with two independent variables and one dependent variable to an ordinary differential equation. Finally we find the explicit solution of this ODE for a special case.

Let us rewrite the GSG equation [Eq. (2.12)];

$$
\begin{gather*}
2 \gamma(u) \sin u+u_{t t} F_{1}(u)-u_{x x} F_{2}(u)+u_{t}^{2} F_{u} \\
=H\left(u, u_{x x}, u_{t}, \ldots\right)=0 \tag{4.1}
\end{gather*}
$$

Here

$$
\begin{align*}
& F_{1}=1+\left(\gamma_{u} / \gamma\right) \tan (u / 2)  \tag{4.2a}\\
& F_{2}=1-\left(\gamma_{u} / \gamma\right) \cot (u / 2)  \tag{4.2~b}\\
& \gamma=e^{2 \alpha}  \tag{4.3}\\
& \theta=u / 2
\end{align*}
$$

and subscripts denote partial differentiation.
Let $u=\phi(x, t)$ be a solution of $H$. If $H$ is invariant under the one-parameter $(\epsilon)$ group of transformations obtained from the infinitesimal transformation,

$$
\begin{align*}
x^{\prime} & =x+\epsilon \beta(x, t, u) \\
t^{\prime} & =t+\epsilon \tau(x, t, u)  \tag{4.4}\\
u^{\prime} & =u+\epsilon \eta(x, t, u)
\end{align*}
$$

through exponentiation, then

$$
\begin{equation*}
\left.X H\right|_{u=\phi(x, t)}=0 \tag{4.5}
\end{equation*}
$$

where $X$ is the operator

$$
\begin{align*}
X= & \beta \frac{\partial}{\partial x}+\tau \frac{\partial}{\partial t}+\eta \frac{\partial}{\partial u}+\left[\eta_{x}\right] \frac{\partial}{\partial u_{x}} \\
& +\left[\eta_{x x}\right] \frac{\partial}{\partial u_{x x}} \ldots \tag{4.6}
\end{align*}
$$

Here [ $\eta_{x}$ ] and [ $\eta_{x x}$ ] are the infinitesimals for $u_{x}$ and $u_{x x}$, respectively, whose explicit forms in terms of $\eta, \beta$, and $\tau$ can be obtained from Eq. (4.4). Furthermore if $H$ is invariant under the transformation defined by Eq. (4.4) then the following equation must hold:

$$
\begin{equation*}
\frac{d x}{\beta}=\frac{d t}{\tau}=\frac{d \phi}{\eta} \tag{4.7}
\end{equation*}
$$

Using Eq. (4.5), we find the infinitesimals $\beta, \eta$, and $\tau$. Then substituting these values in Eq. (4.7), we get a solution with two arbitrary constants. One of them, $\beta$, will be the similarity variable. The other one, $f(\beta)$ will be the independent variable.

For Eq. (4.1), when we impose the condition (4.5) and collect together the like-derivative terms in $\phi$ we get

$$
\begin{align*}
& \eta=0 \\
& \tau=\tau(x)+b  \tag{4.8}\\
& \beta=\beta(t)+b
\end{align*}
$$

restricted by the following equations:

$$
\begin{align*}
& \tau_{x} F_{2}=\beta_{t} F_{1} \\
& \tau_{x} F_{2}^{\prime}=\beta_{t} F_{1}^{\prime} \tag{4.9}
\end{align*}
$$

Equation (4.9) tells us immediately that either

$$
\begin{equation*}
F_{1}=a^{2} F_{2} \tag{4.10}
\end{equation*}
$$

where $a$ is just a constant, or

$$
\begin{equation*}
\tau_{x}=\xi_{t}=0 \tag{4.11}
\end{equation*}
$$

Equation (4.10) is the same as Eq. (3.13) in Ref. 1. If this relation holds, then the integrability condition of the GSM reduces to the sine-Gordon, the Euclidean sinh-Gordon, the time-independent, or the space-independent equations for different values of $a^{2}$. The invariance properties of the sine-Gordon equation has been analyzed in Ref. 8; the other three cases are related to the sine-Gordon equation by a variable transformation. ${ }^{1}$

If we do not have the special case described by Eq. (4.9), then using Eqs. (4.11), (4.8), and (4.7) we find the invariant variables $\beta$ and $f(\beta)$ :

$$
\begin{align*}
& x-(a / b) t=\beta  \tag{4.12}\\
& u=f(\beta)
\end{align*}
$$

This reduces the GSG equation to a particularly simple form

$$
\begin{equation*}
\left\{\left[F_{2}-\left(a^{2} / b^{2}\right) F_{1}\right] f^{\prime}\right\}^{\prime}=2 \gamma \sin f \tag{4.13}
\end{equation*}
$$

where primes denote differentiation with respect to $\beta$.
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#### Abstract

By embedding the usual physical Fock space $P$ of a simple field theory in a larger non-Hilbert representation space $R$, a formalism is obtained permitting the use of $\bar{\Delta}$ propagators instead of the Feynman propagators $\Delta_{\mathrm{F}}$ to represent the internal particle lines in Feynman graphs. The new formalism is subsequently applied to a Bethe-Salpeter equation in the $g^{2}$ approximation of its kernel and an exact solution of the latter is obtained exhibiting much simpler analytical features compared to its standard counterpart-the so-called Wick equation.


PACS numbers: $11.10 . S t, 11.90 .+\mathrm{t}, 02.90 .+\mathrm{p}, 03.70 .+\mathrm{k}$

## I. INTRODUCTION

The modification of the standard field-theoretical algorithm proposed in this paper represents-in the nutshellan attempt at the physical and mathematical validation of the use of other-than-Feynman types of propagators to represent internal particle lines in the (appropriately redefined) Feynman graphs. This wider (than just Feynman) variety of propagators admissible in this sense has its origin-by tracing back the meaning of such propagators to their generic definition as "contraction symbols" in the usage of the Wick's Ordering Theorem ${ }^{1}$-in an at first formal generalization of the definition of normal products of the field operators. This generalization must entail however the introduction of an auxiliary field or fields and thus an extension of the underlying representation space of the field algebra to a representation space $R$ with indefinite metric (non-Hilbert). The physical subspace $P$ of $R$, i.e., a subspace invariant under all operators representing physical quantities, remains nevertheless Hilbert and thus does not change the physical content of the theory, in which respect our new algorithm follows in fact exactly the footsteps of the well-known Bleuler-Gupta method in QED where the auxiliary ghost field representing the fourth component of the vector potential $A_{0}$ necessitates the introduction of the indefinite metric in a larger space $\omega$ and yet the physical space spanned by vectors $|\Psi\rangle$ corresponding to the absence of the quanta of the free field

$$
\pi=\partial_{\mu} A^{\mu}
$$

remains Hilbert. ${ }^{2}$ The general field-theoretical aspects of the proposed formalism go therefore actually beyond the confines of any particular perturbative approach (i.e., whether one expands in terms of the standard or modified Feynman graphs) and it is in fact the much greater facility with which a certain type of the Bethe-Salpeter equation can be solved when the exchange particle propagator is represented by half the difference between the retarded and advanced propagators (i.e., the so-called $\bar{\Delta}$ propagator) ${ }^{3}$ as compared to the well-known method ${ }^{4}$ of solving the standard version of this equation (with all Feynman propagators) in which-in the author's opinion-also purely computational advantages of the new method can be seen. In order to make the paper selfcontained, the rudiments of this new solution are given in

Sec. VI, including the relativistic generalization of the Balmer-Ritz formula for two finite-mass particle bound states, which-to all appearances-cannot at least be as easily and unambiguously derived from the standard Bethe-Salpeter equation.

## II. GENERALIZED CONTRACTION SYMBOLS (INTERNAL LINE PROPAGATORS)

We formulate our procedure for a scalar self-adjoint Klein-Gordon field $\varphi_{a}(x)$, where the subscript $a$ is for a later distinction. The extension to other boson fields and to fermion fields is straightforward.

First, to establish notation, we briefly review the conventional formalism. In the interaction picture this field obeys the free field equation

$$
\begin{equation*}
\left(\square+m_{a}^{2}\right) \varphi_{a}(x)=0 \tag{1}
\end{equation*}
$$

and the commutation relation

$$
\begin{equation*}
\left[\varphi_{a}(x), \varphi_{a}\left(x^{\prime}\right)\right]=i \Delta\left(x-x^{\prime} ; m\right) \tag{2}
\end{equation*}
$$

where $\Delta(x ; m)$ is the well-known Pauli-Jordan function. The field $\varphi_{a}(x)$ may furthermore be represented, in a well-known way, as

$$
\begin{equation*}
\varphi_{a}(x)=\varphi_{a}^{(+)}(x)+\varphi_{a}^{(-1}(x) \tag{3}
\end{equation*}
$$

where the positive and negative energy parts are

$$
\begin{equation*}
\varphi_{a}^{\prime+1}(x)=\sum_{a} f_{a}(x) a_{\alpha} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi_{a}^{\prime-1}(x)=\sum_{\alpha} \overline{f_{\alpha}(x)} a_{\alpha}^{*} \tag{5}
\end{equation*}
$$

where $\left\{f_{\alpha}(x)\right\}$ is a set of positive energy solutions of the free Klein-Gordon equation, together with its complex-conjugate set $\left\{\overline{f_{\alpha}(x)}\right\}$ of negative energy solutions. These sets are assumed to be orthonormal in the covariant sense, namely,

$$
\begin{equation*}
-i \int d^{3} \mathbf{x}\left\{f_{\alpha}(x) \frac{\partial \overline{f_{\alpha}(x)}}{\partial x_{0}}-\frac{\partial f_{\alpha}(x)}{\partial x_{0}} f_{\beta}(x)\right\}=\delta_{\alpha \beta} \tag{6}
\end{equation*}
$$

and to be complete in the sense that

$$
\begin{equation*}
\sum_{\alpha} f_{\alpha}(x) \overline{f_{\alpha}\left(x^{\prime}\right)}=i \Delta^{(+)}\left(x-x^{\prime} ; m\right), \tag{7}
\end{equation*}
$$

where $\Delta^{(+)}(x ; m)$ stands for the positive energy part of the previously introduced Pauli-Jordan function $\Delta(x ; m)$. Consequently, the creation and annihilation operators $a_{\alpha}^{*}$ and $a_{\alpha}$ satisfy ${ }^{5}$

$$
\begin{align*}
& {\left[a_{\alpha}, a_{\beta}\right]=\left[a_{\alpha}^{*}, a_{\beta}^{*}\right]=0,}  \tag{8}\\
& {\left[a_{\alpha}, a_{\beta}^{*}\right]=\delta_{\alpha \beta}}
\end{align*}
$$

In this context, the Wick ordering theorem concerns the expansion of the time-ordered products, $T\left(\varphi_{a}\left(x_{1}\right), \ldots, \varphi_{a}\left(x_{n}\right)\right)$ in terms of the normal products

$$
\begin{equation*}
N\left(\varphi_{a}\left(x_{1}\right), \ldots, \varphi_{a}\left(x_{r}\right)\right), \quad r \leqslant n ; \tag{10}
\end{equation*}
$$

the standard definition of the latter being that the ordinary product of $r \varphi_{a}$ operators

$$
\begin{equation*}
\varphi_{a}\left(x_{1}\right) \cdots \varphi_{a}\left(x_{r}\right), \tag{11}
\end{equation*}
$$

should first be formally written as a sum of all the products of $r$ factors of the type $\varphi_{a}^{(+)}$or $\varphi_{a}^{(-)}$resulting from substituting the expression (3) into (11) and then defining (10) by changing the order of those latter products by placing all $\varphi_{a}^{1-1}$ to the left of all $\varphi_{a}^{(+)}$.

For our purposes the pertinent part of Wick's theorem is that the coefficients of the normal products in this expansion are solely products of the $c$-number contraction symbols defined by

$$
\begin{equation*}
C\left(x, x^{\prime}\right) \equiv T\left(\varphi_{a}(x), \varphi_{a}\left(x^{\prime}\right)\right)-N\left(\varphi_{a}(x), \varphi_{a}\left(x^{\prime}\right)\right) \tag{12}
\end{equation*}
$$

Equation (12) is the generic definition of the propagator representing the internal particle lines in Feynman graphs. The above definition of the normal product is what conveys the general impression that only Feynman propagators can be used to represent internal lines in a realistic theory.

We now endeavor to remove this last constraint by generalizing the normal product through the simple expedient of replacing $\varphi_{a}^{(+)}$and $\varphi_{a}^{(-)}$in the standard definition by $\varphi_{1}$ and $\varphi_{2}$, respectively, in a decomposition of $\varphi_{a}$,

$$
\begin{equation*}
\varphi_{a}(x)=\varphi_{1}(x)+\varphi_{2}(x), \tag{13}
\end{equation*}
$$

different in general from (3); the (generalized) normal product $N^{\prime}$ being defined as the corresponding sum of products with all the $\varphi_{2}$ standing to the left of all $\varphi_{1}$. Caution must be exercised here because it is required that

$$
\begin{equation*}
\left[\varphi_{1}(x), \varphi_{1}\left(x^{\prime}\right)\right]=\left[\varphi_{2}(x), \varphi_{2}\left(x^{\prime}\right)\right]=0 \tag{14}
\end{equation*}
$$

for all $x$ and $x^{\prime}$, for the normal product to be well defined, independently of the sequence of $\varphi_{1}$ 's among themselves or $\varphi_{2}$ 's among themselves.

No other linear combinations of $\varphi_{a}^{1+)}$ and $\varphi_{a}^{(-)}$except the trivial $\varphi_{1}=\varphi_{a}^{1+)}, \varphi_{2}=\varphi_{a}^{(-)}($or vice versa) satisfies both (13) and (14) and we are thereby led to consider auxiliary fields. We introduce two independent "primary" self-adjoint scalar KG fields, $\varphi_{b}(x)$ and $\varphi_{c}(x)$, which satisfy the same field equations and commutation relations. Thus

$$
\begin{equation*}
\left(\square+m^{2}\right) \varphi_{b}(x)=\left(\square+m^{2}\right) \varphi_{c}(x)=0 \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\varphi_{b}(x), \varphi_{b}\left(x^{\prime}\right)\right]=\left[\varphi_{c}(x), \varphi_{c}\left(x^{\prime}\right)\right]=i \Delta\left(x-x^{\prime} ; m\right) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\varphi_{b}(x), \varphi_{c}\left(x^{\prime}\right)\right]=0 . \tag{17}
\end{equation*}
$$

The field $\varphi_{a}(x)$ satisfying (1) and (2) is then constructed as

$$
\begin{equation*}
\varphi_{a}(x)=\left(1+\lambda^{2}\right)^{-1 / 2}\left(\varphi_{b}(x)+\lambda \varphi_{c}(x)\right) \tag{18}
\end{equation*}
$$

with an arbitrary real parameter $\lambda$. By putting either

$$
\begin{equation*}
\varphi_{1}(x)=\left(1+\lambda^{2}\right)^{-1 / 2}\left(\varphi_{b}^{1+1}(x)+\lambda \varphi_{c}^{1+1}(x)\right) \tag{19a}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi_{2}(x)=\left(1+\lambda^{2}\right)^{-1 / 2}\left(\varphi_{b}^{1-1}(x)+\lambda \varphi_{c}^{1-1}(x)\right) \tag{19b}
\end{equation*}
$$

or

$$
\begin{equation*}
\varphi_{1}(x)=\left(1+\lambda^{2}\right)^{-1 / 2}\left(\varphi_{b}^{(+1}(x)+\lambda \varphi_{c}^{(-)}(x)\right) \tag{20a}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi_{2}(x)=\left(1+\lambda^{2}\right)^{-1 / 2}\left(\varphi_{b}^{!-1}(x)+\lambda \varphi_{c}^{!+1}(x)\right), \tag{20b}
\end{equation*}
$$

where ( $\pm$ ) denote positive and negative energy parts as before, we obtain two decompositions of $\varphi_{a}(x)$ satisfying (13) and (14). Recognizing in (19) but another guise of the decomposition (3), the only nontrivially different decomposition is therefore (20). This decomposition mixes positive and negative energy parts and will lead to the necessity of introducing an indefinite metric into the formalism (see Sec. III).

We finally derive the formula for the generalized contraction symbol as follows: We rewrite (12) in the form

$$
\begin{align*}
C^{\prime}\left(x, x^{\prime}\right)= & -\theta\left(x_{0}^{\prime}-x_{0}\right)\left[\varphi_{a}(x), \varphi_{a}\left(x^{\prime}\right)\right] \\
& +\varphi_{a}(x) \varphi_{a}\left(x^{\prime}\right)-N^{\prime}\left(\varphi_{a}(x), \varphi_{a}\left(x^{\prime}\right)\right) . \tag{21}
\end{align*}
$$

The last two terms in (21) can be rewritten as

$$
\begin{align*}
& \left(\varphi_{1}(x)+\varphi_{2}(x)\right)\left(\varphi_{1}\left(x^{\prime}\right)+\varphi_{2}\left(x^{\prime}\right)\right) \\
& \quad-N^{\prime}\left(\varphi_{1}(x)+\varphi_{2}(x), \varphi_{1}\left(x^{\prime}\right)+\varphi_{2}\left(x^{\prime}\right)\right)=\left[\varphi_{2}(x), \varphi_{1}\left(x^{\prime}\right)\right] \tag{22}
\end{align*}
$$

which by (20) becomes

$$
\begin{align*}
(1+ & \left.\lambda^{2}\right)^{-1}\left\{\left[\varphi_{b}^{(+)}(x), \varphi_{b}^{(-1}\left(x^{\prime}\right)\right]+\lambda^{2}\left[\varphi_{c}^{(-1}(x), \varphi_{c}^{(+)}\left(x^{\prime}\right)\right]\right\} \\
& =\left[i /\left(1+\lambda^{2}\right)\right]\left\{\Delta^{(+)}\left(x-x^{\prime} ; m\right)+\lambda^{2} \Delta^{(-1)}\left(x-x^{\prime} ; m\right)\right\} . \tag{23}
\end{align*}
$$

Combining (23) and (2) gives

$$
\begin{align*}
C^{\prime}\left(x, x^{\prime}\right)= & i\left\{-\theta\left(x_{0}^{\prime}-x_{0}\right) \Delta\left(x-x^{\prime} ; m\right)\right. \\
& +\left(1+\lambda^{2}\right)^{-1} \Delta^{(+)}\left(x-x^{\prime} ; m\right) \\
& \left.+\left[\lambda^{2} /\left(1+\lambda^{2}\right)\right] \Delta^{(-)}\left(x-x^{\prime} ; m\right)\right\} . \tag{24}
\end{align*}
$$

The $\Delta^{( \pm)}$functions have the well-known properties

$$
\begin{align*}
& \Delta^{(-)}(x ; m)=\left(\overline{\Delta^{(+)}(x ; m)}\right)=-\Delta^{(+)}(-x ; m),  \tag{25}\\
& \Delta^{(+)}(x ; m)+\Delta^{(-)}(x ; m)=\Delta(x ; m) \tag{26}
\end{align*}
$$

The Feynman propagator $\Delta_{\mathrm{F}}$, and $\bar{\Delta}$ are defined by

$$
\begin{align*}
& \Delta_{\mathbf{F}}(x ; m)=\theta\left(-x_{0}\right) \Delta^{(-)}(x ; m)-\theta\left(x_{0}\right) \Delta^{(+)}(x ; m),  \tag{27}\\
& \bar{\Delta}(x ; m)=\frac{1}{2}\left(\theta\left(-x_{0}\right)-\theta\left(x_{0}\right)\right) \Delta(x ; m) . \tag{28}
\end{align*}
$$

The overall proportionality coefficients in those definitions are so chosen that

$$
\begin{equation*}
\left(\square+m^{2}\right) \Delta_{\mathrm{F}}(x ; m)=\left(\square+m^{2}\right) \bar{\Delta}(x ; m)=+\delta^{4}(x) \tag{29}
\end{equation*}
$$

With these, Eq. (24) is reduced to

$$
\begin{align*}
C^{\prime}\left(x, x^{\prime}\right)= & -i\left\{\frac{1-\lambda^{2}}{1+\lambda^{2}} \Delta_{\mathrm{F}}\left(x-x^{\prime} ; m\right)\right. \\
& \left.+\frac{2 \lambda^{2}}{1+\lambda^{2}} \bar{\Delta}\left(x-x^{\prime} ; m\right)\right\} \tag{30}
\end{align*}
$$

Equation (30) represents-at least from the formal point of view-the desired generalized contraction symbol (internal line propagator). It indeed reproduces the standard result $-i \Delta_{\mathrm{F}}\left(x-x^{\prime} ; m\right)$ for $\lambda=0$, the main novel interest attaching in this paper to the case $\lambda=1$, where this propagator becomes $-i \bar{\Delta}\left(x-x^{\prime} ; m\right)$ (and leads, as mentioned in the Sec. I to definite computational advantages when applied to the Bethe-Salpeter equation; see Sec. VI). It may be of some theoretical interest per se that this propagator is also relativistically "strictly causal" (i.e., that it vanishes for spacelike $\left.x-x^{\prime}\right)$, that is to say that the class of propagators which we are endeavoring to show as admissible to represent internal particle lines contains in fact such "strictly causal" propagators.

Before proceeding to physical applications of the new algorithm, we devote the sections immediately following to a fuller physical and mathematical analysis of the new features of the formalism associated with the requirements (a) of increasing the number of the independent fields and (b) of mixing the positive and negative energy parts in the new definition of the creation and annihilation operators. This discussion will proceed for some time in terms of arbitrary $\lambda$.

## III. FIELD-THEORETICAL CONSEQUENCES (ENLARGEMENT OF THE REPRESENTATION SPACE OF THE FIELD ALGEBRA; NEED FOR INDEFINITE METRIC)

The introduciton of two independent fields, $\varphi_{b}(x)$ and $\varphi_{c}(x)$, from which to construct $\varphi_{a}(x)$ makes it necessary to account in our formalism for a second linear combination of these fields independent of (18). The field

$$
\begin{equation*}
\varphi_{d}(x)=\left(1+\lambda^{2}\right)^{-1 / 2}\left(-\lambda \varphi_{b}(x)+\varphi_{c}(x)\right) \tag{31}
\end{equation*}
$$

is independent of $\varphi_{a}(x)$ in the sense that

$$
\begin{equation*}
\left[\varphi_{d}(x), \varphi_{a}\left(x^{\prime}\right)\right]=0 \tag{32}
\end{equation*}
$$

and also satisfies the commutation relation of the type (16)

$$
\begin{equation*}
\left[\varphi_{d}(x), \varphi_{d}\left(x^{\prime}\right)\right]=i \Delta\left(x-x^{\prime} ; m\right) \tag{33}
\end{equation*}
$$

This requires, in a well-known way, an extension of the original physical state vector space representation of the field algebra generated by $\varphi_{a}(x)$ [with the tacit inclusion of all other fields interacting with $\varphi_{a}(x)$ and comprising the original dynamical system] to a larger irreducible representation space $R$ of an algebra generated by $\varphi_{a}(x)$ and $\varphi_{d}(x)$. In a given representation space $R$ the original physical space $P$ is to be identified with the subspace of $R$ characterized by the absence of the $d$ quanta, provided, however, that $P$ (though not necessarily $R$ ) be Hilbert.

To further specify the most convenient choice of $R$ in a unique way, we first notice that the Eqs. (18) and (31) are pseudounitary transforms-in an, in general, non-Hilbert $R$-of $\varphi_{b}(x)$ and $\varphi_{c}(x)$, respectively. Thus

$$
\begin{align*}
& \varphi_{a}(x)=U \varphi_{b}(x) U^{*}  \tag{34a}\\
& \varphi_{d}(x)=U \varphi_{c}(x) U^{*}  \tag{34b}\\
& U^{*} U=1 \tag{35}
\end{align*}
$$

where

$$
\begin{equation*}
U=\exp \left\{-i \tan ^{-1} \lambda \int d^{3} \mathbf{x}\left(\varphi_{b} \partial_{0} \varphi_{c}-\varphi_{c} \partial_{0} \varphi_{c}\right)\right\} \tag{36}
\end{equation*}
$$

as can be seen from the well-known formula

$$
e^{A} B e^{-A}=\sum_{n=0}^{\infty} \frac{1}{n!}\left[\begin{array}{l}
(n)  \tag{37}\\
A
\end{array}, B\right]
$$

by the repeated use of the commutation relations

$$
\begin{align*}
& {\left[\int\left(\varphi_{b}\left(x^{\prime}\right) \partial_{0}^{\prime} \varphi_{c}\left(x^{\prime}\right)-\varphi_{c}\left(x^{\prime}\right) \partial_{b}^{\prime}\left(x^{\prime}\right)\right) d^{3} \mathbf{x}^{\prime}, \varphi_{b}(x)\right]} \\
& \quad=i \int\left(\Delta\left(x^{\prime}-x ; m\right) \partial_{0}^{\prime} \varphi_{c}\left(x^{\prime}\right)\right. \\
& \left.\quad-\varphi_{c}\left(x^{\prime}\right) \partial_{0}^{\prime} \Delta\left(x^{\prime}-x ; m\right)\right) d^{3} \mathbf{x}=i \varphi_{c}(x) \tag{38}
\end{align*}
$$

and similarly derived

$$
\begin{align*}
& {\left[\int\left(\varphi_{b}\left(x^{\prime}\right) \partial_{0}^{\prime} \varphi_{c}\left(x^{\prime}\right)-\varphi_{c}\left(x^{\prime}\right) \partial_{0}^{\prime} \varphi_{b}\left(x^{\prime}\right)\right) d^{3} \mathbf{x}^{\prime}, \varphi_{c}(x)\right]} \\
& \quad=-i \varphi_{b}(x) \tag{39}
\end{align*}
$$

This in turn leads us to expect that it should be possible to introduce in $R$ two pseudounitarily equivalent bases of states, one consisting of the usual multiparticle occupation states of the fields $\varphi_{a}(x)$ and $\varphi_{d}(x)$ with its "natural" vacuum $|0\rangle$ being the extension to $R$ of the physical vacuum of $P$, and the other basis consisting of an analogous set of multiparticle occupation states of the fields $\varphi_{b}(x)$ and $\varphi_{c}(x)$ with its natural vacuum $|\omega\rangle$ (referred to in the sequel as the unphysical vacuum). The transition matrix between the two bases is $U$, and, in particular

$$
\begin{equation*}
|0\rangle=U|\omega\rangle \tag{40}
\end{equation*}
$$

The above two bases will be said to define either the $a-d$ or the $b-c$ pictures, in obvious analogy to the Heisenberg, Schrödinger, or interaction pictures which likewise refer to specific bases of the same representation space of the field algebra.

We now define $R$ uniquely by the requirement that it should contain a (presumably nonzero and nondegenerate) unphysical vacuum $|\omega\rangle$ of the type alluded to above, itself defined specifically through the requirement that

$$
\begin{equation*}
\varphi_{1}(x)|\omega\rangle=0 \tag{41}
\end{equation*}
$$

or, equivalently, through the dual relation

$$
\begin{equation*}
\langle\omega| \varphi_{2}(x)=\langle\omega|\left(\varphi_{1}(x)\right)^{*}=0 \tag{42}
\end{equation*}
$$

with $\varphi_{1}(x)$ and $\varphi_{2}(x)$ given by (20), in strict analogy to, respectively,

$$
\begin{equation*}
\varphi_{a}^{(+1}(x)|0\rangle=0 \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle 0| \varphi_{a}^{1-1}(x)=\langle 0|\left(\varphi_{a}^{(+1}(x)\right)^{*}=0 \tag{44}
\end{equation*}
$$

and pertaining to the decomposition (3). [Relation (43) is, as presently seen, also a consequence of (41).]

In terms of $|\omega\rangle$ the generalized contraction symbol is

$$
\begin{equation*}
C^{\prime}\left(x, x^{\prime}\right)=\langle\omega| T\left(\varphi_{a}(x), \varphi_{a}\left(x^{\prime}\right)\right)|\omega\rangle \tag{45}
\end{equation*}
$$

in strict analogy to the standard

$$
\begin{equation*}
C\left(x, x^{\prime}\right)=\langle 0| T\left(\varphi_{a}(x), \varphi_{a}\left(x^{\prime}\right)\right)|0\rangle \tag{46}
\end{equation*}
$$

Emphasizing the mixing of positive and negative energy parts in (20) we next notice that (41) holds only when simultaneously

$$
\begin{equation*}
\varphi_{b}^{(+\gamma}(x)|\omega\rangle=0 \tag{47}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi_{c}^{(-1}(x)|\omega\rangle=0 \tag{48}
\end{equation*}
$$

so that $|\omega\rangle$ is actually defined-as it should in an enlarged representation space $R$-by two relations pertaining to two independent fields $\varphi_{b}(x)$ and $\varphi_{c}(x)$. As the relations of the type (34) obviously apply to the positive and negative energy parts of the corresponding fields separately and because of (47) and (48), we have for the physical vacuum

$$
\begin{equation*}
\varphi_{a}^{(+1}(x)|0\rangle=U \varphi_{b}^{(+1}(x) U^{*} U|\omega\rangle=U \varphi_{b}^{(+)}(x)|\omega\rangle=0 \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi_{d}^{\prime-1}(x)|0\rangle=U \varphi_{c}^{1-1}(x) U^{*} U|\omega\rangle=U \varphi_{c}^{(-1}(x)|\omega\rangle=0, \tag{50}
\end{equation*}
$$

Eq. (49) furnishing the proof that indeed (43) follows from (41). Because of left-hand equation in (50) we can characterize the physical subspace $P$ of $R$ as spanned by vectors $|\Psi\rangle$ for which

$$
\begin{equation*}
\varphi_{d}^{(-1}(x)|\Psi\rangle=0 \tag{51}
\end{equation*}
$$

The above concludes in principle the formulation of our algorithm, but must still be augmented by metric considerations allowing us to conclude that $P$ is Hilbert and thus is in fact the physical space of the standard theory, despite the fact that $R$ cannot be Hilbert because of condition (48).

Condition (47) is equivalent to

$$
\begin{equation*}
b_{\alpha}|\omega\rangle=0 \tag{52}
\end{equation*}
$$

where the creation and annihilation operators $b_{\alpha}^{*}$ and $b_{\alpha}$ enter the expansion

$$
\begin{equation*}
\varphi_{b}(x)=\sum_{a}\left(f_{\alpha}(x) b_{\alpha}+\overline{f_{\alpha}(x)} b_{a}^{*}\right) \tag{53}
\end{equation*}
$$

and $\left\{f_{\alpha}(x)\right\}$ and $\left\{\overline{f_{a}(x)}\right\}$ are the same positive and negative energy solutions of the KG equation as in (4) and (5). Their commutation relations are

$$
\begin{equation*}
\left[b_{\alpha}, b_{\beta}\right]=0 ; \quad\left[b_{\alpha}, b_{\beta}^{*}\right]=\delta_{\alpha \beta} \tag{54}
\end{equation*}
$$

These, in conjunction with (52), lead (for one degree of freedom) in a standard way to the "normal" hierarchy of eigenstates of the number-of-particles operator $b^{*} b$ belonging to positive integer eigenvalues $n$,

$$
\begin{equation*}
|n ; \omega\rangle=(1 / \sqrt{n!})\left(b^{*}\right)^{n}|\omega\rangle \tag{55}
\end{equation*}
$$

which satisfy

$$
\begin{equation*}
\left\langle n^{\prime} ; \omega \mid n ; \omega\right\rangle=\delta_{n^{\prime} n} \tag{56}
\end{equation*}
$$

and so have positive norm, and for which

$$
\begin{equation*}
b|n ; \omega\rangle=|n-1 ; \omega\rangle \sqrt{n} \tag{57}
\end{equation*}
$$

and

$$
\begin{equation*}
b^{*}|n ; \omega\rangle=|n+1 ; \omega\rangle \sqrt{n+1} \tag{58}
\end{equation*}
$$

The space spanned by vectors $(55)$ is thus Hilbert and the $b$ quanta are represented in $R$ by "normal" particles.

By contrast, the condition (48) is equivalent to

$$
\begin{equation*}
s_{\alpha}^{*}|\omega\rangle=0, \tag{59}
\end{equation*}
$$

where $s_{\alpha}^{*}$ and $s_{\alpha}$ enter the expansion

$$
\begin{equation*}
\varphi_{c}(x)=\sum_{\alpha}\left(f_{\alpha}(x) s_{\alpha}+\overline{f_{a}(x)} s_{\alpha}^{*}\right) \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[s_{\alpha}, s_{\beta}\right]=0 ; \quad\left[s_{\alpha}, s_{\beta}^{*}\right]=\delta_{\alpha \beta} \tag{61}
\end{equation*}
$$

the same as (53) and (54). However, it is known ${ }^{6}$ that it is impossible to find a Hilbert (positive metric) representation space of an algebra generated by operators satisfying (61) and yet containing a (nonzero) vector $|\omega\rangle$ satisfying (59). An indefinite metric irreducible representation satisfying these conditions is possible. ${ }^{7}$ We rename the starred and unstarred operators thus,

$$
\begin{equation*}
c_{\alpha}=s_{\alpha}^{*}, \quad c_{\alpha}^{*}=s_{\alpha} \tag{62}
\end{equation*}
$$

so that condition (59) assumes the form

$$
\begin{equation*}
c_{\alpha}|\omega\rangle=0 \tag{63}
\end{equation*}
$$

superficially resembling (52), while the commutation relations (61) become "pathological,"

$$
\begin{equation*}
\left[c_{\alpha}, c_{\beta}\right]=0 ; \quad\left[c_{\alpha}, c_{\beta}^{*}\right]=-\delta_{\alpha \beta} \tag{64}
\end{equation*}
$$

and, finally, the expansion (60) assumes the unconventional form

$$
\begin{equation*}
\varphi_{c}(x)=\sum_{\alpha}\left(\overline{f_{\alpha}(x)} c_{\alpha}+f_{\alpha}(x) c_{\alpha}^{*}\right) \tag{65}
\end{equation*}
$$

The representation space, for one degree of freedom, is spanned ${ }^{7}$ by eigenvectors of the operator $c^{*} c$ belonging now to negative integer eigenvalues, $-m$,

$$
\begin{equation*}
|m ; \omega\rangle=(1 / \sqrt{m!})\left(c^{*}\right)^{m}|\omega\rangle, \tag{66}
\end{equation*}
$$

with alternating sign of the norm

$$
\begin{equation*}
\left\langle m^{\prime} ; \omega \mid m ; \omega\right\rangle=(-1)^{m} \delta_{m^{\prime} m} \tag{67}
\end{equation*}
$$

the necessity for which is seen from the reversed sign in the first of the following relations

$$
\begin{equation*}
c|m ; \omega\rangle=-|m-1 ; \omega\rangle \sqrt{m} \tag{68}
\end{equation*}
$$

and

$$
\begin{equation*}
c^{*}|m ; \omega\rangle=|m+1 ; \omega\rangle \sqrt{m+1} \tag{69}
\end{equation*}
$$

as compared with (57) and (58).
The $c$ quanta must therefore be represented in $R$ by negative norm "ghosts" [the state exemplified by (66) being an " $m$-ghost state"] and $R$ must indeed be non-Hilbert.

The transition matrix $U$ given by (36) will thus mix normal states and ghosts-a circumstance worth remembering especially when working in the $b-c$ picture. Since $U$ is pseudounitary and preserves norm, relations (34) show that the $a$ quanta inherit from the $b$ field the property of being positive norm particles, while the $d$ quanta will be ghosts like the $c$ quanta. Since its defining conditon (51) is just the condition expressing the absence of those $d$ ghosts, the subspace $P$ is Hilbert and does not change the physical content and the probabilistic interpretation of the original field theory.

## IV. RELATION BETWEEN VACUUM COMPONENTS IN $a-d$ AND $b-c$ PICTURES

In this section we will establish the important relation that, for any physical state $|\Psi\rangle$, i.e., for which there are no $d$ ghosts

$$
\begin{equation*}
d|\Psi\rangle=0 \tag{70}
\end{equation*}
$$

there is the simple proportionality

$$
\begin{equation*}
\langle\omega \mid \Psi\rangle=\sqrt{1+\lambda^{2}}\langle 0 \mid \Psi\rangle \tag{71}
\end{equation*}
$$

between its components with respect to the unphysical and physical vacua. This relation will be the basis in the next section of the correspondence between wave functions in the two pictures of bound states involving the exchange of $\varphi_{a}$ particles.

First we note that, in analogy with (65), the $d$ field can be written

$$
\begin{equation*}
\varphi_{d}(x)=\sum_{\alpha}\left(\overline{f_{\alpha}(x)} d_{\alpha}+f_{\alpha}(x) d_{\alpha}^{*}\right) \tag{72}
\end{equation*}
$$

where

$$
\begin{equation*}
\left[d_{\alpha}, d_{\beta}\right]=0 ; \quad\left[d_{\alpha}, d_{\beta}^{*}\right]=-\delta_{\alpha \beta} \tag{73}
\end{equation*}
$$

so that by (49), (50)

$$
\begin{equation*}
a_{\alpha}|0\rangle=d_{\alpha}|0\rangle=0 \tag{74}
\end{equation*}
$$

The matrix $U$ can also be written in the form

$$
\begin{align*}
U & =\exp \left(\beta \sum_{\alpha}\left(b_{\alpha} c_{c}-b_{\alpha}^{*} c_{\alpha}^{*}\right)\right) \\
& =\exp \left(\beta \sum_{\alpha}\left(a_{\alpha} d_{\alpha}-a_{\alpha}^{*} d_{\alpha}^{*}\right)\right) \tag{75}
\end{align*}
$$

where $\beta=\tan ^{-1} \lambda$. Restricting to one degree of freedom again, with

$$
\begin{align*}
|n, m ; 0\rangle & =\frac{\left(a^{*}\right)^{n}\left(d^{*}\right)^{m}}{\sqrt{n!m!}}|0\rangle=U|n, m ; \omega\rangle \\
& =U\left(\frac{\left(b^{*}\right)^{n}\left(c^{*}\right)^{m}}{\sqrt{n!m!}}|\omega\rangle\right) \tag{76}
\end{align*}
$$

we can establish the relation

$$
\begin{align*}
|n, m ; 0\rangle= & \sum_{s=-m}^{\infty}|n+s, m+s ; \omega\rangle \\
& \times(-1)^{s} \frac{\sqrt{(n+s)!}}{\sqrt{n!m!(m+s)!}} \\
& \times \frac{d^{m}}{d \beta^{m}}\left\{\frac{(\sin \beta)^{m+s}}{(\cos \beta)^{n+s+1}}\right\} \tag{77}
\end{align*}
$$

which explicitly exhibits the presence of additional (bc) pairs in a basis vector of the $a-d$ picture when viewed from the $b-c$ picture (the converse being also true about $(a d)$ pairs when a basis vector from the $b-c$ picture is viewed from the $a-d$ picture). We omit the proof.

Physical states are composed of $|n, m=0 ; 0\rangle$ states which span $P$. Specializing (77) to them gives

$$
\begin{align*}
|n, m=0 ; 0\rangle= & \sum_{s=0}^{\infty}|n+s, s ; \omega\rangle \\
& \times(-1)^{s} \sqrt{\frac{(n+s)!}{n!s!}} \lambda^{s}\left(\sqrt{1+\lambda^{2}}\right)^{n+1} \tag{78}
\end{align*}
$$

and for the physical vacuum, $n=0$, we get ${ }^{8}$

$$
\begin{equation*}
|0\rangle=\sqrt{1+\lambda^{2}} e^{-\lambda b^{*} c^{*}}|\omega\rangle \tag{79}
\end{equation*}
$$

The inverse of $U$ is obtained by changing the sign of $\lambda$ in (75).

This combined with the fact that (75) has exactly the same form when written in terms of either $b$ and $c$ or $a$ and $d$ operators allows us to repeat the above with the roles of the $a-d$ and $b-c$ pictures reversed, so that

$$
\begin{equation*}
|\omega\rangle=\sqrt{1+\lambda^{2}} e^{\lambda a^{*} d^{*}}|0\rangle \tag{80}
\end{equation*}
$$

If $|\Psi\rangle$ satisfies (70), the dual to (80) proves (71).

## V. PHYSICAL APPLICATIONS OF THE ALGORITHM; BETHE-SALPETER EQUATION

The search for physical applications of the now fully formulated new algorithm can at this point be simply understood as a search for possible computational advantages of performing actual calculations in the $b-c$ picture and then interpreting the results physically from the point of view of the $a-d$ picture.

As no possible advantage can be foreseen at this early stage from at once attempting an application to a more complicated theory, we shall once more confine ourselves to a simple theory of two scalar, complex KG fields $\varphi_{A}(x)$ and $\varphi_{B}(x)$ describing "scattered particles" $A$ and $B$, interacting through the exhange of a third particle $a$ (referred to in the sequel as the "exchange particle" or simply as a "gluon") described by the real scalar KG field $\varphi_{a}(x)$ and identified with the meson field considered so far to illustrate our new formalism [i.e., notwithstanding the possibility of extending our new algorithm to all the fields $\varphi_{A}(x), \varphi_{B}(x)$, and $\varphi_{a}(x)$ simultaneously, which we however shall not attempt here.]

Using bold type characters to denote Heisenberg operators, the equations of motion of such a theory are accordingly

$$
\begin{align*}
& \left(\square+m_{A}^{2}+g \varphi_{a}\right) \varphi_{A}+0,  \tag{81}\\
& \left(\square+m_{B}^{2}+g \varphi_{a}\right) \varphi_{B}=0, \tag{82}
\end{align*}
$$

and

$$
\begin{equation*}
\left(\square+m_{a}^{2}\right) \varphi_{a}=-g\left(\varphi_{A}^{*} \varphi_{A}+\varphi_{B}^{*} \varphi_{B}\right) \tag{83}
\end{equation*}
$$

These equations are derivable from the Lagrangian density

$$
\begin{equation*}
\mathbf{L}=\mathbb{L}_{A}+\mathbb{L}_{B}+\mathbb{L}_{a}+\mathbb{L}_{\mathrm{int}} \tag{84}
\end{equation*}
$$

where

$$
\begin{align*}
\mathrm{L}_{A} & =\left(\partial_{v} \varphi_{A}^{*}\right)\left(\partial^{v} \varphi_{A}\right)-m_{B}^{2} \varphi_{B}^{*} \varphi_{A B},  \tag{85}\\
\mathrm{~L}_{a} & =\frac{1}{2}\left(\partial_{v} \varphi_{a}\right)\left(\partial^{v} \varphi_{a}\right)-\frac{1}{2} m_{a}^{2} \varphi_{a}^{2},
\end{align*}
$$

and the interaction Lagrangian

$$
\begin{equation*}
\mathrm{L}_{\mathrm{int}}=-\mathbb{H}_{\mathrm{int}}=-g\left(\varphi_{A}^{*} \varphi_{a} \varphi_{A}+\varphi_{B}^{*} \varphi_{a} \varphi_{B}\right) \tag{87}
\end{equation*}
$$

It is now necessary to augment the Lagrangian (84) by addition of the dynamics of the ghost field $\varphi_{d}$, namely,

$$
\begin{equation*}
\mathbb{L}_{R}=\mathbb{L}+\mathbb{L}_{d} \tag{88}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbb{L}_{d}=\frac{1}{2}\left(\partial_{v} \varphi_{d}\right)\left(\partial^{v} \varphi_{d}\right)-\frac{1}{2} m_{a}^{2} \varphi_{d}^{2} \tag{89}
\end{equation*}
$$

This comprises the $a-d$ picture in which the $d$-particle field operator $\varphi_{d}(x)$, being free, is identical with its Heisenberg counterpart $\varphi_{d}(x)$; it should be however strongly emphasized that in the $b-c$ picture the fields $\varphi_{b}(x)$ and $\varphi_{c}(x)$, still related to $\varphi_{a}(x)$ and $\varphi_{d}(x)$ through (18) and (31) ${ }^{9}$ both do interact with the scattered particles $A$ and $B$.

Starting with the well-known expansion for the $S$ operator

$$
\begin{align*}
S= & \sum_{n} \frac{(-i)^{n}}{n!} \int_{-\infty}^{+\infty} d^{4} x_{1} \cdots \int_{-\infty}^{+\infty} d^{4} x_{n}  \tag{90}\\
& \times T\left(\mathbb{H}_{\mathrm{int}}\left(x_{1}\right) \cdots \mathbb{H}_{\mathrm{int}}\left(x_{n}\right)\right)
\end{align*}
$$

but working in the $b-c$ picture-i.e., expressing the processes relating to the exchange particles in terms of emissions and absorptions of $b$ and $c$ particles rather than directly in terms of the $a$ particles-we are then indeed confronted with the task of expressing the chronological products appearing in (90) in terms of generalized normal products defined in Sec. II (of course, only as far as the exchange particles are concerned); in short, the Feynman expansion for any particular scattering process is now in terms of graphs where internal exchange particle lines are represented by (30).

We shall confine ourselves in this paper to the problem of bound states of $A$ and $B$ through the exchange of $\varphi_{a}$ particles, since not only the reinterpretation of external exchange particle lines in terms of $\varphi_{a}^{1^{\prime}}(x)$ and $\varphi_{a}^{1-1}(x)$, proper for the $a-d$ picture from that in terms of $\varphi_{1}(x)$ and $\varphi_{2}(x)$, given by (20) and proper for the $b-c$ picture, is here completely avoided, but mainly because of the seemingly significant computational advantage of our new algorithm in this particular application, which we shall endeavor to illustrate in the next section at least for the case $m_{a}=0$.

Since nonperturbative methods are essential for bound states, it should be realized from the onset that the scheme of embedding the physical space $P$ in a larger representation space $R$, as well as performing the change of basis in $R$, is completely independent of a perturbative approach. The Bethe-Salpeter equation, being nonperturbative, allows a good test of this algorithm. The two steps in solving an $A B$ bound state problem will be (1) to set up a Bethe-Salpeter equation in the $b-c$ picture and solve it in the desired approximation of its kernel for the particular value of $\lambda$ for which the solution is easiest computationally, and (2) to interpret the wave function so obtained (from the point of view of the physical $a-d$ picture).

Stressing the importance of the second step, we shall actually define here the Bethe-Salpeter equation as that satisfied by the wave function

$$
\begin{equation*}
\psi\left(x_{1}, x_{2} ; \Omega\right)=\langle\Omega| T\left(\varphi_{A}\left(x_{1}\right), \varphi_{B}\left(x_{2}\right)\right)|\Psi\rangle \tag{91}
\end{equation*}
$$

where the vacuum vector $|\Omega\rangle$ can now stand for either $|0\rangle$ or $|\omega\rangle$ and where $|\Psi\rangle$ is any (Heisenberg) state from $R$ containing one particle $A$ and one particle $B$.

Special significance attaches then to the case of $|\Psi\rangle$ being a physical vector from $P$, since the vector

$$
\begin{equation*}
T\left(\varphi_{A}\left(x_{1}\right) \varphi_{B}\left(x_{2}\right)\right)|\Psi\rangle \tag{92}
\end{equation*}
$$

must then also lie in $P$, and so, by the discussion of Sec. IV, the amplitude $\psi\left(x_{1}, x_{2} ; 0\right)$ and $\psi\left(x_{1}, x_{2} ; \omega\right)$ must be proportional. This means that every physical solution of the standard Bethe-Salpeter equation (i.e., of an equation written only for the physical sector and thus a priori exhibiting no $d$ ghost, but also interpretable as the Bethe-Salpeter equation in the $a-d$ picture) must be found among the solutions of the corresponding Bethe-Salpeter equation pertaining to the $b-c$ pic-
ture. In particular, the bound state spectrum, as defined, e.g., by the energy poles in the $\psi\left(x_{1}, x_{2} ; 0\right)$ amplitudes, must be found in the bound state spectrum resulting from solving the Bethe--Salpeter equation in the $b-c$ picture, i.e, among the poles of $\psi\left(x_{1}, x_{2} ; \omega\right)$.

The above is of course valid-in the strict sense of a mathematical theorem-only in the context of exact BetheSalpeter equations in the $a-d$ and $b-c$ pictures, respectively. Nevertheless-assuming that there is no a priori reason to trust the computational accuracy based on the commonly used $g^{2}$ approximation in the kernel (referred to mostly as the ladder approximation) more in one case than in the other-it does follow that the spectrum of the standard Bethe-Salpeter equation

$$
\begin{align*}
& \left\{\left(\square_{1}+m_{A}^{2}\right)\left(\square_{2}+m_{B}^{2}\right)+i g^{2} \Delta_{\mathrm{F}}\left(x_{1}-x_{2} ; m_{a}\right)\right\} \\
& \quad \times \psi\left(x_{1}, x_{2} ; 0\right)=0 \tag{93}
\end{align*}
$$

must coincide-within the numerical accuracy inherent only in the overall reliability of that approximation-with a subset of the spectrum of the corresponding Bethe-Salpeter equation in the $b-c$ picture, which for (93) is

$$
\begin{align*}
& \left\{\left(\square_{1}+m_{A}^{2}\right)\left(\square_{2}+m_{B}^{2}\right)+i g^{2} \bar{\Delta}\left(x_{1}-x_{2} ; m_{a}\right)\right\} \\
& \quad \times \psi\left(x_{1}, x_{2} ; \omega\right)=0 . \tag{94}
\end{align*}
$$

Equations (93) and (94) follow, by virtue of (45), (46), and (30), from the common generic origin

$$
\begin{align*}
& \left\{\left(\square_{1}+m_{A}^{2}\right)\left(\square_{2}+m_{B}^{2}\right)-g^{2}\langle\Omega| T\left(\varphi_{a}\left(x_{1}\right), \varphi_{a}\left(x_{2}\right)\right)|\Omega\rangle\right\} \\
& \quad \times \psi\left(x_{1}, x_{2} ; \Omega\right)=0 \tag{95}
\end{align*}
$$

where again $|\Omega\rangle$ stands for either $|0\rangle$ or $|\omega\rangle$, rederived from field theory in the Appendix (in order to provide additional emphasis on the fact that the wave function of the BetheSalpeter equation is interpretable as (91)-a crucial link in the above discussion but somewhat deemphasized in the standard ${ }^{10}$ derivation of the Bethe-Salpeter equation).

## VI. EXACT SOLUTION OF (94) FOR $m_{A}=0$

We finally illustrate the computational advantages of our new algorithm by solving (94) exactly in the case $m_{a}=0$, which, as we shall see, is actually much easier to do than in a corresponding case of ( 93 ) (known as Wick equation) and which-as mentioned in Sec. I-provided in fact the mainmotivation to develop this algorithm.

This presentation is a somewhat shortened version of this solution contained in the already mentioned paper, ${ }^{3}$ but is now compiled in an entirely self-motivated way, i.e., not as a mere illustration of similar methods applied to Wick equation (where it was treated only as an ad hoc exactly soluble model not yet connected to physical reality by arguments proceeding from the basic principles).

We start with the well-known plane wave representation for $\bar{\Delta}$ defined by (28)

$$
\begin{equation*}
\bar{\Delta}(x ; m)=\frac{1}{(2 \pi)^{4}} \int d^{4} k e^{-i k \cdot x} P\left(\frac{1}{m^{2}-k^{2}}\right) \tag{96}
\end{equation*}
$$

Equation (94) written in terms of Fourier transforms is

$$
\begin{align*}
&\left(m_{A}^{2}-p_{A}^{2}\right)\left(m_{B}^{2}-p_{B}^{2}\right) \psi\left(p_{A}, p_{B}\right) \\
&+\frac{i g^{2}}{(2 \pi)^{2}} \int d^{4} k \psi\left(p_{A}-k, p_{B}-k\right) P\left(\frac{1}{m_{a}^{2}-k^{2}}\right)=0 \tag{97}
\end{align*}
$$

where $\psi\left(p_{A}, p_{B}\right)$ is the Fourier transform of the previously used wave function $\psi\left(x_{1}, x_{2} ; \omega\right)$. The symbol $P$ appearing in (96) and (97) means the principal part integration in the zeroth component of the four-momentum $k$, and it is in fact this particular feature that allows us to solve our problem exactly.

We now specifically consider the case $m_{a}=0$. It is convenient to work in terms of the function

$$
\begin{equation*}
u(p ; r)=\left(m_{A}^{2}-p_{A}^{2}\right)\left(m_{B}^{2}-p_{B}^{2}\right) \psi\left(p_{A}, p_{B}\right) \tag{98}
\end{equation*}
$$

rather than $\psi\left(p_{A}, p_{B}\right)$ itself, expressing at the same time the four-momenta $p_{A}$ and $p_{B}$ in terms of a constant four-vector $r$, representing the total energy-momentum of the bound state, and a variable four-momentum $p$, thus

$$
\begin{align*}
& p_{A}=\beta_{+} r+p,  \tag{99}\\
& p_{B}=\beta_{-} r-p, \tag{100}
\end{align*}
$$

where the as yet undetermined constants $\beta_{+}$and $\beta_{-}$satisfy

$$
\begin{equation*}
\beta_{+}+\beta_{-}=1 \tag{101}
\end{equation*}
$$

In terms of this notation, Eq. (97) becomes

$$
\begin{align*}
& \frac{(2 \pi)^{4} i}{g^{2}} u(p ; r) \\
& \quad+\int d^{4} p^{\prime \prime} \frac{u\left(p^{\prime \prime} ; r\right)}{\left[\left(p^{\prime \prime}+\beta_{+} r\right)^{2}-m_{A}^{2}\right]\left[\left(p^{\prime \prime}-\beta_{-} r\right)^{2}-m_{B}^{2}\right]} \\
& \quad \times P\left(\frac{1}{\left(p^{\prime \prime}-p\right)^{2}}\right)=0 \tag{102}
\end{align*}
$$

In order to arrive at a synthetic survey of the solutions of (102), we next propose to replace $u(p ; r)$ by a generating function (chosen in the form of a "four-point function" pertaining to the scattering process $\left.p_{A}+p_{B} \rightarrow+p_{A}^{\prime}+p_{B}^{\prime}\right)$, $\left(p|T(r)| p^{\prime}\right)$, and in fact endeavor to solve the following inhomogeneous version of (102),

$$
\begin{align*}
& \frac{(2 \pi)^{4} i}{g^{2}}\left(p|T(r)| p^{\prime}\right) \\
& \quad+\int d^{4} p^{\prime \prime} \frac{\left(p^{\prime \prime}|T(r)| p^{\prime}\right)}{\left[\left(p^{\prime \prime}+\beta_{+} r\right)^{2}-m_{A}^{2}\right]\left[\left(p^{\prime \prime}-\beta_{-} r\right)^{2}-m_{B}^{2}\right]} \\
& \quad \times P\left(\frac{1}{\left(p^{\prime \prime}-p\right)^{2}}\right)=\frac{1}{\left(p-p^{\prime}\right)^{2}} . \tag{103}
\end{align*}
$$

Working specifically in the rest frame of the bound state of $A$ and $B$,

$$
\mathbf{r}=0 ; \quad r_{0}=E
$$

and defining a new generating function $\Lambda$ by

$$
\begin{equation*}
\left(p_{0},|\mathbf{p}|\left|\Lambda\left(E, z^{\prime \prime}\right)\right| p_{0}^{\prime},|\mathbf{p}|\right)=|\mathbf{p}|\left|\mathbf{p}^{\prime}\right|\left(p|T(r)| p^{\prime}\right), \quad \text { etc. } \tag{104}
\end{equation*}
$$

Eq. (103) gives

$$
\begin{align*}
& \frac{2(2 \pi)^{4} i}{g^{2}}\left(p_{0},|\mathbf{p}|\left|\Lambda\left(E, z^{\prime \prime}\right)\right| p_{0}^{\prime},|\mathbf{p}|\right)+\int d^{2} \Omega^{\prime \prime} \int_{0}^{+\infty} d|\mathbf{p}| \int_{-\infty}^{+\infty} d p_{0}^{\prime \prime} \\
& \quad \times \frac{\left(p_{0}^{\prime},\left|\mathbf{p}^{\prime \prime}\right||\Lambda(E, z)| p_{0}^{\prime},\left|\mathbf{p}^{\prime}\right|\right)}{\left[\left(p_{0}^{\prime \prime}+\beta_{+} E\right)^{2}-\left|\mathbf{p}^{\prime \prime}\right|^{2}-m_{A}^{2}\right]\left[\left(p_{0}^{\prime \prime}-\beta_{-} E\right)^{2}-\left|\mathbf{p}^{\prime \prime}\right|^{2}-m_{B}^{2}\right]} P\left(\frac{1}{z^{\prime}-y^{\prime}}\right)=\frac{1}{z^{\prime \prime}-y^{\prime \prime}}, \tag{105}
\end{align*}
$$

where the variables $z, z^{\prime}$, and $z^{\prime \prime}$ denote cosines of the scattering angles (i.e., cosines of the angles between the vectors: $\mathbf{p}^{\prime}$ and $\mathbf{p}^{\prime \prime}$; $\mathbf{p}^{\prime \prime}$ and $\mathbf{p}$, and $\mathbf{p}$ and $\mathbf{p}^{\prime}$, respectively), $\int d^{2} \Omega{ }^{\prime \prime}(\cdots)$ stands for angular integration in the $p^{\prime \prime}$ variable, and where, finally, the variables $y, y^{\prime}$ and $y^{\prime \prime}$ are defined by

$$
\begin{equation*}
y=\frac{\left|\mathbf{p}^{\prime}\right|^{2}+\left|\mathbf{p}^{\prime \prime}\right|^{2}-\left(p_{0}^{\prime}-p_{0}^{\prime \prime}\right)^{2}}{2\left|\mathbf{p}^{\prime}\right|\left|\mathbf{p}^{\prime \prime}\right|} \text { etc., } \tag{106}
\end{equation*}
$$

the definitions of $y^{\prime}$ and $y^{\prime \prime}$ obtaining by cyclic permutations of unprimed, primed, and double-primed quantities.
Included in the next step will be an extension of the integration in the $\left|\mathbf{p}^{\prime \prime}\right|$ variable from $-\infty$ to $+\infty$ instead of from 0 to $+\infty$ (which we shall nevertheless continue denoting by $\left|\mathbf{p}^{\prime \prime}\right|$ to avoid unnecessary confusion) by the simple expedient of extending the function $\Lambda$ to negative values of $\left|\mathbf{p}^{\prime \prime}\right|$ through

$$
\begin{equation*}
\left(p_{0},-\left|\mathbf{p} \| \boldsymbol{\Lambda}\left(E, z^{\prime \prime}\right)\right| p_{0}^{\prime},\left|\mathbf{p}^{\prime}\right|\right)=-\left(p_{0},|\mathbf{p}|\left|\boldsymbol{\Lambda}\left(E, z^{\prime \prime}\right)\right| p_{0}^{\prime}\left|\mathbf{p}^{\prime}\right|\right) \tag{107}
\end{equation*}
$$

compatible with (105) (bringing about the appearance of an additional factor $\frac{1}{2}$ before the integral).
We reduce the number of integration variables from four to three by (a) expressing the angular integration in terms of the variables $z$ and $z^{\prime}$ and (b) performing the $z^{\prime}$ integration explicitly, since the unknown function ( $\left.p_{0}^{\prime \prime},\left|\mathbf{p}^{\prime \prime}\right||\Lambda(E, z)| p_{0},\left|\mathbf{p}^{\prime}\right|\right)$ does not depend on $z^{\prime}$. Thus

$$
\begin{align*}
& \frac{2(2 \pi)^{4} i}{g^{2}}\left(p_{0},|\mathbf{p}|\left|\Lambda\left(E, z^{\prime \prime}\right)\right| p_{0}^{\prime},\left|\mathbf{p}^{\prime}\right|\right)+\frac{2 \pi}{2} \int_{-\infty}^{+\infty} d\left|\mathbf{p}^{\prime \prime}\right| \int_{-\infty}^{+\infty} d p_{0}^{\prime \prime} \int_{-1}^{+1} d z \\
& \quad \times \frac{\left(p_{0}^{\prime \prime \prime}\left|\mathbf{p}^{\prime \prime}\right||\Lambda(E, z)| p_{0}^{\prime},\left|\mathbf{p}^{\prime}\right|\right)}{\left[\left(p_{0}^{\prime \prime}+\beta_{+} E\right)^{2}-\left|\mathbf{p}^{\prime \prime}\right|^{2}-m_{A}^{2}\right]\left[\left(p_{0}^{\prime \prime}-\beta_{-} E\right)^{2}-\left|\mathbf{p}^{\prime \prime}\right|^{2}-m_{B}^{2}\right]} \operatorname{Im}\left(\frac{1}{\left.1-z^{2}-y^{\prime 2}-z^{\prime \prime 2}+2 z y^{\prime} z^{\prime \prime}\right)^{1 / 2}}\right)=\frac{1}{z^{\prime \prime}-y^{\prime \prime}} \tag{108}
\end{align*}
$$

where $\left(1-z^{2}-y^{\prime 2}-z^{\prime \prime 2}+2 z y^{\prime} z^{\prime \prime}\right)^{1 / 2}$, understood as a function of $y^{\prime}$; denotes that branch of this function, which, in the cut $y^{\prime}$ plane, assumes real positive values on the lower lip of the cut. The appearance of the imaginary part of the inverse of this
function is again a significant feature in solving (94) instead of (93), for in the latter case it is replaced by a much more complicated expression, practically blocking further progress towards an exact solution. ${ }^{11}$

Solving (108) involves a proper choice of auxiliary variables, which we recapitulate briefly as follows:
Assigning the values

$$
\begin{equation*}
\beta_{+}=\left(E^{2} \pm m_{A}^{2} \mp m_{B}^{2}\right) / 2 E \tag{109}
\end{equation*}
$$

to the previously undetermined $\beta_{ \pm}$satisfying (101) and going over from the $p_{0}$ and $|\mathbf{p}|$ variables (analogously for primed and double-primed quantities) to

$$
\begin{equation*}
v_{ \pm}=\frac{p_{0} \pm|\mathbf{p}|+l}{p_{0} \pm|\mathbf{p}|-l}, \tag{110}
\end{equation*}
$$

where

$$
\begin{equation*}
l=(1 / 2 E)\left[\left(E-m_{A}-m_{B}\right)\left(E-m_{A}+m_{B}\right)\left(E+m_{A}-m_{B}\right)\left(E+m_{A}+m_{B}\right)\right]^{1 / 2}, \tag{111}
\end{equation*}
$$

we achieve that

$$
\begin{align*}
& \frac{d p_{0}^{\prime \prime} d\left|\mathbf{p}^{\prime \prime}\right|}{\left[\left(p_{0}^{\prime \prime}+\beta_{+} E\right)^{2}-\left|\mathbf{p}^{\prime \prime}\right|^{2}-m_{A}^{2}\right]\left[\left(p_{0}^{\prime \prime}-\beta_{-} E\right)^{2}-\left|\mathbf{p}^{\prime \prime}\right|^{2}-m_{B}^{2}\right]} \\
& \quad=-\frac{1}{2} \frac{1}{\left(\beta_{+} E+l\right)\left(\beta_{-} E-l\right)} \frac{d v_{+}^{\prime \prime} d v_{-}^{\prime \prime}}{\left(v_{+}^{\prime \prime} v_{-}^{\prime \prime}-u_{+}^{2}\right)\left(v_{+}^{\prime \prime} v_{-}^{\prime \prime}-u_{-}^{2}\right)}, \tag{112}
\end{align*}
$$

where

$$
\begin{equation*}
u_{ \pm}^{2}=\frac{\beta_{ \pm} E \mp l}{\beta_{ \pm} E \pm l} \tag{113}
\end{equation*}
$$

and where the stress is on the fact that $d v_{+}^{\prime \prime} d v_{-}^{\prime \prime}$ is multiplied in (112) by a function of the product $v_{+}^{\prime \prime} v_{-}^{\prime \prime}$ only. We also opt at this point to perform our calculations for $E$ in the scattering region $\left(E \geqslant m_{A}+m_{B}\right)$ which makes $l$ of (111) as well as the $v_{ \pm}$variables real (eventually "reaching" the bound state values of $E$ by an analytic continuation of the results in the physical $E$ sheet).

To represent angular variables, we first notice that as a consequence of (106) and (110)

$$
\begin{equation*}
\frac{y-1}{y+1}=\frac{\left(v_{+}^{\prime \prime}-v_{+}^{\prime}\right)\left(v_{-}^{\prime \prime}-v_{-}^{\prime}\right)}{\left(v_{+}^{\prime \prime}-v_{-}^{\prime}\right)\left(v_{-}^{\prime \prime}-v_{+}^{\prime}\right)} \text { etc. } \tag{114}
\end{equation*}
$$

and then define the $t$ parameters through

$$
\begin{equation*}
\frac{z-1}{z+1}=\frac{\left(v_{+}^{\prime \prime}-t v_{+}^{\prime}\right)\left(v_{--}^{\prime \prime}-t v_{-}^{\prime}\right)}{\left(v_{+}^{\prime \prime}-t v_{-}^{\prime}\right)\left(v_{-}^{\prime \prime}-t v_{+}^{\prime}\right)} \tag{115}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{z^{\prime \prime}-1}{z^{\prime \prime}+1}=\frac{\left(v_{+}-t^{\prime \prime} v_{+}^{\prime}\right)\left(v_{-}-t^{\prime \prime} v_{-}^{\prime}\right)}{\left(v_{+}-t^{\prime \prime} v_{-}^{\prime}\right)\left(v_{-}-t^{\prime \prime} v_{+}^{\prime}\right)} \tag{116}
\end{equation*}
$$

respectively [the introduction of $t^{\prime}$ is not necessary since the variable $z^{\prime}$ was eliminated in the step leading from (105) to (108)]. Viewing (115) and (116) as quadratic equations for the determination of $t$ and $t^{\prime \prime}$ for given $z$ and $z^{\prime \prime}$, respectively, we then see that another pair of solutions, $s$ and $s^{\prime \prime}$ also exists, related to the original $t$ and $t$ "through

$$
\begin{equation*}
v_{+}^{\prime \prime} v_{--}^{\prime \prime}=s t v_{+}^{\prime} v_{-}^{\prime} \tag{117}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{+} v_{-}=s^{\prime \prime} t^{\prime \prime} v_{+}^{\prime} v_{-}^{\prime}, \tag{118}
\end{equation*}
$$

respectively. Under these circumstances we can actually replace other variables by $t$ and $s$ variables, which, as we shall presently see is actually the most significant step in our solution.

The most advantageous choice at this point is actually $s$, $t$, and

$$
\begin{equation*}
w^{\prime \prime}=\cosh \psi^{\prime \prime} \tag{119}
\end{equation*}
$$

where the hyperbolic angle $\psi^{\prime \prime}$ is defined by

$$
\begin{equation*}
\tanh \psi^{\prime \prime}=\left(v_{+}^{\prime \prime}-v_{-}^{\prime \prime}\right) /\left(v_{+}^{\prime \prime}+v_{-}^{\prime \prime}\right) \tag{120}
\end{equation*}
$$

and the corresponding triple $s^{\prime \prime}, t^{\prime \prime}$, and $w$, in terms of which

$$
\begin{align*}
& \frac{d v_{+}^{\prime \prime} d v_{-}^{\prime \prime} d z}{\left(1-z^{2}-y^{\prime 2}-z^{\prime \prime 2}+2 z y^{\prime} z^{\prime \prime}\right)^{1 / 2}} \\
& =v_{+}^{\prime} v_{-}^{\prime} \sinh \xi \frac{\sinh \psi}{\sinh \psi^{\prime \prime}} \frac{d s d t d w^{\prime \prime}}{(-Q)^{1 / 2}} . \tag{121}
\end{align*}
$$

$Q$ is given by

$$
\begin{align*}
Q= & -x^{2}-x^{\prime 2}-x^{\prime \prime 2}+2 x x^{\prime} x^{\prime \prime}+2 w w^{\prime}\left(x^{\prime \prime}-x x^{\prime}\right) \\
& +2 w^{\prime} w^{\prime \prime}\left(x-x^{\prime} x^{\prime \prime}\right)+2 w^{\prime \prime} w\left(x^{\prime}-x^{\prime \prime} x\right) \\
& +w^{2}\left(x^{2}-1\right)+w^{\prime 2}\left(x^{\prime 2}-1\right)+w^{\prime \prime 2}\left(x^{\prime \prime 2}-1\right) \\
\equiv & A w^{\prime \prime 2}+B w^{\prime \prime}+C, \tag{122}
\end{align*}
$$

where the further abbreviations mean

$$
\begin{align*}
& x=\cosh \xi  \tag{123}\\
& x^{\prime}=\cosh \xi^{\prime}  \tag{124}\\
& x^{\prime \prime}=\cosh \xi^{\prime \prime} \tag{125}
\end{align*}
$$

with the hyperbolic angles $\xi, \xi^{\prime}$, and $\xi^{\prime \prime}$ defined by

$$
\begin{align*}
& \tanh \xi=(s-t) /(s+t)  \tag{126}\\
& \tanh \xi^{\prime}=\left(s t-s^{\prime \prime} t^{\prime \prime}\right) /\left(s t+s^{\prime \prime} t^{\prime \prime}\right)  \tag{127}\\
& \tanh \xi^{\prime \prime}=\left(s^{\prime \prime}-t^{\prime \prime}\right) /\left(s^{\prime \prime}+t^{\prime \prime}\right) \tag{128}
\end{align*}
$$

[note an asymmetry in the definition (127) caused by the absence of $\left.t^{\prime}\right]$.

Realizing that

$$
\begin{equation*}
\frac{1}{\sqrt{Q}}=\frac{1}{\sinh \xi^{\prime \prime}} \frac{\partial}{\partial w^{\prime \prime}} \ln W \tag{129}
\end{equation*}
$$

where

$$
\begin{equation*}
W=\sqrt{A}\left(w^{\prime \prime}+B / 2 A\right)+\sqrt{Q} \tag{130}
\end{equation*}
$$

with the expressions $A$ and $B$ identified through (122), that

$$
\begin{equation*}
\frac{1}{z^{\prime \prime}-y^{\prime \prime}}=\frac{\sinh \psi \sinh \psi^{\prime}}{\sinh \xi^{\prime \prime}}\left(-\frac{1}{s^{\prime \prime}-1}+\frac{1}{t^{\prime \prime}-1}\right) \tag{131}
\end{equation*}
$$

defining a new generating function $\Phi$ through

$$
\begin{align*}
\Phi\left(s^{\prime \prime}, t^{\prime \prime}, w\right)= & \frac{\sinh \xi^{\prime \prime}}{\sinh \psi \sinh \psi^{\prime}} \\
& \times\left(v_{+}, v_{-}\left|\boldsymbol{\Lambda}\left(\boldsymbol{E}, z^{\prime \prime}\right)\right| v_{+}^{\prime} v_{-}^{\prime}\right) \text { etc. } \tag{132}
\end{align*}
$$

and finally invoking (112) and (121), the Eq. (108) becomes

$$
\begin{align*}
& \frac{2(2 \pi)^{4} i}{g^{2}} \Phi\left(s^{\prime \prime}, t^{\prime \prime}, w\right) \\
& \quad+\frac{2 \pi v_{+}^{\prime} v_{-}^{\prime}}{4} \frac{1}{\left(\beta_{+} E+l\right)\left(\beta_{-} E-l\right)} \\
& \quad \times \int_{-\infty}^{+\infty} d s \int_{-\infty}^{+\infty} d t \int_{w_{-}^{\prime \prime}}^{w_{+}^{\prime \prime}} d w^{\prime \prime} \Phi\left(s, t, w^{\prime \prime}\right) \\
& \quad \times \operatorname{Re}\left(\frac{\partial \ln W}{\partial w^{\prime \prime}}\right) \frac{1}{\left(v_{+}^{\prime \prime} v^{\prime \prime}-u_{+}^{2}\right)\left(v_{+}^{\prime \prime} v_{-}^{\prime \prime}-u_{-}^{2}\right)} \\
& \quad=-\frac{1}{s^{\prime \prime}-1}+\frac{1}{t^{\prime \prime}-1}, \tag{133}
\end{align*}
$$

where the integration limits $w_{ \pm}^{\prime}$ correspond to the integration limits $z= \pm 1$ in (108) and are

$$
\begin{equation*}
w_{ \pm}^{\prime \prime}=x w^{\prime} \pm \sqrt{x^{2}-1} \sqrt{w^{\prime 2}-1} \tag{134}
\end{equation*}
$$

The exact solubility of (133) follows from the fact that, as can be shown, ${ }^{12}$

$$
\begin{equation*}
\frac{W\left(w^{\prime \prime}=w_{+}^{\prime \prime}\right)}{W\left(w^{\prime \prime}=w^{\prime \prime}\right)}=\frac{\left(s-s^{\prime \prime}\right)\left(t-t^{\prime \prime}\right)}{\left(s-t^{\prime \prime}\right)\left(t-s^{\prime \prime}\right)} \tag{135}
\end{equation*}
$$

enabling us to make the solving ansatz that $\Phi$ is independent of the $w$ parameter, so that, performing the $w^{\prime \prime}$ integration, we obtain, consistently

$$
\begin{align*}
& \frac{2(2 \pi)^{4} i}{g^{2}} \Phi\left(s^{\prime \prime}, t^{\prime \prime}\right)+\frac{2 \pi}{4} \frac{v_{+}^{\prime} v_{-}^{\prime}}{\left(\beta_{+} E+l\right)\left(\beta_{-} E-l\right)} \\
& \quad \times \int_{-\infty}^{+\infty} d s \int_{-\infty}^{+\infty} d t \\
& \quad \times \frac{\Phi(s, t) \ln \left|\frac{\left(s-s^{\prime \prime}\right)\left(t-t^{\prime \prime}\right)}{\left(s-t^{\prime \prime}\right)\left(t-s^{\prime \prime}\right)}\right|}{\left(v_{+}^{\prime} v_{-}^{\prime} s t-u_{+}^{2}\right)\left(v_{+}^{\prime} v_{-}^{\prime} s t-u_{-}^{2}\right)} \\
& \quad=-\frac{1}{s^{\prime \prime}-1}+\frac{1}{t^{\prime \prime}-1} . \tag{136}
\end{align*}
$$

A glance at (136) allows us finally to conclude that it is soluble by the further ansatz

$$
\begin{equation*}
\phi(s, t)=G(s)-G(t) \tag{137}
\end{equation*}
$$

reducing in fact the whole problem of finding our generating function to that of solving one integro-differential equation in one variable only.

Before proceeding with the solution it is worthwhile to again compare the present situation with the corresponding one for the Bethe-Salpeter equation (93). These remarks, though rather technical, are intended to illustrate the much greater simplicity associated with Eq. (94).
(a) The ansatz (137) is not allowed at the corresponding
stage, for the Bethe-Salpeter equation (93) even if the previous ansatz about the $w$ independence of $\Phi$ were allowed. ${ }^{13}$ Instead, $\boldsymbol{\Phi}$ would have to satisfy a second-order partial differential equation in both $s$ and $t .^{14}$
(b) This partial differential equation is separable, but leads to second-order ordinary differential equations of a complicated Heun type, a Fuchsian with four singular points, from which to determine the energy spectrum.

Continuing with the present solution, the integro-differential equation for $G(t)$ is

$$
\begin{align*}
& -\frac{2(2 \pi)^{4}}{g^{2}} \frac{d G\left(t^{\prime \prime}\right)}{d t^{\prime \prime}}+\frac{2 \pi v^{\prime}+v_{-}^{\prime}}{4 l E} \int_{-\infty}^{+\infty} K\left(t^{\prime \prime}, t\right) G(t) d t \\
& \quad=-\frac{1}{\left(t^{\prime \prime}-1\right)^{2}} \tag{138}
\end{align*}
$$

with the kernel

$$
\begin{align*}
K\left(t^{\prime \prime}, t\right)= & \int_{-\infty}^{+\infty} d s\left(\frac{1}{v_{+}^{\prime} v_{-}^{\prime} s t-u_{+}^{2}}-\frac{1}{v_{+}^{\prime} v_{-}^{\prime} s t-u_{-}^{2}}\right) \\
& \times P\left(\frac{1}{t^{\prime \prime}-t}-\frac{1}{t^{\prime \prime}-s}\right) \tag{139}
\end{align*}
$$

and is actually obtained by substituting (137) into (136) and then additionally differentiating the result partially with respect to $t^{\prime \prime}$ in order to get rid of the logarithmic terms. If the expressions $\left(m_{A}^{2}+p_{A}^{2}\right)$ and $\left(m_{B}^{2}+p_{B}^{2}\right)$ appearing in (97) are interpreted as the reciprocals of the Fourier transforms of retarded propagators, ${ }^{15}$ then

$$
\begin{align*}
\frac{1}{v_{+}^{\prime} v_{-}^{\prime} s t-u_{ \pm}^{2}} \equiv & \frac{1}{t v_{+}^{\prime} v_{-}^{\prime}} \\
& \times \lim _{t \rightarrow 0} \frac{1}{s-\left(u_{ \pm}^{2} / t v_{+}^{\prime} v_{-}^{\prime}\right) \pm i \epsilon} \tag{140}
\end{align*}
$$

and (138) becomes

$$
\begin{align*}
& -\frac{-2(2 \pi)^{4} i}{g^{2}} \frac{d G\left(t^{\prime \prime}\right)}{d t^{\prime \prime}}+\frac{(2 \pi)^{2}}{8 l E} \\
& \quad \times \int_{-\infty}^{+\infty} \frac{d t}{t}\left(\frac{1}{t-t^{\prime \prime}+i \epsilon}+\frac{1}{t-t^{\prime \prime}-i \epsilon}\right. \\
& \left.\quad+\frac{1}{t^{\prime \prime}-\frac{u_{+}^{2}}{v_{+}^{\prime} v_{-t}^{\prime}}+i \epsilon}+\frac{1}{t^{\prime \prime}-\frac{u_{-}^{2}}{v_{+}^{\prime} v_{-}^{\prime} t}-i \epsilon}\right) \\
& \quad \times G(t)=-\frac{1}{\left(t^{\prime \prime}-1\right)^{2}} \tag{141}
\end{align*}
$$

Modelled on the well-known representation for the inhomogeneity

$$
\begin{equation*}
-\frac{1}{\left(t^{\prime \prime}-1\right)^{2}}=\frac{i}{2} \int_{-i \infty}^{+i \infty} \frac{v d v}{\sin \pi v}(-t)^{v-1} d v \tag{142}
\end{equation*}
$$

the closed-form solution of (141) can be sought in the form

$$
\begin{align*}
G(t)= & \frac{i}{2} \int_{-i \infty}^{+i \infty} \frac{v d v}{\sin \pi v} \\
& \times\left[f(v)(-t)^{v}+h(v)\left(-\frac{1}{t v_{+}^{\prime} v_{-}^{\prime}}\right)^{v}\right] \tag{143}
\end{align*}
$$

Owing to the circumstance that for noninteger $v$ the functions $(-t)^{-v}$ and $\left(-1 / t v_{+}^{\prime} v_{-}^{\prime}\right)^{v}$ must be considered independent, the functions $f(v)$ and $h(v)$ are finally obtained as solutions of

$$
\begin{equation*}
1=(M v+N) f(v)+\left(u_{+}\right)^{-2 v} N h(v) \tag{144}
\end{equation*}
$$

and

$$
\begin{equation*}
0=\left(u_{-}\right)^{2 v} N f(v)+(M v+N) h(v) \tag{145}
\end{equation*}
$$

with

$$
\begin{equation*}
M=2(2 \pi)^{4} i / g^{2} \tag{146}
\end{equation*}
$$

and

$$
\begin{equation*}
N=(2 \pi)^{3} / 8 l E \tag{147}
\end{equation*}
$$

To obtain the energy spectrum of (94) we first determine the positions of poles (Regge poles) of $f(v)$ and $h(v)$ from the determinantal equation

$$
\begin{align*}
& \operatorname{det}\left(\begin{array}{ll}
M v+N & \left(u_{+}\right)^{-2 v} N \\
\left(u_{-}\right)^{2 v} N & M v+N
\end{array}\right) \\
&=\left\{M v+N\left[1+\left(\frac{u_{-}}{u_{+}}\right)^{v}\right]\right\} \\
& \times\left\{M v+N\left[1-\left(\frac{u_{-}}{u_{+}}\right)^{v}\right]\right\}=0 . \tag{148}
\end{align*}
$$

The bound state poles in $G(t)$-and therefore in all the previously defined amplitudes-obtain where, for integer $v=n$, these Regge poles "pinch" against the poles stemming from $1 / \sin \pi v$ in (143). The bound state formula is thus obtained by equating to zero the \{ \} brackets in (148) for $v=n$, which, recalling the definitions of $l$ and $u_{ \pm}$given by (111) and (113) and (109), respectively, and finally introducing a very convenient parameter

$$
\begin{equation*}
Z=u_{-} / u_{+} \tag{149}
\end{equation*}
$$

reads

$$
\begin{equation*}
\frac{4 \pi i n}{g^{2}}+\frac{1 \pm Z^{n}}{4 m_{A} m_{B}(Z-1 / Z)}=0 \tag{150}
\end{equation*}
$$

concurrent with

$$
\begin{equation*}
E=\sqrt{m_{A}^{2}+m_{B}^{2}+m_{A} m_{B}(Z+1 / Z)} \tag{151}
\end{equation*}
$$

The bound state spectrum of the Bethe-Salpeter equation in the $b-c$ picture (94)-which, according to the discussion at the end of the previous section should contain the physical spectrum in an approximation as good as that following from the solution of the Wick equation (93)-is therefore obtained by the simple expedient of solving the algebraic equation of the ( $n+1$ )th degree (150) and then computing the bound state energies from (151).

It is interesting to note that-whatever the physical meaning of lower lying energy states-the "plus" branch of (150) reproduces easily at least the nonrelativistic BalmerRitz formula

$$
\begin{equation*}
E-m_{A}-m_{B}=-\left(\frac{g^{2}}{16 \pi m_{A} m_{B}}\right)^{2} \frac{m_{A} m_{B}}{m_{A}+m_{B}} \frac{1}{2 n^{2}} \tag{152}
\end{equation*}
$$

i.e., for energies $E$ just below the scattering threshold $m_{A}+m_{B}$ [and therefore $Z$ in the vicinity of 1 , which can be represented there by a power series in $n$ through (150), the leading term leading to (152)].

By contrast, in the case of the Wick equation (93), the energy spectrum derived from the second-order differential equations mentioned under (b) above is known to exhibit many pathological analytical features, and is not obtainable in an analytically closed form to the extent that even the clear-cut correspondence with the nonrelativistic RitzBalmer formula is somewhat dubious.

Finally, unlike (93), the solution of (94) does not necessitate the so called Wick rotation (auxiliary transition to the Euclidean metric of the original four-momentum space by rotating the integration path in $k_{0}$ ) and is performed entirely in the original non-Euclidean space [in fact the Wick rotation is certainly not allowed in the case of (94)].
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## APPENDIX

In order to derive Eq. (95) of the main text, we shall first prove the theorem, valid exactly in terms of the operators involved, to the effect that

$$
\begin{align*}
\varphi_{0}\left(x_{1}, x_{2}\right)= & \varphi\left(x_{1}, x_{2}\right) \\
& +g \int_{-\infty}^{+\infty} \Delta_{\mathrm{Ret}}\left(x_{1}-x_{1}^{\prime} ; m_{A}\right) \varphi_{a}\left(x_{1}^{\prime}\right) \varphi\left(x_{1}^{\prime}, x_{2}\right) d^{4} x_{1}^{\prime} \\
& +g \int_{-\infty}^{+\infty} \Delta_{\mathrm{Ret}}\left(x_{2}-x_{2}^{\prime} ; m_{B}\right) \varphi_{a}\left(x_{2}^{\prime}\right) \varphi\left(x_{1}, x_{2}^{\prime}\right) d^{4} x_{2}^{\prime} \\
& +g^{2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \Delta_{\mathrm{Ret}}\left(x_{1}-x_{1}^{\prime} ; m_{A}\right) \\
& \times \Delta_{\mathrm{Ret}}\left(x_{2}-x_{2}^{\prime} ; m_{B}\right) \\
& \times T^{\prime}\left(\varphi_{a}\left(x_{1}^{\prime}\right), \varphi_{a}\left(x_{2}^{\prime}\right)\right) \varphi\left(x_{1}^{\prime}, x_{2}^{\prime}\right) d^{4} x_{1}^{\prime} d^{4} x_{2}^{\prime} \quad \text { (A1) } \tag{A1}
\end{align*}
$$

is a free field in both arguments $x_{1}$ and $x_{2}$, thus

$$
\begin{equation*}
\left(\square_{1}+m_{A}^{2}\right) \varphi_{0}\left(x_{1}, x_{2}\right)=\left(\square_{2}+m_{B}^{2}\right) \varphi_{0}\left(x_{1}, x_{2}\right)=0 \tag{A2}
\end{equation*}
$$

Here $\varphi\left(x_{1}^{\prime}, x_{2}^{\prime}\right)$ is defined by

$$
\begin{equation*}
\varphi\left(x_{1}, x_{2}\right)=T\left(\varphi_{A}\left(x_{1}\right), \varphi_{B}\left(x_{2}\right)\right) \tag{A3}
\end{equation*}
$$

$T$ and $T^{\prime}$ stand for chronological and antichronological ordering, respectively, and

$$
\begin{equation*}
\Delta_{\mathrm{Ret}}(x ; m)=-\theta\left(x_{0}\right) \Delta(x ; m) \tag{A4}
\end{equation*}
$$

and is so defined that

$$
\begin{equation*}
\left(\square+m^{2}\right) \Delta_{\mathrm{Ret}}(x ; m)=+\delta^{4}(x) \tag{A5}
\end{equation*}
$$

[compare (29) of the main text].
The above theorem, its proof and the subsequent derivation of the Bethe-Salpeter equation, represent a simplified version of a more general procedure involving $n$ interacting particles and applied to QED, published elsewhere. ${ }^{16}$

In the case of two bodies the proof of the theorem proceeds most simply from the lemma

$$
\begin{align*}
& T^{\prime}\left(\left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right)\right. \\
& \left.\quad \times\left(\square_{2}+m_{B}^{2}+g \varphi_{a}\left(x_{2}\right)\right)\right) \varphi\left(x_{1}, x_{2}\right)=0 \tag{A6}
\end{align*}
$$

tantamount essentially ${ }^{17}$ to the validity of the following two statements:

$$
\begin{align*}
& \left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right) \\
& \quad \times\left(\square_{2}+m_{B}^{2}+g \varphi_{a}\left(x_{2}\right)\right) \varphi_{B}\left(x_{2}\right) \dot{\varphi}_{A}\left(x_{1}\right)=0 \tag{A7}
\end{align*}
$$

valid for point events $x_{2}$ later than $x_{1}$ because of the field equation (82), and

$$
\begin{align*}
& \left(\square_{2}+m_{B}^{2}+g \varphi_{a}\left(x_{2}\right)\right) \\
& \quad \times\left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right) \varphi_{A}\left(x_{1}\right) \varphi_{B}\left(x_{2}\right)=0 \tag{A8}
\end{align*}
$$

valid in the opposite case of $x_{1}$ being later than $x_{2}$, because of (81). We actually prove the first equation in (A2)

$$
\begin{align*}
& \left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right) \varphi\left(x_{1}, x_{2}\right) \\
& \quad+g \int_{-\infty}^{+\infty} d^{4} x_{2}^{\prime} \Delta_{\mathrm{Ret}}\left(x_{2}-x_{2}^{\prime} ; m_{B}\right) \\
& \quad \times T^{\prime}\left(\varphi_{a}\left(x_{2}^{\prime}\right),\left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right)\right) \\
& \quad \times \varphi\left(x_{1}, x_{2}^{\prime}\right)=0 \tag{A9}
\end{align*}
$$

the second following by reversing the roles of particles $A$ and $B$. Introducing the abbreviation

$$
\begin{equation*}
K\left(x_{1}, x_{2}\right) \equiv\left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right) \varphi\left(x_{1}, x_{2}\right) \tag{A10}
\end{equation*}
$$

we have

$$
\begin{equation*}
K\left(x_{1}, x_{2}\right)=0 \quad \text { for } x_{1} \text { later than } x_{2} \tag{A11}
\end{equation*}
$$

whereas the lemma [(A6)] can be rewritten in the form

$$
\begin{align*}
& \left(\square_{2}+m_{B}^{2}\right) K\left(x_{1}, x_{2}\right) \\
& \quad=-g T\left(\varphi_{a}\left(x_{2}\right),\left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right) \varphi\left(x_{1}, x_{2}\right)\right. \tag{A12}
\end{align*}
$$

Consequently,

$$
\begin{align*}
& g \int_{-\infty}^{+\infty} d^{4} x_{2}^{\prime} \Delta_{\mathrm{Ret}}\left(x_{1}-x_{2}^{\prime} ; m_{B}\right) T^{\prime}\left(\varphi_{a}\left(x_{2}^{\prime}\right),\left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right)\right) \varphi\left(x_{1}, x_{2}^{\prime}\right) \\
& \quad=-\int_{-\infty}^{+\infty} d^{4} x_{2}^{\prime} \Delta_{\mathrm{Ret}}\left(x_{2}-x_{2}^{\prime} ; m_{B}\right)\left(\square_{2}+m_{B}^{2}\right) K\left(x_{1}, x_{2}^{\prime}\right) \\
& \quad=\int_{-\infty}^{x_{02}} d^{4} x_{2}^{\prime} \Delta\left(x_{2}-x_{2}^{\prime} ; m_{B}\right)\left(\square_{2}+m_{B}^{2}\right) K\left(x_{1}, x_{2}^{\prime}\right) \\
& \quad=  \tag{A13}\\
& \quad K\left(x_{1}, x_{2}\right)+\lim _{x_{02} \rightarrow-\infty} \int d^{3} \mathbf{x}_{2}^{\prime} \Delta\left(x_{2}-x_{2}^{\prime} ; m_{B}\right)\left(\vec{\partial}_{02}^{\prime}-\stackrel{\left.\overleftarrow{\partial_{02}^{\prime}}\right) K\left(x_{1}, x_{2}^{\prime}\right)}{ }\right.
\end{align*}
$$

the proof of (A9) accomplished by the vanishing of the last surface integral as a consequence of (A11).
To derive the Bethe-Salpeter equation in the $g^{2}$ approximation in its kernel (in either of the $a-d$ or $b-c$ pictures) we first notice that taking the equality (A1) between the brackets $\langle\Omega|$ and $|\Psi\rangle$ as it stands yields a linear relationship not only between the wave function ( 91 ) (through the zeroth and second-order terms in $g$ ) and two-gluon terms (through the terms quadratic in $g$ ), but also, through the linear term, between one-gluon amplitudes

$$
\langle\Omega| \varphi_{a}(y) T\left(\varphi_{a}\left(x_{1}\right), \varphi_{B}\left(x_{2}\right)\right)|\Psi\rangle,
$$

which have therefore to be eliminated in order to obtain a self-consistent equation containing only terms of the type (91) in all terms up to the second order ing. This is accomplished by iterating (A1) prior to putting it between the brackets $\langle\Omega|$ and $|\Psi\rangle$ by expressing the zero-order $g$ term $\psi\left(x_{1}, x_{2}\right)$, by the inhomogeneity $\varphi_{0}\left(x_{1}, x_{2}\right)$, and the higher-order $g$ terms, and substituting it back into the linear $g$ terms. Thus

$$
\begin{align*}
I\left(x_{1}, x_{2}\right)= & \varphi\left(x_{1}, x_{2}\right)-g^{2} \int_{-\infty}^{+\infty} d^{4} x_{1}^{\prime} \int_{-\infty}^{+\infty} d^{4} x_{2}^{\prime} \Delta_{\mathrm{Ret}}\left(x_{1}-x_{1}^{\prime} ; m_{A}\right) \Delta_{\mathrm{Ret}}\left(x_{2}-x_{2}^{\prime} ; m_{B}\right) T\left(\varphi_{a}\left(x_{1}^{\prime}\right), \varphi_{a}\left(x_{2}^{\prime}\right)\right) \varphi\left(x_{1}^{\prime}, x_{2}^{\prime}\right) \\
& +g^{2} \int_{-\infty}^{+\infty} d^{4} x_{1}^{\prime} \int_{-\infty}^{+\infty} d^{2} x_{1}^{\prime \prime} \Delta_{\mathrm{Ret}}\left(x_{1}-x_{1}^{\prime} ; m_{A}\right) \varphi_{a}\left(x_{1}^{\prime}\right) \Delta_{\mathrm{Ret}}\left(x_{1}^{\prime}-x_{1}^{\prime \prime} ; m_{A}\right) \varphi_{a}\left(x_{1}^{\prime \prime}\right) \varphi\left(x_{1}^{\prime \prime}, x_{2}\right) \\
& +g^{2} \int_{-\infty}^{+\infty} d^{4} x_{2}^{\prime} \int_{-\infty}^{+\infty} d^{4} x_{2}^{\prime \prime} \Delta_{\mathrm{Ret}}\left(x_{2}-x_{2}^{\prime} ; m_{B}\right) \varphi_{a}\left(x_{2}^{\prime}\right) \Delta_{\mathrm{Ret}}\left(x_{2}^{\prime}-x_{2}^{\prime \prime} ; m_{B}\right) \varphi_{a}\left(x_{2}^{\prime \prime}\right) \varphi\left(x_{1}, x_{2}^{\prime \prime}\right)+O\left(g^{3}\right) \tag{A14}
\end{align*}
$$

where use was made of

$$
\begin{gather*}
T\left(\varphi_{a}(x), \varphi_{a}(y)\right)+T^{\prime}\left(\varphi_{a}(x), \varphi_{a}(y)\right) \\
=\varphi_{a}(x) \varphi_{a}(y)+\varphi_{a}(y) \varphi_{a}(x) \tag{A15}
\end{gather*}
$$

and where the inhomogeneity

$$
\begin{align*}
I\left(x_{1}, x_{2}\right)= & \varphi_{0}\left(x_{1}, x_{2}\right)+g \int_{-\infty}^{+\infty} \Delta_{\mathrm{Ret}}\left(x_{1}-x_{1}^{\prime} ; m_{A}\right) \\
& \times \varphi_{a}\left(x_{1}^{\prime}\right) \varphi_{0}\left(x_{1}^{\prime}, x_{2}\right) d^{4} x_{1}^{\prime} \\
& +g \int_{-\infty}^{+\infty} \Delta_{\mathrm{Ret}}\left(x_{2}-x_{2}^{\prime} ; m_{B}\right) \\
& \times \varphi_{a}\left(x_{2}^{\prime}\right) \varphi_{0}\left(x_{1}, x_{2}^{\prime}\right) d^{4} x_{2}^{\prime} \tag{A16}
\end{align*}
$$

is still a sum of free fields at least in one of the arguments $x_{1}$ and $x_{2}$, so that

$$
\begin{equation*}
\left(\square_{1}+m_{a}^{2}\right)\left(\square_{2}+m_{B}^{2}\right) I\left(x_{1}, x_{2}\right)=0 . \tag{A17}
\end{equation*}
$$

By repeating the above iteration once more in the last two $g^{2}$ terms in (A14)-tantamount, in the $g^{2}$ approximation, to simply replacing them by terms containing $\varphi_{0}\left(x_{1}, x_{2}\right)$ instead of $\varphi\left(x_{1}, x_{2}\right)$ and then incorporating them into a new inhomogeneity, $I^{\prime}\left(x_{1}, x_{2}\right)$, still satisfying (A17)-we get (after also placing the pertinent equation between the brackets $\langle\Omega|$ and $|\Psi\rangle$ )

$$
\begin{align*}
& \langle\Omega| I^{\prime}\left(x_{1}, x_{2}\right)|\Psi\rangle \\
& = \\
& =\psi\left(x_{1}, x_{2} ; \Omega\right)+g^{2} \int_{-\infty}^{+\infty} d^{4} x_{1}^{\prime} \int_{-\infty}^{+\infty} d^{4} x_{2}^{\prime} \\
&  \tag{A18}\\
& \quad \times \Delta_{\mathrm{Ret}}\left(x_{1}-x_{1}^{\prime} ; m_{A} \mid \Delta_{\mathrm{Ret}}\left(x_{2}-x_{2}^{\prime} ; m_{B}\right)\right. \\
& \\
& \quad \times\langle\Omega| T\left(\varphi_{a}\left(x_{1}^{\prime}\right), \varphi_{a}\left(x_{2}^{\prime}\right)\right) \varphi\left(x_{1}^{\prime}, x_{2}^{\prime}\right)|\Psi\rangle
\end{align*}
$$

or, in the differential form

$$
\begin{align*}
& \left(\square_{1}+m_{A}^{2}\right)\left(\square_{2}+m_{B}^{2}\right) \psi\left(x_{1}, x_{2} ; \Omega\right) \\
& \quad+g^{2}\langle\Omega| T\left(\varphi_{a}\left(x_{1+}\right), \varphi_{a}\left(x_{2}\right)\right) \varphi\left(x_{1}, x_{2}\right)|\Psi\rangle=0 . \tag{A19}
\end{align*}
$$

The last step leading to Eq. (95) of the main text is now only the truncation of the expression

$$
\begin{equation*}
\langle\Omega| T\left(\varphi_{a}\left(x_{1}\right), \varphi_{a}\left(x_{2}\right)\right) \varphi\left(x_{1}, x_{2}\right)|\Psi\rangle \tag{A20}
\end{equation*}
$$

into

$$
\begin{equation*}
\langle\Omega| T\left(\varphi_{a}\left(x_{1}\right), \varphi_{a}\left(x_{2}\right)\right)|\Omega\rangle \psi\left(x_{1}, x_{2} ; \Omega\right) \tag{A21}
\end{equation*}
$$

in which we finally also replace the Heisenberg operators $\varphi_{a}$ by their interaction counterparts $\varphi_{a}$, and two-gluon terms, which we discard (since their elimination effects the kernel only in the $g^{4}$-approximation).

In connection with the discussion at the end of Sec . V it is finally worth while to remark that it is only the last truncation that differentiates between (93) and (94) of the main text. By invoking the important Eq. (71) of Sec. IV for the expression (A20) in the case of $|\Psi\rangle \in P$, we see that, for physical $|\Psi\rangle$, the forms (A18) and (A19) are still simply identical in the $a-d$ and $b-c$ pictures (i.e., proportional with the common proportionality factor when written for $|\Omega\rangle=|0\rangle$ and $|\Omega\rangle=|\omega\rangle$, respectively).

[^31]also that when acting on the particular vector $|\omega\rangle$ the more complicated operator $\exp \left\{\tan ^{-1} \lambda\left(b c-b^{*} c\right)\right\}$ has the same effect as $\exp \left(-\lambda b^{*} c^{*}\right)$.
${ }^{9}$ Though the pseudounitary operator $U$ of (34) must be replaced by the Heisenberg counterpart of $(36)$. Since $\int d^{3} \mathbf{x}\left(\varphi_{b} \partial_{0} \varphi_{c}-\varphi_{c} \partial_{0} \varphi_{b}\right)$ is no longer time independent, the time at which this surface integral has to be taken can be arbitrarily fixed, e.g., as at $t=-\infty$.
${ }^{10}$ E. E. Salpeter and H. A. Bethe, Phys. Rev. 84, 1232 (1951).
${ }^{11}$ Compare the detailed discussion of the same method when applied to the standard Bethe-Salpeter equation (93) (in its original non-Euclidean metric, prior to the Wick rotation), Ref. 3, pp. 2422-2436.
${ }^{12}$ See for detailed proof of (135), Ref. 3, Appendix A, pp. 2441-2445 where $W$ was denoted by $\xi$ or (up to a common factor) by $\xi$. To accommodate both cases of Wick's rotated and unrotated standard Bethe-Salpeter equation, the formulas were also written in terms of ordinary rather than hyperbolic angles, thus, e.g., the previous $\psi$ means now $i \psi$ etc. This change does not however effect the definitions of the $s$ and $t$ parameters which are the same as here.
${ }^{13}$ The question of whether or not the ansatz (in the case of the standard BS equation) of the $w$-independence of $\Phi$ can be made seems to be intimately connected with the question of the permissibility of the so called Wick rotation and was actually used in the paper (Ref. 3) as a test of the latter.
${ }^{14}$ The partial differential equation referred to is Eq. (160), p. 2432, Ref. 3.
${ }^{15}$ The question of what propagators to use for the scattered particles $A$ and $B$ is-in the particular context of the Bethe-Salpeter equation-of much lesser consequence than for the exchange particle since their choice depends entirely on the type of initial conditions imposed on the solutions of, respectively, the differential equations (93) or (94)-the initial conditions of particularly little importance for bound states. Still, the derivation of the Bethe-Salpeter equation of the Appendix does suggest the use of retarded propagators.
${ }^{16}$ M. Günther, Phys. Rev. 88, 1411 (1952); 94, 1347 (1954).
${ }^{17}$ However, a more detailed proof of the important premise (A6), with particular attention payed to the step functions involved, can be given as follows: Eq. (A3) can be written as
\[

$$
\begin{align*}
\varphi\left(x_{1}, x_{2}\right)= & \theta\left(t_{1}-t_{2}\right) \boldsymbol{\varphi}_{A}\left(x_{1}\right) \varphi_{B}\left(x_{2}\right)+\theta\left(t_{2}-t_{1}\right) \boldsymbol{\varphi}_{B}\left(x_{2}\right) \boldsymbol{\varphi}_{A}\left(x_{1}\right) \\
& =\theta\left(t_{1}-t_{2}\right)\left[\boldsymbol{\varphi}_{A}\left(x_{1}\right), \boldsymbol{\varphi}_{B}\left(x_{2}\right)\right]+\boldsymbol{\varphi}_{B}\left(x_{2}\right) \boldsymbol{\varphi}_{A}\left(x_{1}\right) \\
& =-\theta\left(t_{2}-t_{1}\right)\left[\boldsymbol{\varphi}_{A}\left(x_{1}\right), \boldsymbol{\varphi}_{B}\left(x_{2}\right)\right]+\boldsymbol{\varphi}_{A}\left(x_{1}\right) \varphi_{B}\left(x_{2}\right) \tag{R1}
\end{align*}
$$
\]

Consequently, because of the field equations (81) and (82), the left-hand side of (A6) is

$$
\begin{align*}
& \left\{\theta\left(t_{2}-t_{1}\right)\left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right)\left(\square_{2}+m_{B}^{2}+g \varphi_{a}(x)\right)\right. \\
& \quad \times \theta\left(t_{1}-t_{2}\right)-\theta\left(t_{1}-t_{2}\right)\left(\square_{2}+m_{B}^{2}+g \varphi_{a}\left(x_{2}\right)\right) \\
& \left.\quad \times\left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right) \theta\left(t_{2}-t_{1}\right)\right\}\left[\varphi_{A}\left(x_{1}\right), \varphi_{B}\left(x_{2}\right)\right] \tag{R2}
\end{align*}
$$

Here, the significant fact is that (R2) can be written in the form of an operator acting only on a commutator of the Heisenberg fields $\varphi_{A}\left(x_{1}\right)$ and $\varphi_{B}\left(x_{2}\right)$. The proof that ( R 2 ) is zero follows mainly from

$$
\begin{align*}
& \left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right) \theta\left(t_{1}-t_{2}\right)\left[\varphi_{A}\left(x_{1}\right), \varphi_{B}\left(x_{2}\right)\right] \\
& \quad=\theta\left(t_{1}-t_{2}\right)\left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right)\left[\varphi_{A}\left(x_{1}\right), \varphi_{B}\left(x_{2}\right)\right], \text { etc. } \tag{R3}
\end{align*}
$$

and

$$
\begin{align*}
& \left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right) \theta\left(t_{1}-t_{2}\right)\left[\varphi_{A}\left(x_{1}\right), \varphi_{a}\left(x_{2}\right)\right] \\
& \quad=\theta\left(t_{1}-t_{2}\right)\left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right)\left[\varphi_{A}\left(x_{1}\right), \varphi_{a}\left(x_{2}\right)\right], \text { etc. } \tag{R4}
\end{align*}
$$

which are in turn true because, even in the Heisenberg picture, both the zeroth and the first time derivative of a commutator between dynamically different fields are zero in the limit $x_{1} \rightarrow x_{2}$. The application of (R3) to (R2) gives first

$$
\begin{align*}
& \theta\left(t_{2}-t_{1}\right)\left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right) \theta\left(t_{1}-t_{2}\right) \\
& \quad \times\left(\square_{2}+m_{B}^{2}+g \varphi_{a}\left(x_{2}\right)\right) \varphi_{A}\left(x_{1}\right) \varphi_{B}\left(x_{2}\right) \\
& \quad \times \theta\left(t_{1}-t_{2}\right)\left(\square_{2}+m_{B}^{2}+g \varphi_{a}\left(x_{2}\right)\right) \theta\left(t_{2}-t_{1}\right) \\
& \quad \times\left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right) \varphi_{B}\left(x_{2}\right) \varphi_{A}\left(x_{1}\right) . \tag{R5}
\end{align*}
$$

The expression (R5) is then seen to be zero by realizing that

$$
\begin{align*}
& \left(\square_{1}+m_{A}^{2}+g \varphi_{a}\left(x_{1}\right)\right) \varphi_{B}\left(x_{2}\right) \varphi_{A}\left(x_{1}\right) \\
& \quad=g\left[\varphi_{a}\left(x_{1}\right), \varphi_{B}\left(x_{2}\right)\right] \varphi_{A}\left(x_{1}\right), \quad \text { etc. } \tag{R6}
\end{align*}
$$

followed by the application of (R4).
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Generalized self-duality type relations for gauge fields in higher-dimensional spaces are discussed from the point of view of orbits, strata, and stability groups. It is explained how to obtain them as integrability conditions for first-order gauge-invariant linear differential equations.

PACS numbers: 11.15. - q, 02.30.Hq

## 1. INTRODUCTION

In a recent article, ${ }^{1}$ we have started to study the generalization of the usual self-dual (or anti-self-dual) relations in four dimensions to gauge theories in dimension $d$ higher than four. In that article, we asked the question of how to generalize the Belavin and Zakharov equations ${ }^{2}$ whose integration conditions are precisely the duality relations for the gauge fields in four dimensions. We present here in Sec. 3 a solution to this problem after a somewhat more global presentation of the duality equations given in Sec. 2. As we already showed, the dimension $d=8$ possesses very specific properties. We will exhibit this case with more detail in Sec. 4. Our conclusions are drawn in Sec. 5.

## 2. SELF-DUALITY IN HIGHER DIMENSIONS

We start with the potentials $A_{\mu}$ of a gauge theory in dimension $d$, and for an arbitrary gauge group. The equations of motion for the gauge fields $F_{\mu \nu}$ derived from the covariant derivatives $D_{\mu}$

$$
\begin{align*}
& D_{\mu}=\partial_{\mu}+A_{\mu}  \tag{2.1}\\
& F_{\mu \nu}=\left[D_{\mu}, D_{v}\right] \tag{2.2}
\end{align*}
$$

are

$$
\begin{equation*}
D_{\mu} F_{\mu \nu}=0 \tag{2.3}
\end{equation*}
$$

while the Bianchi identities are

$$
\begin{equation*}
D_{\mu} \wedge F_{\rho \sigma}=0 \tag{2.4}
\end{equation*}
$$

where $\wedge$ designates the full antisymmetrization of $\mu, \sigma$, and $\rho$.

It is obvious that, if $F$ satisfies the linear relations

$$
\begin{equation*}
\lambda F_{\mu v}=T_{\mu v \rho \sigma} F_{\rho \sigma} \tag{2.5}
\end{equation*}
$$

where $T$ is an arbitrary completely antisymmetric constant tensor, the equations of motion (2.3) are satisfied in virtue of the identities (2.4), provided $T$ and $\lambda$ are nonzero. While (2.3) are second-order equations for the potentials $A$, the "secular" relations (2.5) are simpler since only of first order in derivatives though still nonlinear.

The secular Eq. (2.5) has many interesting properties, some of which we now outline. First, for $T$ fixed (2.5) can be considered as an eigenvalue equation for the $d(d-1) / 2$ vectors $F$ with the symmetric $d(d-1) / 2 * d(d-1) / 2$ matrix $T$ (lines being indexed by $\mu, v$ and columns by $\rho, \sigma$ ). The matrix
$T$ has zero trace

$$
\begin{equation*}
\operatorname{Tr} T=T_{\mu \nu \mu v}=0 \tag{2.6}
\end{equation*}
$$

Hence, there are $d(d-1) / 2$ eigenvalues and their sum is zero. Distinct eigenvalues correspond to orthogonal subspaces of the $F$ space. The relevant metric is

$$
\begin{equation*}
F^{(1)} F^{(2)}=F_{\mu \nu}^{(1)} F_{\mu \nu}^{(2)} . \tag{2.7}
\end{equation*}
$$

On the other hand, the $\mathrm{SO}(d)$ space group acts on the $F$ as the $d(d-1) / 2$ dimensional adjoint representation, irreducible except for $d=4$, where

$$
\begin{equation*}
6=(3,1)+(1,3) \tag{2.8}
\end{equation*}
$$

under the $\mathrm{SU}(2) * \operatorname{SU}(2) / Z(2)$ decomposition of $\mathrm{SO}(4)$. Under these transformations, $T$ behaves as a $C_{4}^{d}$ dimensional repesentation irreducible except for $d=8$, where

$$
\begin{equation*}
70=35_{s}+35_{a} \tag{2.9}
\end{equation*}
$$

a $\mathrm{SO}(8)$ self-dual and anti-self-dual decomposition; see (2.16).
Since $T$ is a fixed vector, it has a little group or stability group $L$, i.e., the group of those transformations of $\mathrm{SO}(d)$ which leave $T$ unchanged

$$
\begin{equation*}
L \subset(\mathrm{SO}(d) \tag{2.10}
\end{equation*}
$$

For $h \in L$

$$
\begin{equation*}
T=h T \tag{2.11}
\end{equation*}
$$

For any $s \in \operatorname{SO}(d)$, if

$$
\begin{equation*}
\widetilde{T}=s T \tag{2.12}
\end{equation*}
$$

the stability group $\widetilde{L}$ of $\widetilde{T}$, the transform of $T$ under $s$, is conjugated (and hence isomorphic) to $L$ with

$$
\begin{equation*}
\tilde{h}=s h s^{-1} \tag{2.13}
\end{equation*}
$$

When $T$ and $\widetilde{T}$ are related by $(2.12)$ they are said to be on the same orbit. Two $T$ not on the same orbit can also have isomorphic stability groups (for example: $T$ and $\alpha T$ for any constant $\alpha$ different from zero). They are then said to be on the same stratum. The strata are thus the unions of the orbits with isomorphic stability groups. [The uninteresting vector $T=0$ is a stratum on its own, its stability group being the full $\mathrm{SO}(d)$.]

Before applying these remarks to the secular Eq. (2.5), let us still note that the $T$ space can be split completely into disjoint orbits and disjoint strata and that to any $T$ there corresponds a stability group. Conversely we have not
proved that any given subgroup $L$ of $S O(d)$ is automatically the stability group of some vector $T$. Given $L$, the simplest way to see if a $T$ exists is to look if the decomposition of the $C_{4}^{d}$ dimensional antisymmetric representation of $\mathrm{SO}(d)$ contains one or more singlets for the subgroup.

If we apply the transformations of $L$ on (2.5) we see that $F$ and $h F$ correspond to the same eigenvalue. Hence, the orbits of $F$ under $h$ lead to vectors of the same eigenvalue $\lambda$ subspace.

The number of different eigenvalues in (2.5) will clearly tend to be smaller if the stability group is larger and decomposes $F$ in fewer pieces. This stresses the interest of trying to find $T$ with maximal subgroups of $\mathrm{SO}(d)$ as stability groups.

Let us now briefly recall the application of these ideas to the cases $d=4$ and $d=8$ but refer to our first paper for details.

## The SO(4) case

There exists only one allowed $T$ tensor (up to a multiplicative constant $\alpha$ )

$$
\begin{equation*}
T_{\mu \nu \rho \sigma}=\frac{1}{2} \epsilon_{\mu \nu \rho \sigma} . \tag{2.14}
\end{equation*}
$$

Its stability group is $\mathrm{SO}(4)$ itself. The orbit has only one point and the stratum is given by $\alpha T$. No true $\mathrm{SO}(4)$ subgroup is the stability group of a $T$.

Under SO(4), as already explained (2.8), the 6-dimensional space $F$ splits into $3+3$, corresponding to the eigenvalues +1 and -1 of $T$ and the usual self-dual and anti-self-dual decomposition. In this case, $\mathrm{SO}(4)$ self-duality coincides with the secular equation. This is not true for $d>4$, where the generalized self-duality for the gauge fields $F$, i.e., the secular equation, is not identical, obviously, to $\mathrm{SO}(d)$ duality which relates an $n$-index ( $n<d$ ) antisymmetric tensor with a $(d-n)$-index antisymmetric tensor.

## The SO(8) case (see Appendix)

As is well known $\mathrm{SO}(8)$ contains $\mathrm{SO}(7)$ locally in two distinct ways. Here we are interested in the $\widetilde{\mathrm{SO}}(7)$ embedding, where $\mathrm{SO}(8)$ contains the covering group of $\mathrm{SO}(7)$. The eight-dimensional vector of $\mathrm{SO}(8)$ is the spinor repesentation of $\widetilde{\mathrm{SO}}(7)$. Moreover the decompositions are as follows (2.9):

$$
\begin{align*}
& A 8 \rightarrow 8,  \tag{2.15a}\\
& T_{a} 35 \rightarrow 35,  \tag{2.15b}\\
& T_{s} 35 \rightarrow 1+7+27,  \tag{2.15c}\\
& F 28 \rightarrow 7+21 . \tag{2.15~d}
\end{align*}
$$

We see that the self-dual part of $T(2.15 \mathrm{c})$,

$$
\begin{equation*}
T_{\mu \nu \rho \sigma}=\frac{1}{24} \epsilon_{\mu \nu \rho \sigma \alpha \beta \gamma \delta} T_{\alpha \beta \gamma \delta} \tag{2.16}
\end{equation*}
$$

contains a singlet. This $T$ has $\overleftarrow{\mathrm{SO}}(7)$ as stability group. There are two orbits for $F$, one seven dimensional, the other 21 dimensional (strata are obtained by simple scale multiplication) with two corresponding eigenvalues of (2.5), namely $\lambda$ and $\lambda_{21}$. Since the trace of the $T$ matrix is zero (2.6)

$$
\begin{equation*}
7 \lambda_{7}+21 \lambda_{21}=0 \tag{2.17}
\end{equation*}
$$

which shows that

$$
\begin{equation*}
\lambda_{7}=-3 \tag{2.18}
\end{equation*}
$$

and

$$
\lambda_{21}=1
$$

by suitably normalizing $T$.

## 3. LINEAR DIFFERENTIAL EQUATIONS. INTEGRABILITY CONDITIONS

Let us now show how to obtain, in general, first-order gauge-invariant conditions whose integrability conditions are the generalized self-dual relations. Consider $G_{\mu \nu}$ a general antisymmetric tensor spanning the space of all the eigenvalues of (2.5) except one, say $\lambda$. The linear differential equations for $G$

$$
\begin{equation*}
D_{\mu} G_{\mu \nu}=0 \tag{3.1}
\end{equation*}
$$

imply, as integrability condition for all $G$, that $F$ belongs to the space corresponding to the eigenvalue $\lambda$ of (2.5). Indeed (3.1) imply

$$
\begin{equation*}
D_{\nu} D_{\mu} G_{\mu \nu}=\frac{1}{2} F_{\nu \mu} G_{\mu \nu}=0 \tag{3.2}
\end{equation*}
$$

Making the gauge indices more explicit, (3.2) is equivalent to

$$
\begin{equation*}
F_{\mu \nu}^{a} \lambda_{\alpha \beta}^{a} G_{\mu \nu}^{\beta}=0, \tag{3.3}
\end{equation*}
$$

where the $\lambda$ 's are the generators of the gauge group for the representation acting on $G$. Multiplying (3.3) by an arbitrary vector $c$ and defining

$$
\begin{equation*}
\rho_{\mu \nu}^{a}=c^{\alpha} \lambda_{\alpha \beta}^{a} G_{\mu v}^{\beta}, \tag{3.4}
\end{equation*}
$$

one sees that, when $G$ and $c$ vary arbitrarily, $\rho$ ranges over the adjoint representation. Since $F$ has to be orthogonal to the space spanned by $\rho$,

$$
\begin{equation*}
F_{\mu \nu}^{a} \rho_{\mu \nu}^{a}=0 \tag{3.5}
\end{equation*}
$$

it has to belong, for every $a$, to the space of the missing eigenvalue $\lambda$.

Equations (3.2) are the integration conditions of (3.1).
Let us apply this first to the four-dimensional case and defer the eight-dimensional case to the next section. Let

$$
\begin{equation*}
G_{\mu v}=\eta_{\mu \nu}^{a} g^{a}\left(\text { or } \eta_{\mu \nu}^{\prime a} g^{\prime a}\right), \tag{3.6}
\end{equation*}
$$

where $\eta_{\mu \nu}^{a}(a=1,2,3)$ are the self-dual (and $\eta_{\mu \nu}^{\prime a}$ the anti-selfdual) projectors.

$$
\begin{align*}
& \eta_{\mu \nu}^{a}=\epsilon_{0 a \mu v}+\delta_{0 \mu} \delta_{a v}-\delta_{0 v} \delta_{a \mu}  \tag{3.7}\\
& \eta_{\mu \nu}^{\prime a}=\epsilon_{0 a \mu v}-\left(\delta_{0 \mu} \delta_{a v}-\delta_{0 v} \delta_{a \mu}\right) \tag{3.8}
\end{align*}
$$

They satisfy, see (2.14)

$$
\begin{align*}
& T_{\mu \nu \rho \sigma} \eta_{\rho \sigma}^{a}=\eta_{\mu \nu}^{a}  \tag{3.9}\\
& T_{\mu \nu \rho \sigma} \eta_{\rho \sigma}^{\prime a}=-\eta_{\mu \nu}^{\prime a}  \tag{3.10}\\
& \eta_{\mu \nu}^{\prime \alpha} \eta_{\mu \nu}^{b}=0, \tag{3.11}
\end{align*}
$$

i.e., $\eta$ belongs to the (3.1) space and $\eta^{\prime}$ to the (1.3) space. The linear gauge-invariant differential Eqs. (3.1) with (3.6) imply

$$
\begin{equation*}
F_{\mu \nu} \eta_{\mu \nu}^{a} g^{a}=0\left(\text { or } F_{\mu \nu} \eta_{\mu \nu}^{\prime a} g^{\prime a}=0\right) \tag{3.12}
\end{equation*}
$$

which shows in virtue of $(3.10)$ that $F$ is of the form

$$
\begin{equation*}
F_{\mu \nu}=\eta_{\mu \nu}^{\prime a} F^{a} \quad\left(\text { or } F_{\mu v}=\eta_{\mu v}^{a} F^{a}\right) \tag{3.13}
\end{equation*}
$$

In this simple case since the space (3.1) [or (1,3)] can be spanned by squaring the two-dimensional spinors $(2,1)$ [or $(1,2)]$

$$
\begin{equation*}
(2,1) \times(2,1)=(1,1)+(3,1) \tag{3.14}
\end{equation*}
$$

and taking the symmetric part. One can write the $2 \times 2$ matrix

$$
\begin{equation*}
D=D_{0}+i \sigma_{a} D_{a} \tag{3.15}
\end{equation*}
$$

and take as differential equation ${ }^{2}$

$$
\begin{equation*}
D \Psi=0 \quad\left(\text { or } D^{t} \Psi^{\prime}=0\right) \tag{3.16}
\end{equation*}
$$

where the spinor $\Psi$ (or $\Psi^{\prime}$ ) has to be taken of the form

$$
\begin{equation*}
\Psi=\chi(x) \Pi \tag{3.17}
\end{equation*}
$$

proportional to a constant but arbitrary spinor $\Pi$. The connection with our general approach is obtained by considering the $2 \times 2$ matrices

$$
\begin{equation*}
G=\Psi * \Pi^{t}\left(i \sigma_{2}\right) \tag{3.18}
\end{equation*}
$$

(and analogously for $G^{\prime}$ ) which span the (3,1) space [or (1,3)]. We also see here the requirement of constant $\Pi$ since (3.16) then implies

$$
\begin{equation*}
D G=0\left(\text { or } D^{t} G^{\prime}=0\right) \tag{3.19}
\end{equation*}
$$

the same equation as (3.1) with (3.6), except for notation.

## 4. LINEAR EQUATION IN THE SO(8) CASE. $\widetilde{\text { SO}(7) ~}$ EMBEDDING

Since the eight-dimensional case has very important properties we now present it with more details.

We first present the general case using the results and notation of Appendix $A$, for the $\Lambda_{\mu \nu}^{A}$ and $M_{\mu \nu}^{A B}(A, B=1, \ldots, 7$; $\mu, v=1, \ldots, 8) 7$ - and 21-dimensional solutions of the secular equations.

The linear differential equations can be written
(Case I) $D_{\mu} \boldsymbol{\Lambda}_{\mu \nu}^{A} \Psi^{A}=0$,
(Case II) $D_{\mu} M_{\mu \nu}^{A B} \Psi^{A B}=0$.
In the first case $\Psi^{4}$ span the seven-dimensional (eigenvalue -3 ) space and in the second case $\Psi^{A B}=-\Psi^{B A}$ the 21dimensional (eigenvalue +1 ) space. In the first case (4.1) implies
(Case I) $F_{\mu \nu}=M_{\mu \nu}^{A B} F^{A B}$,
while in the second case (4.2) implies
(Case II) $F_{\mu \nu}=\Lambda_{\mu \nu}^{A} F^{A}$
so that $F$ is restricted to belong to the 21- (first case) or 7 dimensional space (second case). Equations (A.1)-(A.12) of the Appendix justify these results.

## 5. CONCLUSIONS

In this paper we have shown the relevance of the stability groups of the $T_{\mu \nu \rho \sigma}$ tensor which generalizes the fourdimensional $\epsilon_{\mu v \rho \sigma}$, and of the decomposition into orbits and strata of the spaces of antisymmetric tensors with two and four indices for the discussion of the generalized self-dual relations for the gauge fields in dimensions greater than four.

These general results have been made more explicit when $d=8$ and when $T$ is stable under an $\widetilde{\mathrm{SO}}(7)$ subgroup of $\mathrm{SO}(8)$, a particularly interesting case.

We have also shown how to obtain, in general, the selfduality relations as integration conditions for first-order gauge-invariant linear-differential equations, giving again the $d=8$ case explicitly.

These results will be used in a subsequent article ${ }^{3}$ to obtain spherically symmetric solutions for eight-dimensional gauge theories.
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## APPENDIX: $\widetilde{\text { SO}(7) ~ E M B E D D I N G ~ I N ~ S O(8) ~}$

In our first paper we have shown that the $\widetilde{\mathrm{SO}}(7)$ embedding in $\mathrm{SO}(8)$ leads to the set of seven democratic equations

$$
\begin{align*}
& F_{81}+F_{72}+F_{45}+F_{36}=0,  \tag{A1}\\
& F_{82}+F_{17}+F_{35}+F_{64}=0,  \tag{A2}\\
& F_{83}+F_{74}+F_{52}+F_{61}=0,  \tag{A3}\\
& F_{84}+F_{37}+F_{51}+F_{26}=0,  \tag{A4}\\
& F_{85}+F_{76}+F_{14}+F_{23}=0,  \tag{A5}\\
& F_{86}+F_{57}+F_{13}+F_{42}=0,  \tag{A6}\\
& F_{87}+F_{65}+F_{43}+F_{21}=0 . \tag{A7}
\end{align*}
$$

Corresponding to these seven equations it is convenient to define the seven (antisymmetric) $8 \times 8 \Lambda_{\mu \nu}^{A}$ matrices $(A=1, \ldots 7 ; \mu, v=1, \ldots, 8) .\left[\Lambda_{\mu \nu}^{A}\right.$ has elements +1 only for the indices appearing in Eqs. (A1)-(A7), - 1 by antisymmetry and 0 everywhere else]. These $\Lambda_{\mu \nu}^{A}$ are the Clebsch-Gordan coefficients of the $8 \times 8 \rightarrow 7$ product in $\widetilde{\mathrm{SO}}(7)$. Define then the 21 matrices $\left(M^{A B}=-M^{B A} ; A, B=1, \ldots, 7\right)$

$$
\begin{equation*}
M_{\mu \nu}^{A B}=-\frac{1}{4}\left(\Lambda_{\mu \sigma}^{A} \Lambda_{\sigma v}^{B}-\Lambda_{\mu \sigma}^{B} \Lambda_{\sigma v}^{A}\right) \tag{A8}
\end{equation*}
$$

generators of the $\widetilde{\mathrm{SO}}(7)$ transformations

$$
\begin{equation*}
\left[M^{A B}, M^{C D}\right]=\delta^{B C} M^{A D}+\delta^{A D} M^{B C}-\delta^{A C} M^{B D}-\delta^{B D} M^{A C} \tag{A9}
\end{equation*}
$$

and also Clebsch-Gordan coefficients of $8 \times 8 \rightarrow 21$.
They satisfy the properties

$$
\begin{align*}
& \Lambda_{\mu \nu}^{A} \Lambda_{\mu \nu}^{B}=8 \delta^{A B}  \tag{A10}\\
& M_{\mu \nu}^{A B} M_{\mu \nu}^{C D}=4\left(\delta^{A C} \delta^{B D}-\delta^{A D} \delta^{B C}\right),  \tag{A11}\\
& \Lambda_{\mu \nu}^{A} M_{\mu \nu}^{B C}=0  \tag{A12}\\
& T_{\mu \nu \rho \sigma} \Lambda_{\rho \sigma}^{A}=-3 \Lambda_{\mu \nu}^{A},  \tag{A13}\\
& T_{\mu \nu \rho \sigma} M_{\rho \sigma}^{A B}=M_{\mu \nu}^{A B} \tag{A14}
\end{align*}
$$

${ }^{1}$ E. Corrigan, C. Devchand, D. B. Fairlie, and J. Nuyts, "First order equations for gauge fields in spaces of dimensions greater than four," Nucl. Phys. B 214, 452 (1983).
${ }^{2}$ A. Belavin and V. Zakharov, Phys. Lett. B 73, 53 (1978).
${ }^{3}$ D. B. Fairlie and J. Nuyts, "Spherically symmetric solutions for gauge fields in eight dimensions" (to be published).
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## I. INTRODUCTION

Character expansion techniques have been widely utilized in both particle and nuclear physics. In the context of particle physics, they have been used to evaluate certain $\mathrm{U}(N)$ group integrals ${ }^{1,2}$ appearing in lattice gauge theories and the lattice version of the $\mathrm{U}(N) \times \mathrm{U}(N)$ sigma model, to investigate the role of internal symmetries in proton-antiproton annihilation, ${ }^{3}$ to study phase transitions in hadronic matter with internal symmetries, ${ }^{4}$ and to impose the colorlessness condition in the calculation of a quark-gluon gas. ${ }^{5}$ In the context of nuclear physics they have been used to calculate the partition function ${ }^{6}$ associated with a unitary ensemble ${ }^{7}$ of random scattering matrices in a statistical theory of nuclear reactions, and to calculate the density of levels of a spherical nucleus as a function of angular momentum. ${ }^{8}$

The purpose of this paper is to present a formula for the expansion of a product of arbitrary functions of the eigenvalues of the fundamental representation matrix of the $\mathrm{U}(N)$ group in terms of its characters, and to obtain a similar result for the $\mathrm{U}(N / M)$ supergroup. Previous results ${ }^{1,2,6}$ are shown to be special cases of the present general formulas.

In Sec. II the main result for the $\mathrm{U}(N)$ case is described. A number of examples for this case, which are potentially useful in physical applications, are explicitly worked out in Sec. III.

In Sec. IV, we investigate how similar results can be obtained for expansion in terms of $\mathrm{U}(N / M)$ supergroup characters and give some examples. Finally Sec. V contains a brief discussion of the results.

## II. U(M) CHARACTER EXPANSION

In the rest of this paper the notation $\operatorname{det}\left(A_{i j}\right)$ denotes the determinant of the matrix whose $i j$ th element is $A_{i j}$. The representations of the group $\mathrm{U}(N)$ are labeled by a partition into $N$ parts: $\left(n_{1}, n_{2}, \ldots, n_{N}\right)$, where $n_{1} \geqslant n_{2} \geqslant \ldots \geqslant n_{N} \geqslant 0$ (see Ref. $9)$. The character of the irreducible representation corresponding to the partition $\left(n_{1}, n_{2}, \ldots, n_{N}\right)$ is given by Weyl's formula ${ }^{10}$

$$
\begin{equation*}
\chi_{\left(n_{1}, n_{2}, \ldots, n_{v}\right)}(U)=\frac{\operatorname{det}\left(t_{i}^{n_{j}+N-j}\right)}{\Delta\left(t_{1}, \ldots, t_{N}\right)} \tag{2.1}
\end{equation*}
$$

where $t_{i}, i=1, \ldots, N$, are the eigenvalues of the group element $U$ in the fundamental representation, and $\Delta\left(t_{1}, t_{2}, \ldots, t_{N}\right)$ is the Vandermonde determinant in the arguments $t_{1}, \ldots, t_{N}$ :

$$
\begin{equation*}
\Delta\left(t_{1}, t_{2}, \ldots, t_{N}\right)=\operatorname{det}\left(t_{j}^{N-i}\right) . \tag{2.2}
\end{equation*}
$$

Equation (2.1) can be written as

$$
\begin{equation*}
\mathcal{X}_{\left(n_{1}, n_{2}, \ldots, n_{N}\right)}(U)=\operatorname{det}\left(h_{n_{i}+i-j}\right), \tag{2.3}
\end{equation*}
$$

where $h_{n}$ is the complete homogeneous symmetric function in the arguments $t_{1}, \ldots, t_{N}$ of degree $n$. One can write $h_{n}$ in terms of the group element $U$ as ${ }^{11}$

$$
\begin{equation*}
h_{n}=\frac{1}{2 \pi i} \oint_{C} \frac{d z}{z^{n+1}} \frac{1}{\operatorname{det}(1-z U)}, \tag{2.4}
\end{equation*}
$$

where $C$ is a contour around the origin in the complex plane.
Let us consider the following power series expansion:

$$
\begin{equation*}
G(x, t)=\sum_{n=0}^{\infty} A_{n}(x) t^{n}, \tag{2.5}
\end{equation*}
$$

where $A_{n}=0$ when $n<0$, and $A_{0}=1$, and the series (2.5) is convergent for $|t|=1$. Except for these restrictions the function $G(x, t)$ is completely arbitrary. Next, given $N$ different $t$ 's: $t_{1}, t_{2}, \ldots, t_{N}$, we calculate the expression

$$
\begin{align*}
& \Delta\left(t_{1}, \ldots, t_{N}\right)\left(\prod_{i=1}^{N} G\left(x, t_{i}\right)\right) \\
& \quad=\left[\prod_{i=1}^{N}\left(\sum_{m=0}^{\infty} A_{m}(x) t_{i}^{m}\right)\right] \operatorname{det}\left(t_{j}^{N-k}\right)  \tag{2.6}\\
& \quad=\operatorname{det}\left|f_{i}\left(t_{j}\right)\right|,
\end{align*}
$$

where the functions $f_{i}(t)$ are defined to be

$$
\begin{equation*}
f_{i}(t) \equiv \sum_{m=0}^{\infty} A_{m}(x) t^{m+N-i} \tag{2.7}
\end{equation*}
$$

Using the restriction stated above, one can rewrite Eq. (2.7) as

$$
\begin{equation*}
f_{i}(t)=\sum^{\infty} A_{k-N+i}(x) t^{k} \tag{2.8}
\end{equation*}
$$

Using Eq. (2.8) and by manipulating the properties of determinants, one can calculate ${ }^{12}$

$$
\begin{equation*}
\operatorname{det}\left|f_{i}\left(t_{j}\right)\right|=\sum_{l_{1}>l_{2}>\ldots>l_{n}>0}\left\{\operatorname{det}\left[A_{n_{j}+i-j}(x)\right]\right\}\left[\operatorname{det}\left(t_{i}^{t_{j}}\right)\right] . \tag{2.9}
\end{equation*}
$$

Defining $n_{i} \equiv l_{i}+i-N$, the sum above can be rewritten as

$$
\begin{align*}
\operatorname{det}\left|f_{i}\left(t_{j}\right)\right|= & \sum_{n_{1}>n_{2}>\ldots>n_{N}>0}\left\{\operatorname{det}\left[A_{n_{j}+i-j}(x)\right]\right\} \\
& \times\left[\operatorname{det}\left(t_{i}^{n_{j}+N-j}\right)\right] . \tag{2.10}
\end{align*}
$$

Finally putting together Eqs. (2.6) and (2.10) one obtains

$$
\begin{align*}
\left(\prod_{i=1}^{N} G\left(x, t_{i}\right)\right)= & \sum_{n_{1} \geqslant n_{2}>\ldots>n_{N} \geqslant 0}\left[\operatorname{det}\left(A_{n_{j}+i-j}\right)\right] \\
& \times\left(\frac{\operatorname{det}\left(t_{i}^{n_{j}+N-j}\right)}{\Delta\left(t_{1}, \ldots, t_{N}\right)}\right) \tag{2.11}
\end{align*}
$$

Equation (2.11) is valid for any set of $t_{i}$ 's. Taking $t_{i}, i=1, \ldots, N$, to be the eigenvalues of the fundamental representation matrix $U$ of $\mathrm{U}(N)$, and using Weyl's formula, Eq. (2.1), we get the following character expansion:

$$
\begin{align*}
\left(\prod_{i=1}^{N} G\left(x, t_{i}\right)\right)= & \sum_{n_{1}>n_{2}>\ldots>n_{N}>0}\left\{\operatorname{det}\left[A_{n_{j}+i-j}(x)\right]\right\} \\
& \times \chi_{\left(n_{1}, \ldots, n_{N}\right)}(U) \tag{2.12}
\end{align*}
$$

Note that the summation is over all irreducible representations of $\mathrm{U}(N)$.

## III. EXAMPLES FOR $U(M)$ CHARACTER EXPANSIONS

In the previous section, the generating function $G(x, t)$ was taken to be very general, only subject to certain restrictions. We not specify the form of $G(x, t)$ to obtain particular character expansions. Obviously the applicability of Eq. (2.12) is not limited to these examples. In this section $r$ denotes any representation $\left(n_{1}, n_{2}, \ldots, n_{N}\right)$ of $\mathrm{U}(N)$.

## A. Example 1

Let $G(x, t)=\exp (x t)$. Then $A_{n}=x^{n} / n!$ for $n \geqslant 0$ and $A_{n}=0$ for $n<0$. Using the fact that the matrix $U$ can always be diagonalized by a unitary transformation, Eq. (2.12) yields

$$
\begin{equation*}
\exp (x \operatorname{Tr} U)=\sum_{r} \alpha_{r}(x) \chi_{r}(U) \tag{3.1a}
\end{equation*}
$$

where

$$
\alpha_{r}(x)=\operatorname{det}\left(\frac{x^{n_{j}+i-j}}{\left(n_{j}+i-j\right)!}\right)=x^{n_{1}+n_{2}+\ldots+n_{N}}
$$

$$
\times\left|\begin{array}{cccc}
\frac{1}{n_{1}!} & \frac{1}{\left(n_{2}-1\right)!} & \frac{1}{\left(n_{3}-2\right)!} & \cdots  \tag{3.1b}\\
\frac{1}{\left(n_{1}+1\right)!} & \frac{1}{n_{2}!} & \frac{1}{\left(n_{3}-1\right)!} & \cdots \\
\frac{1}{\left(n_{1}+2\right)!} & \frac{1}{\left(n_{2}+1\right)!} & \frac{1}{n_{3}!} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right|
$$

The same results have been obtained in Refs. 1, 2, and 6 by explicit integration over the group manifold. Our result follows from Eq. (2.12) immediately.

## B. Example 2

Let $G(x, t)$ be the generating function for the Hermite polynomials ${ }^{13}$ :

$$
\begin{equation*}
G(x, t)=\exp \left(2 t x-t^{2}\right)=\sum_{n=0}^{\infty} \frac{H_{n}(x)}{n!} t^{n} \tag{3.2}
\end{equation*}
$$

Then $A_{n}=\left[H_{n}(x) / n!\right]$ for $n \geqslant 0$ and $A_{n}=0$ for $n<0$. Equation (2.12) gives

$$
\begin{equation*}
\exp \left(2 x \operatorname{Tr} U-\operatorname{Tr} U^{2}\right)=\sum_{r} \beta_{r}(x) \chi_{r}(U) \tag{3.3a}
\end{equation*}
$$

where
$\beta_{r}(x)$

$$
=\left|\begin{array}{ccc}
{\left[H_{n_{1}}(x) / n_{1}!\right]} & {\left[H_{n_{2}-1}(x) /\left(n_{2}-1\right)!\right]} & \cdots  \tag{3.3b}\\
{\left[H_{n_{1}+1}(x) /\left(n_{1}+1\right)!\right]} & {\left[H_{n_{2}}(x) / n_{2}!\right]} & \ldots \\
{\left[H_{n_{1}+2}(x) /\left(n_{1}+2\right)!\right]} & {\left[H_{n_{2}+1}(x) /\left(n_{2}+1\right)!\right]} & \ldots \\
\vdots & \vdots & \ddots
\end{array}\right|
$$

## IV. U( $N / M$ ) CHARACTER EXPANSION

The representation theory of the unitary supergroup $\mathrm{U}(N / M)$ has recently been investigated by many authors. ${ }^{11,14}$ In this paper we need only class I representations constructed from covariant bases. We denote a particular covariant class I representation of $\mathrm{U}(N / M)$ by $\left(n_{1}, n_{2}, \ldots\right)$, where $n_{i}$ is the number of boxes in the $i$ th row of the corresponding supertableau. ${ }^{11}$ The character of this representation is given by ${ }^{11}$

$$
\begin{equation*}
\chi_{\left(n_{1}, n_{2}, \ldots\right)}=\operatorname{det}\left(\bar{H}_{n_{i}+i-j}\right), \tag{4.1}
\end{equation*}
$$

where $\bar{H}_{n}$, the graded homogenous symmetric function of order $n$, can be written in terms of the group element $\mathscr{G}$ in the fundamental representation as ${ }^{11}$

$$
\begin{equation*}
\bar{H}_{n}(\mathscr{U})=\frac{1}{2 \pi i} \oint_{C} \frac{d z}{z^{n+1}} \frac{1}{\operatorname{Sdet}(1-z \mathscr{U})}, \tag{4.2}
\end{equation*}
$$

with $C$ being a contour around the origin. Note that Eqs. (4.1) and (4.2) are formally identical to Eqs. (2.3) and (2.4), except that the determinants (and traces) are replaced by superdeterminants (and supertraces).

We now go back to the $\mathrm{U}(N)$ case. Let us, for example, consider the character expansion given in Eq. (3.1). Instead of expanding in terms of characters, we can first expand $\exp (x \operatorname{Tr} U)$ in terms of powers of $\operatorname{Tr} U$, and then calculate $(\operatorname{Tr} U)^{n}$ in terms of characters, using the fact that $\chi_{(1,0, . .)}$ $=\operatorname{Tr} U$ and Eq. (2.3). Because the expansion (3.1) is linear in characters, the powers of $\operatorname{Tr} U$ should also be expressed as a linear combination of characters. Furthermore, since the irreducible characters of $\mathrm{U}(N)$ are linearly independent, such an expression is unique, and the final result is the same as Eq. (3.1). For illustration, a list of some lower powers of $\operatorname{Tr} U$ is given in Table I. As one can also see from this table, the term $(\operatorname{Tr} U)^{n}$ contains only the characters of the representations corresponding to Young tableaux with $n$ boxes, and conversely those characters are the only ones included in the expansion of $\operatorname{Tr}(U)^{n}$.

Suppose we want to expand $\exp (x \operatorname{Str} \mathscr{U})$ in terms of the characters of the supergroup $\mathrm{U}(N / M)$, Str $\mathscr{W}$ being the supertrace of the fundamental representation matrix $\mathscr{U}$. We again first expand $\exp (x \operatorname{Str} \mathscr{U})$, in terms of powers of $\operatorname{Str} \mathscr{U}$, and then calculate $(\operatorname{Str} \mathscr{U})^{n}$ in terms of characters of the supergroup, using the fact that $\chi_{(1,0, \ldots)}=\operatorname{Str} \mathscr{U}$ and Eq. (4.1). The expressions we get for the powers of $\operatorname{Str} \mathscr{U}$ are formally identical to those in Table I, except that the covariant characters of $\mathrm{U}(N / M)^{(11)}$ are substituted for the characters of $\mathrm{U}(N)$. One can then write the expansion

$$
\begin{equation*}
\exp (x \operatorname{Str} \mathscr{U})=\sum_{s} \alpha_{s}(x) \chi_{s}(\mathscr{W}) \tag{4.3a}
\end{equation*}
$$

where $\alpha_{s}(x)$ is the same as Eq. (3.1b):

TABLE I. A list of some lower powers of $\operatorname{Tr} U$ as a linear combination of characters.

$$
\begin{aligned}
& \operatorname{Tr} U=\chi_{(1,0,0, \ldots}, \\
& \operatorname{Tr} U^{2}=\chi_{(2,0, \ldots, \ldots)}+\chi_{(1,1,0, \ldots)} \\
& \operatorname{Tr} U^{3}=\chi_{(3,0, \ldots)}+\chi_{[2,1,0, \ldots)}+\chi_{(1,1,1,0, \ldots)} \\
& \left.\operatorname{Tr} U^{4}=\chi_{(4,0,0,}\right)+3 \chi_{(3,1,0, \ldots)}+\chi_{(2,1,1,0, \ldots)} \\
& +2 \chi_{(2,2,0,1}+\chi_{(1,1,1,1,1, \ldots, \ldots)}
\end{aligned}
$$

$$
\begin{equation*}
\alpha_{s}(x)=x^{n_{1}+n_{2}+\cdots} \operatorname{det}\left[1 /\left(n_{j}+i-j\right)!\right] . \tag{4.3b}
\end{equation*}
$$

In these formulas $s$ denotes any representation $\left(n_{1}, n_{2}, \ldots\right)$ of $\mathrm{U}(N / M)$ constructed from covariant bases only and the sum is over only such representations: contravariant and mixed representations do not enter.

Starting from Eq. (3.3), similar arguments lead to the expansion

$$
\begin{equation*}
\exp \left(2 x \operatorname{Str} \mathscr{U}-\operatorname{Str} \mathscr{U}^{2}\right)=\sum_{s} \beta_{s}(x) \chi_{s}(\mathscr{U}) \tag{4.4a}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{s}(x)=\operatorname{det}\left[H_{n_{i}+i-j}(x) /\left(n_{i}+i-j\right)!\right] . \tag{4.4b}
\end{equation*}
$$

The procedure to obtain expansions over the supergroup $\mathrm{U}(N / M)$ characters is now straightforward. One first writes down the corresponding expression for the $\mathrm{U}(N)$ case using Eq. (2.12). Such an expression should be expressed in terms of the invariants (traces, determinants, characters) of the $\mathrm{U}(N)$ group. To obtain the associated expression for the supergroup, one then simply replaces them by the invariants (supertraces, superdeterminants, characters) of the $\mathrm{U}(N / M)$ and limits the summation only to the covariant characters. This result follows from the fact that Eq. (2.12) is essentially a combinatorial relation.

## V. CONCLUSION

We have presented a formula to generate expansions over $\mathrm{U}(N)$ characters and described a procedure to obtain the corresponding $\mathrm{U}(N / M)$ supercharacter expansions starting from those of $\mathrm{U}(N)$. We have also worked out some examples for both cases. The coefficient of the character of a particular representation is the determinant of a given matrix, the dimension of which is equal to number of the rows in the corresponding (super)tableau. These coefficients cannot, in general, be put into a simpler form. Hence, in practice, our expansions might be difficult to use if one is interested in the coefficients of the characters corresponding to larger tableaux.

In studying systems with a particular symmetry one sometimes needs to calculate a specific quantity which transforms like a given representation of the symmetry group. However, in general, it is much easier first to compute the
quantities which are invariant under this group, expand them in terms of the characters, and then project out the desired component. Our formulas are potentially very useful for such applications. In addition, with suitable choices of the functions $G(x, t)$ and the group element $U$, one can write down new generating functions for other invariants such as dimensions and eigenvalues of Casimir operators. Furthermore, character expansions can be used to obtain various combinatorial identities.

The expansions in terms of $\mathrm{U}(N / M)$ characters we considered in this paper include only covariant characters. It would be interesting to have expansions containing characters of contravariant and mixed representations as well. Work along this direction is in progress.
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A canonical derivation of extended Lie superalgebras $a^{N}(p, q)$ right from the metric structure of the underlying "space-time" $E(p, q)$ is presented. The canonical method is that of Clifford algebras $C(p, q)$ and their representations theory. The results are tabularized.
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## INTRODUCTION

1. Recently a development of the supersymmetric theories in dimensions higher than four has increased an interest of physicists in algebraic properties of spinors ${ }^{1}$ and in supersymmetrization of quaternionic groups. ${ }^{2}$ In all these considerations the Clifford algebras are looked upon from " $\Gamma$-matrices point of view." Such a treatment is based on Witt's decomposition, which gives a complex representation of $\Gamma$ matrices only. The properties of these matrices as well as an eventual quaternionic structure are looked for among isomorphisms of real forms of the complex Lie algebras. This forces frequently separate considerations for each pseudoorthogonal metric.
2. One of the aims of the presented note is to derive, in a canonical way, the results of above papers and to compare them with Kac's classification of the Lie superalgebras. ${ }^{3}$
3. Most of the information on $\mathscr{C}(p, q)$ Clifford algebra representations is taken from Ref. 4 , and this is the content of the first section.
4. In the second section the main goal of the paper is achieved: the extended Lie superalgebras $a^{\mathrm{N}}(p, q)$ are constructed in a canonical way and natural conditions for the construction to be realized are found. The role played by spinors in extended superalgebras is made evident by the construction. Tabularized results are the form of comparing the method with what is already known about the subject. The construction is, at the same time, the way to understand the role of spinors in algebraic problems of supersymmetric theories in any dimension.

## I. SOME PRELIMINARY INFORMATION ON $\mathscr{C}(p, q)$ CLIFFORD ALGEBRAS REPRESENTATIONS ${ }^{4-8}$

1. Let $E(p, q)$ be $n=(p+q)$-dimensional, real vector space with the nondegenerate quadratic form:
$E(p, q) \ni v \rightarrow Q(v):=v_{1}^{2}+\cdots+v_{p}^{2}-v_{p+1}^{2}-\cdots-v_{p+q}^{2} \in R$, and let $\mathscr{C}(p, q)$ denote its universal Clifford algebra with $\mathscr{C}^{+}(p, q)$ being an even subalgebra of $\mathscr{C}(p, q)$. Due to universality of $\mathscr{C}(p, q)$ an orthogonal transformation

$$
E(p, q) \ni v \rightarrow-v \in E(p, q)
$$

is uniquely extended to an automorphism inducing a $Z_{2}$ gradation of $\mathscr{C}(p, q)=\mathscr{C}^{+}(p, q) \oplus \mathscr{C}^{-}(p, q)$ :

$$
\mathscr{C}^{ \pm}(p, q) \ni c \rightarrow \alpha(c)= \pm c \in \mathscr{C} \pm(p, q)
$$

and a map

$$
\operatorname{Pin}(p, q) \ni s \rightarrow \pi_{s} \in 0(p, q),
$$

where

$$
E(p, q) \ni v \rightarrow \pi_{s}(v):=s v \alpha\left(s^{-1}\right) \in E(p, q)
$$

provides us with corresponding twofold coverings of $\mathrm{O}(p, q)$ and $\mathrm{SO}(p, q)$ groups, i.e., the sequences

are exact.
The space of the fundamental representation of $\operatorname{Pin}(p, q)$ [or Spin $(p, q)]$ group is then that of irreducible representation of $\mathscr{C}(p, q)\left[\right.$ or $\left.\mathscr{C}^{+}(p, q)\right]$ algebra. Hence the construction of representation of twofold covering of $\mathrm{O}(p, q)$ [or $\mathrm{SO}(p, q)]$ group is achieved with the representation of $\mathscr{C}(p, q)$ [or $\left.\mathscr{C}^{+}(p, q)\right]$ algebra being given. For that purpose it is enough to consider $\mathscr{C}(p, q)$ Clifford algebras only as

$$
\begin{aligned}
& \mathscr{C}^{+}(p, q) \sim \mathscr{C}(p, q-1), \quad q \geqslant 1, \\
& \mathscr{C}(p, q) \sim \mathscr{C}^{+}(q, p), \\
& \mathscr{C}^{+}(p, 0) \sim \mathscr{C}^{+}(0, p),
\end{aligned}
$$

and, of course, not all signatures need to be taken into account as

$$
\mathscr{C}(p, q) \sim \mathscr{C}(p-4, q+4), \quad p \geqslant 4
$$

This isomorphism respects the $Z_{2}$ gradation of Clifford algebras. $\mathscr{C}(p, q)$ algebras are simple iff $p-q \neq 1(\bmod 4)$; otherwise, they are the direct sums of two two-sided ideals

$$
\mathscr{C}(p, q)=\mathscr{C}(p, q)_{2}^{1}(1+J) \oplus \mathscr{C}(p, q)_{2}^{1}(1-J)
$$

where $J=E_{1} \cdots E_{n}$ and $\left\{E_{i}\right\}_{1}^{n}$ is the canonical " $(p, q)$-orthonormal" basis of $E(p, q) \subset \mathscr{C}(p, q)$.

We know from Wedderburn's theorem ${ }^{7}$ that any semisimple algebra with unity is isomorphic to the algebra of endomorphisms of an uniquely determined module over $F=R, C$, or $H$ (quaternions). The representation module is an one-sided ideal of the algebra (we choose it to be left one). Clearly, an irreducible representation is obtained iff the ideal is minimal, i.e., iff it is generated by a primitive idempotent $e(p, q)^{8,4}[(\mathrm{~A} 1)]$,

$$
\mathscr{S}(p, q):=\mathscr{C}(p, q) e(p, q)
$$

This left-sided ideal $\mathscr{C}(p, q)$ is a right module over the associative division ring $F(p, q):=e(p, q) \mathscr{C}(p, q) e(p, q)$ according to

$$
\mathscr{S}(p, q) \times F(p, q) \ni(\psi, f) \rightarrow \psi f \in \mathscr{S}(p, q) .
$$

The modules $\mathscr{S}(p, q)$ and $\mathscr{S}^{\mathscr{S}}(p, q)$ (defined below) are called

TABLE I. $C(p, q)$.

pinor modules whence their elements-pinors.
The irreducible representation $\tau$ of $\mathscr{C}(p, q)$ algebra is now given by

$$
\begin{align*}
& \mathscr{C}(p, q) \ni c \rightarrow \tau_{c} \in \operatorname{End}(\mathscr{S}(p, q)),  \tag{I.1.1}\\
& \mathscr{S}(p, q) \ni \psi \rightarrow \tau_{c}(\psi):=c \psi \in \mathscr{S}(p, q),
\end{align*}
$$

and $\tau$ is faithful iff $p-q \neq 1(\bmod 4)$ while for $p-q=1$ $(\bmod 4)$ ker $\tau=\mathscr{C}(p, q) \frac{1}{2}(1+J)$ or $\mathscr{C}(p, q) \frac{1}{2}(1-J)$. In this second case a faithful but reducible representation of $\mathscr{C}(p, q)$ is defined by endomorphisms of the direct sum

$$
\begin{aligned}
\mathscr{S}^{f}(p, q): & =\mathscr{C}(p, q) e(p, q) \oplus \mathscr{C}(p, q) \alpha(e(p, q)) \\
& \equiv \mathscr{P}(p, q) \oplus \alpha(\mathscr{S}(p, q))
\end{aligned}
$$

of $\alpha$ conjugate ideals.
2. A representation of $\operatorname{Pin}(p, q)$ is induced by that of $\mathscr{C}(p, q)$, namely,
$\operatorname{Pin}(p, q) \ni s \rightarrow \tilde{\tau}_{s} \in \operatorname{Aut}(\mathscr{S}(p, q))$,
$\mathscr{S}(p, q) \ni \psi \rightarrow \tilde{\tau}_{s}(\psi):=s \psi \in \mathscr{S}(p, q)$.
One readily sees that

$$
\operatorname{ker} \tilde{\tau} \sim\left\{\begin{array}{lll}
1, & p-q \neq 1 & (\bmod 4) \\
Z_{2}, & p-q=1 & (\bmod 4)
\end{array}\right.
$$

In the case of $\mathscr{C}(p, q)$ being not simple ( $\tilde{\tau}$ not faithful), one can introduce faithful (though reducible) representation induced on $\mathscr{S}^{f}(p, q)$.
3. We now proceed to construct a representation of Spin $(p, q)$ on the space of representation of $\mathscr{C}(p, q-1)$ using an isomorphism

$$
\mathrm{h}: \mathscr{C}^{+}(p, q) \rightarrow \mathscr{C}(p, q-1)
$$

which is explicitly given in (A2). The irreducible representation

$$
\tau: \mathscr{C}(p, q-1) \rightarrow \operatorname{End}(\mathscr{P}(p, q-1))
$$

induces a representation $\tilde{\tau}$ of $\operatorname{Spin}(p, q)$ group in $\operatorname{Aut}(\mathscr{S}(p, q-1))$ :

$$
\begin{aligned}
& \operatorname{Spin}(p, q) \ni s \rightarrow \tilde{\tau}_{s} \in \operatorname{Aut}(\mathscr{S}(p, q-1)) \\
& \mathscr{S}(p, q-1) \ni \psi \rightarrow \tilde{\tau}_{s}(\psi):=h(s) \psi \in \mathscr{S}(p, q-1)
\end{aligned}
$$

$\tilde{\tau}$ being also irreducible.
Note: The case of $q=0$ could also be included due to the isomorphism $\operatorname{Spin}(p, 0) \sim \operatorname{Spin}(0, p)$.

With the irreducible representation $\tilde{\tau}$ of $\operatorname{Spin}(p, q)$ being now given, one finds for its kernel, depending on $(p, q)$ signature, the following:
$\operatorname{ker} \tilde{\tau} \sim \begin{cases}1, & p-q \neq 0(\bmod 4) \\ \mathrm{USp}(2), & (p-q)=(0,4),(4,0) \\ \operatorname{Sp}(2, R), & (p, q)=(2,2) \\ Z_{2}, & \text { otherwise } .\end{cases}$

Note: The kernels for $p+q=4$ are "that big" as a consequence of self-duality of $\mathscr{C}^{(2)}(p, q)$ subspace of bivectors which generate the Lie algebra of $\mathrm{SO}(p, q)$ (this only happens for $p+q=4$ ). The Lie algebras of ker $\tilde{\tau}$ are generated by either self-dual or anti-self-dual bivectors.

The faithful representation of $\operatorname{Spin}(p, q), p-q=0(\bmod$ $4)$, is that induced by the faithful representation of $\mathscr{C}(p, q-1)$ with the representation module $\mathscr{S}^{f}(p, q-1)$. The modules of irreducible representations of spin groups are called spinor modules, whence their elements-spinors.

Note: In the important case of $\operatorname{Spin}(4,0)$, the two component quaternionic spinor decomposes into a sum of chiral and antichiral parts, both carrying the representation of $\mathrm{USp}(2)$ group. This is, however, not true for four-dimensional Euclidean pinors as the $S(4,0)$ pinor space does not decompose into two chiral subspaces because of noncommutativity of chiral projectors with reflections.
4. Matrix representations of $C(p, q)$ are provided by Table $\mathrm{I},{ }^{4,5}$ which we include for completeness.
5. Let $\beta_{ \pm}$denote the antiautomorphisms of $\mathscr{C}(p, q)$ uniquely extended, due to universality, from $E(p, q)$, where they are defined by

$$
E(p, q) \ni v \rightarrow \beta_{ \pm}(v):= \pm v \in E(p, q)
$$

In the following we are going to use these canonical antiautomorphisms $\beta\left(\equiv \beta_{ \pm}\right.$) for a construction of $F(p, q)$ valued semilinear forms on $\mathscr{S}(p, q)$ as well as spinor conjugations, i.e., certain transformations of $\mathscr{S}(p, q)$ module onto $\mathscr{S}(p, q)_{R}$ module (right ideal). ${ }^{4.5}$ The construction relies on the existence of an invertible element $\omega_{ \pm} \in \mathscr{C}(p, q)$, satisfying

$$
\begin{equation*}
\omega_{ \pm} \beta_{ \pm}(e(p, q)) \omega_{ \pm}^{-1}=e(p, q) \tag{I.5.1}
\end{equation*}
$$

If $\mathscr{C}(p, q)$ is simple, then $\omega_{ \pm}$'s always exist and could be found among canonical basis elements. In this case we have then transformations

$$
\begin{equation*}
\mathscr{S}(p, q) \ni \psi \rightarrow \psi^{( \pm)}:=\omega_{ \pm} \beta_{ \pm}(\psi) \in \mathscr{S}^{( \pm)}(p, q) \tag{I.5.2}
\end{equation*}
$$

transforming the left ideal into the right one [(s)pinor conjugations]. The transformations under consideration yield involutive anti-automorphisms of $F(p, q)$ :

$$
\begin{equation*}
F(p, q) \ni f \rightarrow \omega_{ \pm} \beta_{ \pm}(f) \omega_{ \pm}^{-1}=: f^{( \pm)} \in F(p, q) \tag{I.5.3}
\end{equation*}
$$

and the maps $\theta_{ \pm}$
$\mathscr{S}(p, q) \times \mathscr{S}(p, q) \ni\left(\psi, \psi^{\prime}\right) \rightarrow \Theta_{ \pm}\left(\psi, \psi^{\prime}\right):=\psi^{\prime \pm} \psi^{\prime} \in F(p, q)$, define two (different in general) semilinear forms.
6. Consider now the case of $\mathscr{C}(p, q)$ being not simple. Let $P_{ \pm}$be central projectors onto respective two-sided ideals of $\mathscr{C}(p, q)$, i.e.,

$$
P_{ \pm}=\frac{1}{2}(1 \pm J) ;
$$

there exists such $\beta$ 's (either $\beta_{+}$or $\beta_{-}$) that

$$
\beta\left(P_{ \pm}\right)=P_{ \pm}
$$

and for the second antiautomorphism, which is $\alpha \circ \beta$, we have

$$
(\alpha \circ \beta)\left(P_{ \pm}\right)=P_{\mp} .
$$

For the $\beta$ anti-automorphism there exists $\omega \in \mathscr{C}(p, q)$ satisfying (I.5.1) so that one can extend the spinor conjugation onto $\mathscr{S}^{f}(p, q)$ according to

$$
\begin{aligned}
\mathscr{S P}^{f}(p, q) \ni \psi & \rightarrow \omega \beta\left(P_{+} \psi+P_{-} \psi\right) \\
& =\omega \beta\left(P_{+} \psi\right) P_{+}+\omega \beta\left(P_{-} \psi\right) P_{-} \in \mathscr{S}^{f}(p, q)_{R}
\end{aligned}
$$

The above conjugation respects the direct sum structure of $\mathscr{S}^{f}(p, q)$, and the form on $\mathscr{S}^{f}$ is the sum of the corresponding forms on subspaces of $\mathscr{S}^{f}$. For $\alpha \circ \beta$, the spinor conjugation

$$
\begin{aligned}
& \mathscr{S}^{f}(p, q) \ni \psi \rightarrow \omega(\alpha \circ \beta)\left(P_{\ldots} \psi\right) P_{+} \\
&+\omega(\alpha \circ \beta)\left(P_{+} \psi\right) P_{-} \in \mathscr{S}^{f}(p, q)_{R}
\end{aligned}
$$

is no more $Z_{2}$-graded transformation. Nevertheless, a semilinear form on $\mathscr{S}^{f}(p, q)$ may be also introduced.
7. Consider now the $\theta_{ \pm}$form preserving groups

$$
G_{ \pm}(p, q)=\left\{g \in \mathscr{C}^{*}(p, q) ; \theta_{ \pm}\left(\psi, \psi^{\prime}\right)=\theta_{ \pm}\left(g \psi, g \psi^{\prime}\right)\right\}
$$

where $\mathscr{C} *(p, q)$ denotes the group of all invertible elements from $\mathscr{C}(p, q)$. These groups are described in Refs. 4 and 5. One can prove that $G_{ \pm}(p, q)$ groups are the only form-preserving groups (that is to say, "metric") which contain the connected component of identity of $\operatorname{Spin}(p, q)$ group; hence $G_{+}(p, q) \cap G_{-}(p, q)$ group is the minimal "metric" one that does so.

Note, also, that if we consider the image of the connected component of identity of $\operatorname{Spin}(p, q)$ in the $\mathscr{C}(p, q-1)$ by the isomorphism $h$ [(A2)], then it is contained only in $G_{-}(p, q-1)$ group.
8. The forms $\theta_{ \pm}$have the definite symmetry with respect to the field conjugations (I.5.3)

$$
\begin{aligned}
\left.\left(\theta_{ \pm}\left(\psi, \psi^{\prime}\right)\right)^{ \pm} \pm\right) & =\omega_{ \pm} \beta_{ \pm}\left(\omega_{ \pm} \beta_{ \pm}(\psi) \psi^{\prime}\right) \omega_{ \pm}^{-1} \\
& =\theta_{ \pm}\left(\psi^{\prime}, \psi\right) \beta_{ \pm}\left(\omega_{ \pm}\right) \omega_{ \pm}^{-1} \\
& =: \theta_{ \pm}\left(\psi^{\prime}, \psi\right) \operatorname{sgn}\left(\omega_{ \pm}\right) .
\end{aligned}
$$

In the cases of nontrivial ( $\neq$ identity) field conjugations it is always possible to redefine the (s)pinor conjugation (I.5.2) by composing it with the left multiplication by some nonzero $F(p, q)$ element [imaginary in a sense of (I.5.3)], thus obtaining a form with the opposite symmetry. The groups $G_{ \pm}(p, q)$ remain unchanged. It is therefore natural and sufficient to consider only a class of conjugations yielding the $\theta_{ \pm}$forms with fixed symmetry. We choose the class generating antisymmetric forms, and only this class will be used later on. This enables us to define the symbol
$\epsilon_{ \pm}:= \begin{cases}-1, \theta_{ \pm} \text {is antisymmetric w.r.t. (I.5.3), } \\ +1, \theta_{ \pm} & \text {is symmetric w.r.t. (I.5.3), }\end{cases}$ which depend on the signature $(p, q)$ only. Note that the value +1 is possible if field conjugation is trivial.
9. Exactness of the representation (I.1.1) leads to the following decomposition of Clifford algebra:
$\mathscr{C}(p, q)=\mathscr{S}^{f}(p, q) \mathscr{S}^{f( \pm)}(p, q)=\mathscr{S}^{f}(p, q) F(p, q) \mathscr{S}^{f( \pm)}(p, q)$,
thus for arbitrary element we can write

$$
\begin{equation*}
\mathscr{C}(p, q) \ni c=u_{\alpha} c^{\alpha \beta} u_{\beta}^{( \pm)}, c^{\alpha \beta} \in F(p, q) \tag{I.9.1}
\end{equation*}
$$

$\left\{u_{\alpha}\right\}$ and $\left\{u_{\alpha}^{i \pm}\right\}$ are the bases of $\mathscr{S}^{f}(p, q)$ and $\mathscr{S}^{f}\left( \pm{ }^{\prime}(p, q)\right.$, respectively; $1 \leqslant \alpha, \beta \leqslant \operatorname{dim}_{F} \mathscr{J}^{f}(p, q)$. On the other hand,

$$
\mathscr{C}(p, q) \ni c=z^{t} E_{J}
$$

with $z^{J} \in R$ and $\left\{E_{J}\right\}$ being the canonical basis of $\mathscr{C}(p, q)$. For $z^{J}$ as a function of spin tensor (I.9.1), one easily obtains

$$
z^{J}=\left(\frac{1}{m}\right) \operatorname{Re}\left(c^{\alpha \beta} E_{J \beta \alpha}^{-1}\right)
$$

with $m=\operatorname{dim}_{F} \mathscr{J}^{f}(p, q)$, and for spin tensor being simple, i.e., $c=\psi \phi^{( \pm)}$one has

$$
\begin{equation*}
\left(\psi \phi^{( \pm 1}\right)^{J}=\left(\frac{1}{m}\right) \operatorname{Re}\left[\theta_{ \pm}\left(\phi, E_{J}^{-1} \psi\right)\right]=: z^{J}(\psi, \phi) \tag{I.9.2}
\end{equation*}
$$

Note also that for simple spin tensor we have

$$
\begin{equation*}
\beta_{ \pm}\left(\psi \phi^{\prime \pm \eta}\right)=\epsilon_{ \pm} \phi \psi^{\prime \pm)} \tag{I.9.3}
\end{equation*}
$$

in accordance with subsection I.8.

## II. DERIVATION OF CANNONICAL LIE/ SUPERALGEBRAS

Now we come over to the main subject of this paper; i.e., we are going to construct a class of Lie superalgebras cannonically derived from $E(p, q)$ and its Clifford algebra $\mathscr{C}(p, q)$.

Since now on $\mathscr{S}(p, q)$ denotes the module of faithful representation.

1. Consider a naturally $Z_{2}$-graded vector space
$V=\{F(p, q) \oplus \mathscr{C}(p, q)\} \oplus\left\{\mathscr{S}(p, q) \oplus \mathscr{S}^{\prime} \pm(p, q)\right\}=: V_{0} \oplus V_{1}$.
$V$ is not a $Z_{2}$-graded algebra under Clifford algebra multiplication; however, it could be made to be so after vector space isomorphism identification of $V$ with $\mathscr{S} \mathscr{C}(p, q)$, which is the algebra of $2 \times 2$ matrices with Clifford algebra entries and of the form

$$
\begin{align*}
\mathscr{S} \mathscr{C}(p, q):= & \left\{\hat{f}+\hat{c}+\hat{\psi}\left(\psi_{1}, \psi_{2}\right):\right. \\
& =f \otimes I_{0}+c \otimes I_{2}+\psi_{1} \otimes I_{1}+\psi_{2}^{( \pm)} \otimes I_{3} ; \\
& f \in F(p, q), c \in \mathscr{C}(p, q), \psi_{1} \in \mathscr{S}(p, q), \\
& \left.\psi_{2}^{( \pm} \in \mathscr{\mathscr { P }}{ }^{\prime}(p, q)\right\}, \tag{II.1.1}
\end{align*}
$$

where $I_{0}=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right), I_{1}=\left(\begin{array}{ll}0 & 0 \\ 10\end{array}\right), I_{2}=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right), I_{3}=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$. The $Z_{2}$ grading is provided by

$$
\begin{align*}
\mathscr{S} \mathscr{C}(p, q)= & \mathscr{S} \mathscr{C}_{(0)}(p, q) \oplus \mathscr{S}_{\mathscr{C}_{(1)}}(p, q) \\
:= & \left\{\left(F(p, q) \otimes I_{0}\right) \oplus\left(\mathscr{C}(p, q) \otimes I_{2}\right)\right\} \\
& \left.\oplus\left\{\left(\mathscr{S}(p, q) \otimes I_{1}\right) \oplus\left(\mathscr{S}^{\prime} \pm\right)(p, q) \otimes I_{3}\right)\right\} \\
:= & \left\{\hat { F } ( p , q ) \oplus \widehat { \mathscr { C } } ^ { ( p , q ) } \left(\oplus \left\{\mathscr{S}^{\left.(p, q) \oplus \mathscr{S}^{( \pm}(p, q)\right\}}\right.\right.\right. \\
\equiv & \left(\begin{array}{ll}
F(p, q) & \mathscr{S}^{( \pm)}(p, q) \\
\mathscr{S}(p, q) & \mathscr{C}(p, q)
\end{array}\right) . \tag{II.1.2}
\end{align*}
$$

$\mathscr{S} \mathscr{C}(p, q)$ is an associative $Z_{2}$-graded algebra over reals under straightforward multiplication of direct sums and tensor product of algebras. Note that in addition $\mathscr{S}_{\mathscr{C}}(p, q)$ carries a linear structure over the division ring $\widehat{F}(p, q) \sim F(p, q)$ with the multiplication "*" by scalars being defined according to $\mathscr{S} \mathscr{C}_{(1)}(p, q) \times \hat{F}(p, q) \ni(\hat{\psi}, \hat{f}) \rightarrow \hat{\psi} * f:=[\hat{\psi} \hat{f}] \in \mathscr{P} \mathscr{C}_{(1)}(p, q)$.

This module structure cannot be extended to $\mathscr{S} \mathscr{C}(p, q)$ as $\widehat{F}(p, q) \widehat{\mathscr{C}}(p, q)=0$. The Lie superalgebra associated with $\mathscr{S} \mathscr{C}(p, q), Z_{2}$-graded algebra (i.e., algebra with

$$
\begin{align*}
& \left.[a, b\}=a b-(-1)^{\operatorname{deg}(a) \operatorname{deg}(b)} b a\right) \\
& \left\{\hat{\psi}\left(\psi_{1}, \psi_{2}\right), \hat{\Phi}\left(\phi_{1}, \phi_{2}\right)\right\}=\left(\psi_{1} \phi_{2}^{( \pm)}+\phi_{1} \psi_{2}^{( \pm)}\right) \\
& +\left(\phi_{2}^{( \pm)} \psi_{1}+\psi_{2}^{\left({ }^{\prime}\right)} \phi_{1}\right) \\
& \in \hat{\mathscr{C}}(p, q) \oplus \widehat{F}(p, q), \\
& {\left[\hat{c}, \hat{\psi}\left(\psi_{1}, \psi_{2}\right)\right]=\left(c \psi_{1}\right) \hat{-}\left(\psi_{2}^{( \pm)} c\right) \hat{\in} \mathscr{\mathscr { C }} \mathscr{C}_{(1)}(p, q),} \\
& {\left[\hat{f}, \hat{\psi}\left(\psi_{1}, \psi_{2}\right)\right]=-\left(\psi_{\nu}\right) \hat{+}\left(f \psi_{2}^{ \pm}\right) \hat{\in} \mathscr{S} \mathscr{C}_{(1)}(p, q),} \\
& {\left[\hat{c}, \hat{c}^{\prime}\right]=\left[c, c^{\prime}\right] \hat{\in} \hat{\mathscr{C}}(p, q) \text {, }}  \tag{II.1.4}\\
& {\left[\hat{f}, \hat{f}^{\prime}\right]=\left[f, f^{\prime}\right] \hat{\epsilon} \hat{F}(p, q),} \\
& {[\hat{c}, \hat{f}]=0}
\end{align*}
$$

is our starting point for the construction of Lie superalgebras whose even part contain $\mathrm{SO}(p, q)$ Lie algebras in a distinguished way. For that purpose note

$$
\begin{align*}
&\left\{\mathscr{S} \mathscr{C}_{(1)}(p, q), \mathscr{S} \mathscr{C}_{(1)}(p, q)\right\} \\
& \sim \mathscr{S} \mathscr{C}_{(0)}(p, q) \\
& \sim \begin{cases}g l(1, \mathbb{F}) \oplus \operatorname{gl}(m ; \mathbb{F}) & (p, q) \neq 1(\bmod 4) \\
2 \mathrm{gl}(1 ; \mathrm{F}) \oplus^{2} \mathrm{gl}(m / 2 ; \mathbb{F}) & (p, q)=1(\bmod 4)\end{cases} \tag{II.1.5}
\end{align*}
$$

where $m=\operatorname{dim}_{F} \mathscr{S}^{f}(p, q)$ (Table I), and this is due to the fact that simple spin tensors generate $\mathscr{C}(p, q)$ algebra. Thus $\mathscr{S} \mathscr{C}(p, q) \sim 1(1 ; m, F)$ or $\sim{ }^{2} 1(1 ; m / 2, F)$ in the notation of Ref. 3. In the canonical basis $\left\{E_{J}\right\}$ of $\mathscr{C}(p, q)$ the explicit form of (II.1.5) anticommutation can readily be obtained to be

$$
\begin{equation*}
\{\hat{\psi}, \widehat{\Phi}\}=Z^{J}\left(\hat{\psi}, \hat{\Phi} \mid \hat{E}_{J}+\hat{\theta}_{ \pm}(\hat{\psi}, \widehat{\Phi})\right. \tag{II.1.6}
\end{equation*}
$$

where real coefficients $Z^{J}$ of the right-hand side are bilinear functions of $\hat{\psi}$ and $\hat{\Phi}$ according to (I.9.2), and

$$
\hat{\boldsymbol{\theta}}_{ \pm}(\hat{\psi}, \hat{\Phi})=\phi_{2}^{( \pm)} \psi_{1}+\psi_{2}^{\left({ }^{\prime}\right)} \phi_{1} .
$$

Note that (II.1.4) induces adjoint representation of $\mathscr{C} *(p, q)$ group on the module $\mathscr{S} \mathscr{C}_{(1)}(p, q)$

$$
\begin{equation*}
\mathscr{C}^{(*)}(p, q) \ni g \rightarrow \operatorname{Ad} g \in \operatorname{Aut}\left(\mathscr{S} \mathscr{C}_{(1)}(p, q)\right) \tag{II.1.7}
\end{equation*}
$$

where

$$
\mathscr{S} \mathscr{C}_{(1)}(p, q) \ni \hat{\psi} \rightarrow \operatorname{Ad} g \hat{\psi}:=\hat{g} \hat{\psi} \hat{g}^{-1} \in \mathscr{P} \mathscr{C}_{(1)}(p, q) .
$$

2. We are now in a position to define canonical way of finding some important subalgebras of Lie superalgebras $\mathscr{S} \mathscr{C}(p, q)$. We are looking for superalgebras, the odd part of which is the minimal module of faithful representation of (S)Pin $(p, q)$ group. We must then reduce the number of (s)pinorial generators as this minimal module has to be isomorphic to $\mathscr{S}(p, q)$. One can easily prove that the only admissible, and preserving exactness of the representation (I.2) projection, is generated by the involution

$$
\begin{equation*}
\mathscr{S} \mathscr{C}_{(1)}(p, q) \ni \hat{\psi}\left(\psi_{1}, \psi_{2}\right) \rightarrow j\left(\hat{\psi}\left(\psi_{1}, \psi_{2}\right)\right):=\hat{\psi}\left(\psi_{2}, \psi_{1}\right) \in \mathscr{S} \mathscr{C}_{(1)}(p, q) \tag{II.2.1}
\end{equation*}
$$

which has only antiautomorphic extensions $j^{\text {ext }}$ onto a whole $\mathscr{S} \mathscr{C}(p, q)$, namely, these generated by $\beta_{+}$or $\beta_{-}$anti-automorphisms

$$
\begin{align*}
\mathscr{S} \mathscr{C}(p, q) \ni \hat{\psi}+\hat{c}+\hat{f} & \Rightarrow f^{\operatorname{ext}(\hat{\psi}+\hat{c}+\hat{f})} \\
& =j(\hat{\psi})+\beta_{\hat{\underline{1}}}(c)+\hat{f}^{( \pm)} \in \mathscr{S} \mathscr{C}(p, q), \tag{II.2.2}
\end{align*}
$$

according to whether $\mathscr{S}^{(+)}$or $\mathscr{S}^{(-)}$module is chosen in (II. 1.1). One can now decompose $\mathscr{S}_{\mathscr{C}}^{(1)}$ (p,q) onto a direct sum of two subspaces

$$
\begin{equation*}
\mathscr{S}^{\left(s^{4}\right)}(p, q)=\frac{1}{2}(i d \mp j) \mathscr{S} \mathscr{C}_{(1)}(p, q) . \tag{II.2.3}
\end{equation*}
$$

The condition for (s)pinorial generator to be (anti-) self-conjugate is the following:

$$
\begin{equation*}
j\left(\hat{\psi}\left(\psi_{1}, \psi_{2}\right)\right)=(-) \hat{\psi}\left(\psi_{1}, \psi_{2}\right) \tag{II.2.4}
\end{equation*}
$$

which implies

$$
\psi_{1}=(-) \psi_{2} \text { for } \hat{\psi}\left(\psi_{1}, \psi_{2}\right) \in \mathscr{\mathcal { P }}^{(A) S}(p, q)
$$

One checks easily that neither $\mathscr{J}^{(S)}(p, q)$ nor $\mathscr{P}^{(A)}(p, q)$ carries the $\widehat{F}(p, q)$-linear structure in sense of (II.1.3).

The structure of anticommutators of self-conjugate and anti-self-conjugate generators is the same; more precisely, if

$$
\mathscr{S} \mathscr{C}_{(1)} \ni \hat{\psi}=\hat{\psi}^{S}+\hat{\psi}^{A}
$$

is the decomposition (II.2.3), then

$$
\left\{\hat{\psi}^{S}, \hat{\boldsymbol{\Phi}}^{s}\right\}=-\left\{\hat{\psi}^{A}, \hat{\Phi}^{A}\right\}
$$

and both kinds may be equally used for contraction purposes. Note also that $\breve{\mathscr{P}}^{\left({ }_{(1)}^{(S)}\right.}(p, q)$ subspaces are minimal modules of exact representations of ( $\mathbf{S}) \operatorname{Pin}(p, q)$ groups as they are isomorphic to $\mathscr{S}(p, q)$ due to (II.2.3).

The contraction procedure is now obvious; we rescale all the anti-self-conjugate generators by a parameter $\lambda \in R$ :

$$
\mathscr{S} \mathscr{C}_{(1)}(p, q) \ni \hat{\psi} \longrightarrow \hat{\psi}_{\lambda}:=\hat{\psi}^{S}+\lambda \hat{\psi}^{4} \in \mathscr{S} \mathscr{C}_{(1)}(p, q) .
$$

After anticommuting and taking the $\lambda \rightarrow 0$ limit

$$
\left\{\hat{\psi}_{\lambda}, \hat{\Phi}_{\lambda}\right\} \xrightarrow{\lambda \rightarrow 0}\left\{\hat{\psi}^{s}, \hat{\Phi}^{s}\right\}
$$

we obtain a resulting $Z_{2}$-graded vector space

$$
\begin{equation*}
a(p, q)=\widetilde{\mathscr{P}}^{S}(p, q) \oplus\left\{\breve{\mathscr{S}}^{S}(p, q), \widetilde{\mathscr{P}}^{s}(p, q)\right\}, \tag{II.2.5}
\end{equation*}
$$

which is the Lie superalgebra iff

$$
j^{\operatorname{ext}}\left(\left\{\hat{\psi}^{s}, \hat{\Phi}^{s}\right\}\right)=-\left\{\hat{\psi}^{s}, \hat{\Phi}^{s}\right\}
$$

due to the fact that the above property is the only one consistent with Lie algebra structure [defined by commutator on the even part of (II.2.5); see also I. 8 and I.9)].

From (II.1.5) and (I.9.3) one easily deduces that

$$
\begin{equation*}
j^{\operatorname{ext}}\left(\left\{\hat{\psi}^{s}, \hat{\Phi}^{s}\right\}\right)=\epsilon_{ \pm}\left\{\hat{\psi}^{s}, \hat{\Phi}^{s}\right\} \tag{II.2.6}
\end{equation*}
$$

so the $a(p, q)$ space closes to the Lie superalgebra iff $\epsilon_{+}$or $\epsilon_{-}$ (or both) $=-1$. For this very case our ultimate goal is now achieved thanks to observation

$$
\begin{equation*}
\left\{\mathscr{\mathscr { S }}^{(S)}(p, q), \mathscr{\mathscr { S }}^{(S)}(p, q)\right\}=g_{ \pm}(1 ; \mathbb{F}) \oplus g_{ \pm}(p, q) \tag{II.2.7}
\end{equation*}
$$

where $g_{ \pm}(p, q)$ is the Lie algebra of $G_{ \pm}(p, q)$ group (I.7) and $g_{ \pm}(1, F)$ is the Lie algebra generated by purely imaginary (with respect to I.5.2) elements of the ring $F(p, q)$. More explicitly,

$$
\left\{\hat{\psi}^{s}, \hat{\Phi}^{s}\right\}=\left(\psi \phi^{( \pm)}+\phi \psi^{( \pm)}\right) \hat{+}\left(\psi^{( \pm)} \phi+\phi^{( \pm)} \psi\right)
$$

with properties

$$
\begin{equation*}
\beta_{ \pm}\left(\left.\left\{\hat{\psi}^{s}, \hat{\boldsymbol{\Phi}}^{s}\right\}\right|_{2}\right)=\left.\epsilon_{ \pm}\left\{\hat{\psi}^{s}, \hat{\boldsymbol{\Phi}}^{s}\right\}\right|_{2}=-\left.\left\{\hat{\psi}^{s}, \hat{\Phi}^{s}\right\}\right|_{2} \tag{II.2.8}
\end{equation*}
$$

$$
\omega_{ \pm} \beta_{ \pm}\left(\left.\left\{\hat{\psi}^{s}, \hat{\Phi}^{s}\right\}\right|_{0}\right) \omega_{ \pm}^{-1}=-\left.\left\{\hat{\psi}^{s}, \hat{\Phi}^{s}\right\}\right|_{0}
$$

[ $\left.\{\}\right|_{i$,$} ] means restricted to the block spanned by I_{i}$;
(II.1.1)]. For $\left\{\hat{\psi}^{s}, \widehat{\boldsymbol{\Phi}}^{s}\right\}$, in terms of canonical basis elements $E_{J}$, we then have

$$
\begin{equation*}
\left\{\hat{\psi}^{S}, \hat{\Phi}^{s}\right\}=Z^{J}(\phi, \psi) \hat{E}_{J}+\hat{\theta}_{ \pm}(\psi, \phi) \tag{II.2.8}
\end{equation*}
$$

with only nonzero coefficients $Z^{J}$ for $E_{J}$ 's satisfying

$$
\beta_{ \pm}\left(E_{J}\right)=-E_{J}
$$

-the defining property of $g_{ \pm}(p, q)$ Lie algebra generators. For the case of $\epsilon_{ \pm}$(II.2.5) equal to 1 , the nontrivial reduction is impossible; if we want for $a_{(1)}(p, q)$ to be invariant with respect to $a_{(0)}(p, q)$, we have to contract $a_{(0)}(p, q)$ to the commutative algebra, which reduces it to zero in finite-dimensional representation we are working with. All the contracted Lie superalgebras are listed in Table II with $N=1$.

For the contracted superalgebra $a(p, q)$ to be invariant under adjoint representation (II.1.8), it is necessary to restrict it to the subgroup $G_{ \pm}(p, q)$, and then it has the form

$$
\begin{align*}
& a_{(1)}(p, q) \ni \hat{\psi} \rightarrow \operatorname{Ad} g(\hat{\psi}):=\hat{g} \hat{\psi} \hat{g}^{-1} \\
&=\hat{g} \hat{\psi} \beta_{ \pm}(g) \in g_{(1)}(p, q), \\
& g \in G_{ \pm}(p, q) . \tag{II.2.10}
\end{align*}
$$

Note that in general $G_{ \pm}(p, q)$ groups do not contain whole $\operatorname{Spin}(p, q)$ group; however, they contain part of reflections, and this makes different the pinor and spinor structures on the superalgebra level. $a(p, q)$ algebras correspond to the so called simple $(N=1)$ supersymmetries for $E(p, q)$ spacetimes.
3. The superalgebras $a(p, q)$ can be extended by unique enlargement of the $g_{ \pm}(1, F)[I I .2 .7]$ to $g_{ \pm}(N, F)$ as we will see below. Let us consider $N$-dimensional right $F(p, q)$, module $V$, and let $V^{*}$ be the left module, conjugate with respect to some semilinear form $\Omega$. Introducing extended spinor modules

$$
\begin{aligned}
& \mathscr{S}^{N}(p, q):=\mathscr{S}(p, q) \otimes V^{*} \\
& \mathscr{S}^{N}\left( \pm^{\prime}(p, q):=V \otimes \mathscr{S}^{( \pm)}(p, q)\right.
\end{aligned}
$$

with obvious multiplications

$$
\begin{aligned}
& \left(\psi \otimes v^{*}\right)\left(w \otimes \phi^{( \pm)}\right):=\psi\left(v^{*} w\right) \phi^{( \pm)}:=\psi \Omega(v, w) \phi^{( \pm)} \\
& \left(w \otimes \phi^{( \pm)}\right)\left(\psi \otimes v^{*}\right):=w \theta_{ \pm}(\phi, \psi) v^{*} \in V \otimes V^{*}=\operatorname{End}(V)
\end{aligned}
$$

one can construct $\mathscr{P}^{N} \mathscr{C}(p, q)$ algebras, which generalize (II.1.1), and associated superalgebras, ending up with

$$
\mathscr{S}^{N} \mathscr{C}_{(0)}(p, q) \sim \begin{cases}\operatorname{gl}(N, F) \oplus \operatorname{gl}(m, \mathbb{F}) & p-q \neq 1(\bmod 4) \\ 2 \operatorname{gl}(N, F) \oplus{ }^{2} \operatorname{gl}\left(\frac{1}{2} m, \mathbb{F}\right) & p-q=1(\bmod 4),\end{cases}
$$

with arbitrary $N$ [ $m$ as in (I.1.5)].
The involution (II.2.1) has obvious generalization, and one can introduce self-conjugate spinorial generators, analogous to that of (II.2.3). The consistency condition for selfconjugate generators built up from simple tensors

$$
\beta_{ \pm}\left(\left.\left\{\hat{\psi}^{s}(\psi, v), \hat{\Phi}^{s}(\phi, w)\right\}\right|_{2}\right)=-\left.\left\{\hat{\psi}^{s}(\psi, v), \hat{\Phi}^{s}(\phi, v)\right\}\right|_{2}
$$

implies the "hermiticity" of $\Omega$

$$
\Omega^{( \pm)}(v, w)=\Omega(w, v)
$$

with respect to (I.5.2) and this in turn gives $\left.a_{(0)}^{N}(p, q)\right|_{0}$ being isomorphic to the Lie algebra of the group preserving the form $\Omega$. Note that "hermiticity" condition fixes only the Cartan class of the above Lie algebra. The $a^{N}(p, q)$ superalgebras are listed in Table II.

TABLE II. ${ }^{\text {a }}$

${ }^{\mathbf{a}}$ In Table II $n=\frac{1}{2} \operatorname{dim}_{F} S(p, q)$ and even parts are given by ${ }^{9}$
$\left.U_{a} U(N \mid 2 n ; F)\right|_{o}= \begin{cases}\mathrm{U}(N) \oplus \mathrm{U}(2 n), & F=C, \\ \mathrm{Sp}(N) \oplus \mathrm{SO}^{*}(4 n), & F=H,\end{cases}$
$\left.\operatorname{Osp}(N \mid 2 n ; F)\right|_{0}= \begin{cases}\mathrm{So}(N ; C) \oplus \mathrm{Sp}(2 n ; C), & F=C, \\ \mathrm{SO}(N ; R) \oplus \mathrm{Sp}(2 n ; R), & F=R,\end{cases}$
$\left.U_{\alpha}(N \mid n, n ; C)\right|_{0}=\mathrm{U}(N) \oplus \mathrm{U}(n, n)$,
$\left.\mathrm{Usp}(N \mid n, n ; H)\right|_{o}=\mathrm{Sp}(N) \oplus \operatorname{Sp}(n, n)$.

## III. FINAL REMARKS

1. An application of our approach to $a^{N}(6.2)$ superalgebra is now in preparation ${ }^{10}$ and another interesting case, namely, that of $\operatorname{OSp}(N, 4)\left[a^{N}(3.1)\right]$ is also being considered there.
2. Note that no particular choice of matrix representation of Clifford algebra generators was needed to obtaining the general commutation relations of the superalgebras considered above.
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## APPENDIX

1. Following Refs. 4-6 we write for the primitive idempotent $e(p, q)$

$$
e(p, q):=\prod_{J} \frac{1}{2}\left(1+E_{J}\right)
$$

where the product is extended over the maximal set of pairwise commuting, unimodular elements from the canonical basis $\left\{E_{J}\right\}$ of $\mathscr{C}(p, q)$ algebra. Note that these elements which are products of others can be excluded from the product as they do not contribute nontrivially the projector $e(p, q)$.
2. The explicit formula for the isomorphism

$$
h: \mathscr{C}^{+}(p, q) \Rightarrow \mathscr{C}(p, q-1)
$$

is the following:

$$
\begin{aligned}
& \mathscr{C}+(p, q) \ni c^{+} \Rightarrow h\left(c^{+}\right) \\
& \quad:=\frac{1}{2}\left(c^{+}-E^{n} c^{+} E^{n}\right)-\frac{1}{2}\left(c^{+}+E^{n} c^{+} E^{n}\right) E^{n} \\
& \quad=\frac{1}{2}\left\{c^{+}, E^{n}\right\} E^{n}-\frac{1}{2}\left[c^{+}, E^{n}\right] \in \mathscr{C}(p, q-1),
\end{aligned}
$$

where the vector $E^{n} \in E(p, q)$ satisfies $E_{n}^{2}=-1$ and $\mathscr{C}(p, q-1)$ is considered as the subalgebra of $\mathscr{C}(p, q)$.
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#### Abstract

All the irreducible $\mathrm{SO}(2)$ extended scalar superfields are obtained in $\mathrm{SO}(2)$-invariant form. These superfields can be labelled by the eigenvalues of three Casimir operators of the enlarged algebra containing chiral transformation. They may be still more simply classified by introducing two invariant simple superspaces. Lagrangians and supersymmetry transformation rules are obtained from the explicit form of the irreducible superfields. The highest superspin multiplet is identified as the multiplet for the linearized $\mathrm{SO}(2)$ Weyl supergravity. The linearized $\mathrm{SO}(2)$ Poincare supergravity is obtained by coupling this multiplet with the chiral superfields.


PACS numbers: $11.30 . \mathrm{Pb}$

## 1. INTRODUCTION

Supersymmetry ${ }^{1}$ permits a unified description of bosons and fermions, allows a nontrivial unification of spacetime symmetry and internal symmetry, and is compatible with relativistic quantum field theory. Its extension to supergravity is less divergent in perturbation expansion than any other gravitational theory, and it is hoped, therefore, that this approach might lead us towards a renormalizable or finite theory which unifies all the fundamental forces in nature including gravity.

However, the structure of the supermultiplet is very complicated in general, and it is only completely known for $N=1$ and partly known for $N=2$. In addition to the physical fields, supermultiplets contain nonpropagating auxiliary fields which are needed to close the algebra off-shell. Closure of the algebra is essential to construct the tensor calculus, to get the Ward identities, and to quantize the theory in a manifest supersymmetric way. ${ }^{2}$ The concept of superspace and superfield introduced by Salam and Strathdee ${ }^{3}$ has turned out to be very useful to find the supermultiplet structures. Since the algebra is guaranteed to close in a superfield representation, one can automatically find the auxiliary fields which are needed to close the algebra. However, the superfields provide a basis for representation of an enlarged algebra which includes covariant derivatives. So, it is expected that the representation of the supersymmetry algebra in terms of general superfields is reducible. Besides, the number of independent field components in a real general $\mathrm{SO}(N)$ superfield is $2^{4 N}$, and this number increases very rapidly as $N$ goes from 1 to 8 . So, instead of working with general superfields, one must try to work with irreducible superfields.

In order to extract the irreducible superfields from a general superfield, one has to find a complete set of Casimir operators and their projection operators. Using these projection operators, one can decompose a general superfield into a sum of the irreducible superfields. This has been done for the $N=1$ case by Sokachev. ${ }^{4}$ The method of obtaining the La-

[^32]grangian for the $N=1$ case is developed by Ogievetsky and Sokachev. ${ }^{5}$ Taylor ${ }^{6}$ extended their method to $\mathrm{SO}(2)$ and $\mathrm{SO}(4)$ extended supersymmetry and found all the projection operators. In this paper, we follow the same path but in an $\mathrm{SO}(2)$-invariant way and find all the irreducible superfields in manifest $\mathrm{SO}(2)$-invariant form. Lagrangians and supersymmetry transformation rules are obtained from these irreducible superfields.

In Sec. 2, we introduce the $\mathrm{SO}(N)$ extended supersymmetry algebra without central charges and its superspace representation. The Casimir operators are found, and the superspin decomposition is carried out in Sec. 3. In Sec. 4, we obtain the projection operators of the irreducible scalar superfields for $N=1$ and $N=2$. The $\mathrm{SO}(2)$ superspace is decomposed into two invariant simple superspaces, and simplified constraint equations for the irreducible superfields are found in Sec. 5. These superfields can be labelled by the eigenvalues of the three Casimir operators. In order to solve the constraint equations, we introduce a complete set of supertensors in Sec. 6. In Sec. 7, we obtain the explicit form of the irreducible superfields. It turns out that some of the superfields obtained from the constraint equations can be reduced further, and this introduces supersymmetric gauge invariance. The Lagrangian and the supersymmetry transformation rules for each multiplet are obtained. The highest superspin multiplet is identified as the linearized SO(2) Weyl supergravity multiplet. ${ }^{7}$ By coupling this multiplet with the $\mathrm{SO}(2)$ tensor gauge multiplet and the $\mathrm{SO}(2)$ vector gauge multiplet, we obtained the $\mathrm{SO}(2)$ Poincaré supergravity ${ }^{7}$ in Sec. 8. Notational conventions are given in Appendix A, and some supertensor reduction formulas are listed in Appendix B.

## 2. EXTENDED SUPERSYMMETRY ALGEBRA

The supersymmetry algebra is a graded extension of the Poincaré algebra. In addition to the generators of the Poincaré algebra $\left(P_{a}, M_{a b}\right)$, the $\mathrm{SO}(N)$ extended supersymmetry algebra contains Majorana spinor charges $Q_{\alpha i}, \bar{Q}_{\alpha i}$ and generators for $\operatorname{SO}(N)$ transformation $T_{l}$. They satisfy the following graded Lie algebra. ${ }^{8}$

$$
\begin{aligned}
& \left(P_{a}, P_{b}\right)=0 \\
& \left(M_{a b}, P_{c}\right)=i\left(\eta_{b c} P_{a}-\eta_{a c} P_{b}\right),
\end{aligned}
$$

$$
\begin{align*}
& \left(M_{a b}, M_{c d}\right)=i\left(\eta_{b c} M_{a d}-\eta_{a c} M_{b d}\right. \\
& \left.\quad \quad+\eta_{a d} M_{b c}-\eta_{b d} M_{a c}\right), \\
& \left(Q_{\alpha i}, P_{a}\right)=\left(\bar{Q}_{\alpha i}, P_{a}\right)=0, \\
& \left(T_{l}, P_{a}\right)=\left(T_{l}, M_{a b}\right)=0, \\
& \left(Q_{\alpha i}, \bar{Q}_{\dot{\alpha j}}\right)_{+}=-2 \delta_{i j} \sigma_{\alpha \dot{\alpha}}^{\alpha} P_{a},  \tag{2.1}\\
& \left(Q_{\alpha i}, Q_{\beta j}\right)_{+}=0, \\
& \left(M_{a b}, Q_{\alpha i}\right)=-i\left(\sigma_{a b}\right)_{\alpha}{ }^{\beta} Q_{\beta i}, \\
& \left(M_{a b}, \bar{Q}^{\alpha i}\right)=-i\left(\bar{\sigma}_{a b}\right)^{\alpha}{ }_{\beta} \bar{Q}^{\beta i}, \\
& \left(Q_{\alpha i}, T_{l}\right)=\left(t_{l}\right)_{i j} Q_{\alpha j}, \\
& \left(\bar{Q}_{\alpha i}, T_{l}\right)=\left(t_{l}\right)_{i j} \bar{Q}_{\dot{\alpha} j}, \\
& \left(T_{l}, T_{m}\right)=i C_{l m n} T_{n},
\end{align*}
$$

where $\left(t_{l}\right)_{i j}$ is a Hermitian representation of $T_{l}$ and $C_{l m n}$ are the structure constants of $\mathrm{SO}(N)$. This algebra can be realized in superspace as

$$
\begin{align*}
& P_{a}=i \partial_{a}, \\
& M_{a b}=i\left(x_{a} \partial_{b}-x_{b} \partial_{a}\right)+\Sigma_{a b} \\
& \quad \quad+i\left(\sigma_{a b}\right)_{\alpha}^{\beta} \theta^{\alpha i} \partial_{\beta i}+i\left(\bar{\sigma}_{a b}\right)_{\dot{\beta}}^{\dot{\alpha}_{\dot{\alpha}}} \bar{\theta}_{\dot{\alpha} i} \bar{\partial}^{\dot{B}}, \\
& T_{l}=\left(t_{l}\right)_{i j}\left(\theta^{\alpha i} \partial_{\alpha j}+\bar{\theta}_{\dot{\alpha} i} \bar{\partial}^{\dot{\alpha} i}\right)+t_{l},  \tag{2.2}\\
& Q_{\alpha i}=\partial_{\alpha i}+i \sigma_{\alpha \dot{\theta}}^{a} \bar{\theta}^{\dot{\alpha} i} \partial_{a}, \\
& \bar{Q}_{\dot{\alpha} i}=\bar{\partial}_{\alpha i}-i \sigma_{\alpha \alpha}^{a} \theta^{\alpha i} \partial_{a} .
\end{align*}
$$

In addition to the generators of the $\mathrm{SO}(N)$ extended supersymmetry algebra, superspace contains convariant derivatives which anticommute with the spinor charges. They satisfy a similar algebra among themselves:

$$
\begin{align*}
\left(D_{\alpha i}, \bar{D}_{\dot{\alpha} j}\right)_{+} & =2 \delta_{i j} \sigma_{\alpha \dot{\alpha}}^{a} P_{a}, \\
\left(D_{\alpha i}, D_{\beta j}\right)_{+} & =0 \tag{2.3}
\end{align*}
$$

The representation of these operators in superspace is

$$
\begin{align*}
& D_{\alpha i}=\partial_{\alpha}-i \sigma_{\alpha \dot{\alpha}}^{a} \bar{\theta}^{\alpha i} \partial_{u}, \\
& \bar{D}_{\dot{\alpha} i}=\bar{\partial}_{\dot{\alpha}}+i \sigma_{\alpha \dot{\alpha}}^{a} \theta^{\alpha i} \partial_{a} . \tag{2.4}
\end{align*}
$$

Due to these covariant derivatives, a general superfield satisfies an enlarged algebra which includes the covariant derivatives. So, it is expected that the representation of the supersymmetry algebra in terms of general superfields is reducible. In order to find the irreducible superfields, we will find Casimir operators of the algebra from which one can construct the projection operators for the irreducible superfields in the next section.

## 3. SUPERSPIN DECOMPOSITION

The supersymmetry algebra has two Casimir operators $P^{2}$ and $C^{2}$, where $C^{2}$ is square of the generalized Pauli-Lubanski vector ${ }^{3}$

$$
\begin{align*}
& C^{2}=C^{a b} C_{a b},  \tag{3.1}\\
& C_{a b}=P_{a} C_{b}-P_{b} C_{a},  \tag{3.2}\\
& C_{a}=\frac{1}{2} \epsilon_{a b d} M^{b c} P^{d}-\frac{1}{4} Q^{i} \sigma_{a} \bar{Q}^{i} . \tag{3.3}
\end{align*}
$$

So, all the irreducible superfields can be labelled by the eigenvalues of $P^{2}$ and $C^{2}$.

In the rest frame, one has

$$
\begin{align*}
& C_{i j}=0, \quad i, j=1,2,3, \\
& C_{0 i}=m C_{i},  \tag{3.4}\\
& \left(C^{i}, C^{j}\right)=i m \epsilon^{i j k} C^{k} .
\end{align*}
$$

Thus, $C^{i} / m$ satisfies the algebra of angular momentum in the rest frame, and the eigenvalue of the Casimir operators $C^{2}$ is

$$
\begin{equation*}
C^{2}=-2 m^{4} Y(Y+1) \tag{3.5}
\end{equation*}
$$

where $Y$ is an integer or half-integer called superspin. ${ }^{4}$
Now, choose an irreducible superfield $\Phi_{J}$ with external $\operatorname{spin} J$ such that

$$
\begin{align*}
& \bar{D}_{\alpha j} \Phi_{J}=0 \\
& C^{2} \Phi_{J}=-2 m^{2} J(J+1) \Phi_{J} \tag{3.6}
\end{align*}
$$

From (3.1), (3.2), and (3.3), one has

$$
\begin{equation*}
\left(C^{2}, D_{\alpha i}\right)=4 P^{2} P^{b}\left(\sigma_{a b}\right)_{\alpha}^{\beta} D_{\beta i} C^{a}-\frac{3}{2} P^{4} D_{\alpha i} \tag{3.7}
\end{equation*}
$$

So

$$
\begin{align*}
C^{2} D_{\alpha i} \Phi_{J}= & 2 m^{3} D_{\beta i}(\mathbf{C} \cdot \boldsymbol{\sigma})_{\alpha}^{\beta} \boldsymbol{\Phi}_{J} \\
& -2 m^{4}\left[J(J+1)+\frac{3}{4}\right] D_{\alpha i} \Phi_{J} \tag{3.8}
\end{align*}
$$

Since $C^{k} / m$ satisfies the $\mathrm{SU}(2)$ algebra in the rest frame and since the eigenstates of $\sigma \cdot \mathrm{C} / m$ are superspin $J \pm \frac{1}{2}$ states, $D_{\alpha i}$ raises or lowers the superspin of $\Phi_{J}$ by $\frac{1}{2}$. So, with proper Clebsch-Gordan coefficients, one can combine $D_{1 i}$ and $D_{2 i}$ such that it is either the superspin raising operator $Y^{i}{ }_{+}$or the superspin lowering operator $Y_{-}^{i}$. Since $i$ goes from 1 to $N$, one can get superspin states $Y=J-N / 2, J-(N-1) / 2$, $\ldots, J+N / 2$ by applying $Y^{i}{ }_{+}$and $Y^{i}{ }_{-}$to $\Phi_{J}$ successively, if $J \geqslant N / 2$. The multiplicity of the superspin $J-(N-k) / 2$ state is $\binom{2 N}{k}$.

By using the projection operator for $C^{2}$, one can separate all different superspin states but the states with the same superspin cannot be distinguished. In order to separate the degenerate superspin states, one has to introduce a new symmetry transformation $\Gamma$ (chiral) into the algebra. It satisfies

$$
\begin{align*}
& \left(Q_{\alpha i}, \Gamma\right)=Q_{\alpha i} \\
& \left(\bar{Q}_{\alpha i}, \Gamma\right)=-\bar{Q}_{\alpha i}, \\
& \left(D_{\alpha i}, \Gamma\right)=D_{\alpha i}  \tag{3.9}\\
& \left(\bar{D}_{\alpha i}, \Gamma\right)=-\bar{D}_{\alpha i},
\end{align*}
$$

(anything else, $\Gamma)=0$.
This enlarged algebra has a new Casimir operator for $N=1$ :

$$
\begin{equation*}
G \equiv\left(P_{a} / 2 P^{2}\right) D \sigma^{a} \bar{D}-1 \tag{3.10}
\end{equation*}
$$

For $N=2$, one finds two more Casimir operators.

$$
\begin{align*}
& G \equiv\left(P_{a} / 2 P^{2}\right) D^{i} \sigma^{a} \bar{D}^{i}-2,  \tag{3.11}\\
& E \equiv i \epsilon^{i j}\left(P_{a} / 2 P^{2}\right) D^{i} \sigma^{a} \bar{D}^{j} . \tag{3.12}
\end{align*}
$$

By using the projection operators of all the Casimir operators, we will obtain the projection operators for the irreducible superfields in the next section.

## 4. PROJECTION OPERATORS

## A. $N=1$ supersymmetry

The generators $M_{a b}$ for a scalar superfield are

$$
\begin{align*}
M_{a b}= & x_{a} P_{b}-x_{b} P_{a}+i\left(\sigma_{a b}\right)_{\alpha}^{\beta} \theta^{\alpha} \partial_{\beta} \\
& +i\left(\bar{\sigma}_{a b}\right)_{\dot{\beta}}^{\dot{\alpha}} \bar{\theta}_{\dot{\alpha}} \bar{\partial}^{\beta} . \tag{4.1}
\end{align*}
$$

Substituting (4.1) into (3.2), one obtains

$$
\begin{equation*}
C_{a b}=-\frac{1}{4}\left(P_{a} D \sigma_{b} \bar{D}-P_{b} D \sigma_{a} \bar{D}\right) \tag{4.2}
\end{equation*}
$$

Using (2.3), one finds

$$
\begin{equation*}
C^{2}=-\frac{3}{2} P^{4}(1-S), \tag{4.3}
\end{equation*}
$$

where

$$
\begin{align*}
& S=\left(1 / 16 P^{2}\right)\left(D^{2} \bar{D}^{2}+\bar{D}^{2} D^{2}\right) \\
& S^{2}=S \tag{4.4}
\end{align*}
$$

Since $S^{2}=S, C^{2}$ satisfies the eigenvalue equation

$$
\begin{equation*}
C^{2}\left(C^{2}+\frac{3}{2} P^{4}\right)=0 \tag{4.5}
\end{equation*}
$$

The eigenstates of $C^{2}$ correspond to the superspin states as follows:

$$
\begin{align*}
& Y=0 \quad \text { for } C^{2}=0 \\
& Y=\frac{1}{2} \quad \text { for } C^{2}=-\frac{3}{2} P^{4} \tag{4.6}
\end{align*}
$$

The superspin projection operators for these states are

$$
\begin{align*}
& \Pi_{o}^{Y}=S \\
& \Pi_{1 / 2}^{Y}=1-S . \tag{4.7}
\end{align*}
$$

In order to split two superspin-0 states, one needs the projection operator for $G$. The eigenvalue equation which $G$ satisfies is

$$
\begin{equation*}
G(G+1)(G-1)=0 \tag{4.8}
\end{equation*}
$$

The projection operators are

$$
\begin{align*}
& \Pi_{0}^{G}=1-S \\
& \Pi_{ \pm 1}^{G}=\frac{1}{2}(S \pm G) \tag{4.9}
\end{align*}
$$

Combining (4.7) and (4.9), one obtains the complete projection operators for the irreducible scalar superfields labelled by ( $Y, G$ ):

$$
\begin{align*}
& \Pi_{(1 / 2,0)}=1-S \\
& \Pi_{\{0, \pm 1)}=\frac{1}{2}(S \pm G) \tag{4.10}
\end{align*}
$$

## B. $N=2$ supersymmetry

In order to get explicit expressions for the projection operators, we introduce the following three projection operators:

$$
\begin{aligned}
& A \equiv\left(1 / 1024 P^{4}\right)\left(\left(D^{i} D^{i}\right)^{2},\left(\bar{D}^{j} \bar{D}^{j}\right)^{2}\right)_{+}, \\
& B \equiv\left(1 / 1024 P^{4}\right)\left(\left(D^{i} D^{i}\right)^{2},\left(\bar{D}^{j} \bar{D}^{j}\right)^{2}\right)_{-}, \\
& K \equiv\left(1 / 16 P^{2}\right)\left(D^{i} D^{j}, \bar{D}^{i} \bar{D}^{j}\right)_{+} .
\end{aligned}
$$

All the projection operators can be expressed as linear combinations of $A, B, K, G, G^{2}, E, E,,^{2}, E G$, and $E G^{2}$. We present the multiplication tables of these operators in Table I.

Now consider an $\mathbf{S O}(2)$ scalar superfield. The generators $M_{a b}$ are

$$
\begin{equation*}
M_{a b}=x_{a} P_{b}-x_{b} P_{a}+i\left(\sigma_{a b}\right)_{\alpha}^{\beta} \theta^{\alpha i} \partial_{\beta i}+i\left(\bar{\sigma}_{a b}\right)_{\dot{\beta}}^{\dot{\alpha}} \bar{\theta}_{\dot{\alpha} i} \bar{\partial}^{\dot{\beta} i} \tag{4.12}
\end{equation*}
$$

From (3.2), one has

$$
\begin{equation*}
C_{a b}=-\frac{1}{4}\left(P_{a} D^{i} \sigma_{b} \bar{D}^{i}-P_{b} D^{i} \sigma_{a} \bar{D}^{i}\right) \tag{4.13}
\end{equation*}
$$

Using Table I, one obtains

$$
\begin{equation*}
C^{2}=P^{4}\left(2 K-\frac{1}{2} G^{2}-4\right) \tag{4.14}
\end{equation*}
$$

It satisfies the eigenvalue equation

$$
\begin{equation*}
C^{4}\left(C^{2}+\frac{3}{2} P^{4}\right)\left(C^{2}+4 P^{4}\right)=0 \tag{4.15}
\end{equation*}
$$

The eigenstates of $C^{2}$ correspond to the superspin states as follows:

$$
\begin{array}{ll}
Y=0 & \text { for } C^{2}=0 \\
Y=\frac{1}{2} & \text { for } C^{2}=-\frac{3}{2} P^{4}  \tag{4.16}\\
Y=1 & \text { for } C^{2}=-4 P^{4}
\end{array}
$$

The projection operators for these superspin states are

$$
\begin{align*}
& \Pi_{0}^{Y}=\frac{1}{2} K-\frac{3}{4} G^{2}+\frac{3}{2} A \\
& \Pi_{1 / 2}^{Y}=G^{2}-4 A  \tag{4.17}\\
& \Pi_{1}^{Y}=1-\frac{1}{2} K-\frac{1}{4} G^{2}+\frac{3}{2} A
\end{align*}
$$

The Casimir operator $G$ satisfies the eigenvalue equation

$$
\begin{equation*}
G\left(G^{2}-1\right)\left(G^{2}-4\right)=0 \tag{4.18}
\end{equation*}
$$

So, the projection operators are

$$
\begin{align*}
& \Pi_{0}^{G}=1-G^{2}+3 A \\
& \Pi_{ \pm 1}^{G}= \pm \frac{1}{2} G+\frac{1}{2} G^{2}-2 A \mp B  \tag{4.19}\\
& \Pi_{ \pm 2}^{G}=\frac{1}{2}(A \pm B)
\end{align*}
$$

The Casimir operator $E$ satisfies the same eigenvalue equation

$$
\begin{equation*}
E\left(E^{2}-1\right)\left(E^{2}-4\right)=0 \tag{4.20}
\end{equation*}
$$

and its projection operators are

$$
\begin{align*}
& \Pi_{0}^{E}=1-\frac{1}{4} E^{2}-\frac{3}{4} G^{2}+3 A \\
& \Pi_{ \pm 1}^{E}=\frac{1}{2} G^{2}-2 A \pm \frac{1}{2} E G^{2},  \tag{4.21}\\
& \Pi_{ \pm 2}^{E}=\frac{1}{8} E^{2}-\frac{1}{8} G^{2}+\frac{1}{2} A \pm \frac{1}{4} E \mp \frac{1}{4} E G^{2} .
\end{align*}
$$

Now, multiplying three projection operators for $Y, G$, and $E$, one can obtain the projection operator which singles

TABLE I. Multiplication table.

|  | $A$ | B | $K$ | $G$ | $G^{2}$ | $E$ | $E^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A$ | A | $B$ | 3 A | $2 B$ | 4A | 0 | 0 |
| $B$ |  | A | $3 B$ | $2 A$ | 4B | 0 | 0 |
| $K$ |  |  | $2 K+6 A-\frac{3}{4} G^{2}$ | ${ }_{2}{ }_{2} G+3 B$ | ${ }_{2}^{3} G^{2}+6 A$ | $2 E-\frac{1}{2} E G^{2}$ | $2 E^{2}-\frac{1}{2} G^{2}+2 A$ |
| $G$ |  |  |  | $G^{2}$ | $G+6 B$ | $E G$ | $G-2 B$ |
| $G^{2}$ |  |  |  |  | $G^{2}+12 A$ | $E G^{2}$ | $G^{2}-4 A$ |
| $E$ |  |  |  |  |  | $E^{2}$ | $4 E-3 E G^{2}$ |
| $E^{2}$ |  |  |  |  |  |  | $4 E^{2}-3 G^{2}+12 A$ |

out the irreducible superfield labelled by $(Y, G, E)$ :

$$
\begin{equation*}
\Pi_{(Y, G, E)}=\Pi^{Y} \Pi^{G} \Pi^{E} . \tag{4.22}
\end{equation*}
$$

Collecting all the nonvanishing products, one has

$$
\begin{align*}
& \Pi_{(0,0,0)}=\frac{1}{4}\left(2 K-2 G^{2}-E^{2}+2 A\right),  \tag{4.23}\\
& \Pi_{(0,0, \pm 2)}=\frac{1}{8}\left(E^{2}-G^{2}+4 A \pm 2 E \mp 2 E G^{2}\right),  \tag{4.24}\\
& \Pi_{(0, \pm 2,0)}=\frac{1}{2}(A \pm B),  \tag{4.25}\\
& \Pi_{(1 / 2,1, \pm 1)}=\frac{1}{4}\left(G^{2}-G-4 A-2 B \pm E G \pm E G^{2}\right),  \tag{4.26}\\
& \Pi_{(1 / 2,-1, \pm 1)}=\frac{1}{4}\left(G^{2}-G-4 A+2 B \mp E G \pm E G^{2}\right),  \tag{4.27}\\
& \Pi_{(1,0,0)}=1-\frac{1}{2} K-\frac{1}{4} G^{2}+\frac{3}{2} A . \tag{4.28}
\end{align*}
$$

There are ten irreducible representations. Taylor ${ }^{6}$ has made a similar analysis and has also found that a scalar superfield can be split into ten irreducible representations.

## 5. CONSTRAINT EQUATIONS

Using the projection operators, one can obtain constraint equations for the irreducible superfields:

$$
\begin{equation*}
\Pi \Phi=\Phi \tag{5.1}
\end{equation*}
$$

However, the projection operators are very complicated in general, and it is not easy to solve (5.1). Instead of solving (5.1) directly, one can obtain simplified but equivalent equations due to the algebraic properties of the projection operators.
A. $N=1$ supersymmetry

$$
\begin{align*}
& (I) \Phi_{(0,1)}: \\
& \frac{1}{2}(S+G) \Phi_{(0,1)}=0 . \tag{5.2}
\end{align*}
$$

Since

$$
\begin{equation*}
D_{\alpha}(S+G)=0, \tag{5.3}
\end{equation*}
$$

one obtains from (5.2)

$$
\begin{equation*}
D_{a} \Phi_{(0,1)}=0 \tag{5.4}
\end{equation*}
$$

Conversely, since

$$
\begin{equation*}
\left(D^{2}, \bar{D}^{2}\right)=8 P_{a} D \sigma^{a} \bar{D}-16 P^{2} \tag{5.5}
\end{equation*}
$$

one can obtain (5.2) from (5.4). Hence (5.2) is equivalent to (5.4).

$$
\begin{align*}
& (I I) \Phi_{(0,-1)}: \text { Since } \\
& \Phi_{(0,-1)}=\bar{\Phi}_{(0,1)}, \tag{5.6}
\end{align*}
$$

one obtains

$$
\begin{align*}
& \bar{D}_{\dot{\alpha}} \Phi_{(0,-1)}=0 .  \tag{5.7}\\
& (I I) \Phi_{(1 / 2,0)}: \\
& \left(D^{2} \bar{D}^{2}+\bar{D}^{2} D^{2}\right) \Phi_{(1 / 2,0)}=0 . \tag{5.8}
\end{align*}
$$

Since

$$
\begin{equation*}
\left(D^{2} \pm \bar{D}^{2}\right)\left(D^{2} \bar{D}^{2}+\bar{D}^{2} D^{2}\right)=16 P^{2}\left(D^{2} \pm \bar{D}^{2}\right) \tag{5.9}
\end{equation*}
$$

one can obtain from (5.8)

$$
\begin{equation*}
\left(D^{2} \pm \bar{D}^{2}\right) \Phi_{(1 / 2,0)}=0 \tag{5.10}
\end{equation*}
$$

Conversely, since

$$
\begin{equation*}
\left(D^{2} \pm \bar{D}^{2}\right)^{2}= \pm\left(D^{2} \bar{D}^{2}+\bar{D}^{2} D^{2}\right) \tag{5.11}
\end{equation*}
$$

one can obtain (5.8) from (5.10). Hence (5.10) is equivalent to (5.8)

## B. $\boldsymbol{N}=2$ supersymmetry

In order to understand the meaning of the simplified constraint equations, we introduce two simple superspaces with $\left(\theta_{+}{ }^{\alpha}, \bar{\theta}_{-\dot{\alpha}}\right)$ and $\left(\theta_{-}^{\alpha}, \bar{\theta}_{+\dot{\alpha}}\right)$. These $\theta$ 's are defined by

$$
\begin{align*}
& \theta_{ \pm}{ }^{\alpha}=(1 / \sqrt{2})\left(\theta^{\alpha 1} \pm i \theta^{\alpha 2}\right)  \tag{5.12}\\
& \bar{\theta}_{ \pm \dot{\alpha}}=(1 / \sqrt{2})\left(\bar{\theta}_{\dot{\alpha} 1} \pm i \bar{\theta}_{\dot{\alpha} 2}\right) .
\end{align*}
$$

The spinor charges and the covariant derivatives are

$$
\begin{align*}
Q_{ \pm \alpha} & =(1 / \sqrt{2})\left(Q_{\alpha 1} \pm i Q_{\alpha 2}\right), \\
\bar{Q}_{ \pm \dot{\alpha}} & =(1 / \sqrt{2})\left(\bar{Q}_{\dot{\alpha} 1} \pm i \bar{Q}_{\dot{\alpha} 2}\right),  \tag{5.13}\\
D_{ \pm \alpha} & =(1 / \sqrt{2})\left(D_{\alpha 1} \pm i D_{\alpha 2}\right), \\
\bar{D}_{ \pm \dot{\alpha}} & =(1 / \sqrt{2})\left(\bar{D}_{\dot{\alpha} 1} \pm i \bar{D}_{\dot{\alpha} 2}\right) .
\end{align*}
$$

They satisfy

$$
\begin{align*}
& \left(Q_{ \pm \alpha}, Q_{ \pm \beta}\right)_{+}=\left(Q_{ \pm \alpha}, Q_{\mp \beta}\right)_{+}=\left(Q_{ \pm \alpha}, \bar{Q}_{ \pm \dot{\alpha}}\right)_{+}=0, \\
& \left(Q_{ \pm \alpha}, \bar{Q}_{\mp \dot{\alpha}}\right)_{+}=-2 \sigma_{\alpha \dot{\alpha}}^{a} P_{a},  \tag{5.14}\\
& \left(D_{ \pm \alpha}, D_{ \pm \beta}\right)_{+}=\left(D_{ \pm \alpha}, D_{\mp \beta}\right)_{+}=\left(D_{ \pm \alpha}, \bar{D}_{ \pm \dot{\alpha}}\right)_{+}=0, \\
& \left(D_{ \pm \alpha}, \bar{D}_{\mp \dot{\alpha}}\right)_{+}=2 \sigma_{\alpha \dot{\alpha}}^{a} P_{a} .
\end{align*}
$$

Under $\mathrm{SO}(2)$ transformation

$$
\begin{align*}
& \theta_{ \pm}^{\alpha} \rightarrow e^{ \pm i \phi} \theta_{ \pm}^{\alpha}, \\
& \bar{\theta}_{ \pm \dot{\alpha}} \rightarrow e^{ \pm i \phi} \bar{\theta}_{ \pm \dot{\alpha}} . \tag{5.15}
\end{align*}
$$

Since the decomposition of $\left(\theta^{\alpha i}, \bar{\theta}_{\dot{\alpha} i}\right)$ into $\left(\theta_{+}{ }^{\alpha}, \bar{\theta}_{-\dot{\alpha}}\right)$ and $\left(\theta_{-}{ }^{\alpha}, \bar{\theta}_{+\dot{\alpha}}\right)$ is $\mathbf{S O}(2)$-invariant, the $\mathbf{S O}(2)$ superspace is a direct sum of the two invariant simple superspaces with the $\mathrm{SO}(2)$ transformation replaced by the chiral transformation. The Casimir operators $G$ and $E$ can be expressed in terms of the Casimir operators $G_{+}$and $G_{-}$of the two simple superspaces:

$$
\begin{align*}
& G=G_{+}+G_{-},  \tag{5.16}\\
& E=G_{+}-G_{-},
\end{align*}
$$

where

$$
\begin{equation*}
G_{ \pm}=\left(P_{a} / 2 P^{2}\right) D_{\mp} \sigma_{a} \bar{D}_{ \pm}-1 \tag{5.17}
\end{equation*}
$$

The irreducible superfields $\Phi_{(Y, G . E)}$ may now be described in the two simple superspaces.

$$
\begin{align*}
& (I) \Phi_{(0,0,0)}: \\
& \Pi_{(0,0,0)} \Phi_{(0,0,0)}=\Phi_{(0,0,0)} \tag{5.18}
\end{align*}
$$

From (4.23) and Table I, one has

$$
\left(K-G^{2}-E^{2}\right) \Pi_{(0,0,0)}=2 \Pi_{(0,0,0)} .
$$

So

$$
\begin{equation*}
\left(1-\frac{1}{2} K+\frac{1}{2} G^{2}+\frac{1}{2} E^{2}\right) \Phi_{(0,0,0)}=0 \tag{5.19}
\end{equation*}
$$

Since

$$
\begin{aligned}
& A\left(1-\frac{1}{2} K+\frac{1}{2} G^{2}+\frac{1}{2} E^{2}\right)=\frac{3}{2} A \\
& B\left(1-\frac{1}{2} K+\frac{1}{2} G^{2}+\frac{1}{2} E^{2}\right)=\frac{3}{2} B, \\
& G\left(1-\frac{1}{2} K+\frac{1}{2} G^{2}+\frac{1}{2} E^{2}\right)=\frac{5}{4} G+\frac{1}{2} B,
\end{aligned}
$$

$$
E\left(1-\frac{1}{2} K+\frac{1}{2} G^{2}+\frac{1}{2} E^{2}\right)=2 E-\frac{3}{4} E G^{2}
$$

one can obtain from (5.19)

$$
A \Phi_{(0,0,0)}=B \Phi_{(0,0,0)}=G \Phi_{(0,0,0)}=E \Phi_{(0,0,0)}=0
$$

Hence, (5.19) is equivalent to (5.18).

$$
\begin{align*}
& (I I) \Phi_{(0,0, \pm 2)} \\
& \Pi_{(0,0, \pm 2)} \Phi_{(0,0, \pm 2)}=\Phi_{(0,0, \pm 2)} \tag{5.20}
\end{align*}
$$

Since

$$
E \Pi_{(0,0, \pm 2)}= \pm 2 \Pi_{(0,0, \pm 2)}
$$

one has from (5.20)

$$
\begin{equation*}
E \Phi_{(0,0, \pm 2)}= \pm 2 \Phi_{(0,0, \pm 2)} \tag{5.21}
\end{equation*}
$$

Using the relations

$$
G E^{2}=G-2 B, \quad A E=B E=0,
$$

one can obtain (5.20) from (5.21). Hence, (5.21) is equivalent to (5.20). Now, multiplying (5.21) by $E G$, one obtains

$$
\begin{equation*}
G \Phi_{(0,0, \pm 2)}=0 \tag{5.22}
\end{equation*}
$$

Rewriting (5.21) and (5.22) in terms of $G_{+}$and $G_{-}$, one has

$$
\begin{aligned}
& \left(G_{+}+G_{-}\right) \Phi_{(0,0, \pm 2)}=0 \\
& \left(G_{+}-G_{-}\right) \Phi_{(0,0, \pm 2)}= \pm 2 \Phi_{(0,0, \pm 2)}
\end{aligned}
$$

Hence

$$
\begin{align*}
& G_{+} \Phi_{(0,0, \pm 2)}= \pm \Phi_{(0,0, \pm 2)}, \\
& G_{-} \Phi_{(0,0, \pm 2)}=\mp \Phi_{(0,0, \pm 2)} . \tag{5.23}
\end{align*}
$$

Using the results for the $N=1$ case, one can show that these constraints are equivalent to

$$
\begin{align*}
& D_{-\alpha} \Phi_{(0,0,2)}=\bar{D}_{-\alpha} \Phi_{(0,0,2)}=0, \\
& D_{+\alpha} \Phi_{(0,0,-2)}=\bar{D}_{+\alpha} \Phi_{(0,0,-2)}=0 . \tag{5.24}
\end{align*}
$$

So, $\Phi_{(0,0, \pm 2)}$ is antichiral (chiral) in the superspace with $\left(\theta_{+}{ }^{\alpha}\right.$, $\left.\bar{\theta}_{-\dot{\alpha}}\right)$ and chiral (antichiral) in the superspace with $\left(\theta_{-}{ }^{\alpha}\right.$, $\left.\bar{\theta}_{+\dot{\alpha}}\right)$. In a different context, Ogievetsky has called the constraint (5.24) the Grassmann analyticity condition. ${ }^{9}$

$$
\begin{align*}
& (I I I) \Phi_{(0, \pm 2,0)}: \\
& \Pi_{(0, \pm 2,0)} \Phi_{(0, \pm 2,0)}=\Phi_{(0, \pm 2,0)} . \tag{5.25}
\end{align*}
$$

Since

$$
G \Pi_{(0, \pm 2,0)}= \pm 2 \Pi_{(0, \pm 2,0)}
$$

one has

$$
\begin{equation*}
G \Pi_{(0, \pm 2,0)}= \pm 2 \Phi_{(0, \pm 2,0)} . \tag{5.26}
\end{equation*}
$$

Using the relations

$$
\begin{aligned}
& G^{3}=G+6 B, \\
& G^{4}=G^{2}+12 A,
\end{aligned}
$$

one can obtain (5.25) from (5.26). Hence (5.26) is equivalent to (5.25). Since one can obtain from (5.25)

$$
\begin{equation*}
E \Phi_{(0, \pm 2,0)}=0 \tag{5.27}
\end{equation*}
$$

the constraint equations can be written in terms of $G_{+}$and $\boldsymbol{G}_{-}$as

$$
\begin{aligned}
& \left(G_{+}+G_{-}\right) \Phi_{(0, \pm 2,0)}= \pm 2 \Phi_{(0, \pm 2,0)} \\
& \left(G_{+}-G_{-}\right) \Phi_{(0, \pm 2,0)}=0 .
\end{aligned}
$$

## Hence

$$
\begin{equation*}
G_{+} \Phi_{(0, \pm 2,0)}=G_{-} \Phi_{(0, \pm 2,0)}= \pm \Phi_{\{0, \pm 2,0)} . \tag{5.28}
\end{equation*}
$$

It can be easily shown that (5.28) is equivalent to

$$
\begin{align*}
& D_{ \pm \alpha} \Phi_{(0,2,0)}=0 \\
& \bar{D}_{ \pm \dot{\alpha}} \Phi_{(0,-2,0)}=0  \tag{5.29}\\
& (I V) \Phi_{(1 / 2,1, \pm 1)}, \Phi_{(1 / 2,-1, \pm 1)} \\
& \Pi_{(1 / 2, g, e)} \Phi_{(1 / 2, g, e)}=\Phi_{(1 / 2, \mathrm{~g}, e)} \tag{5.30}
\end{align*}
$$

Using the multiplication table, one can show that

$$
\begin{aligned}
G \Pi_{(1 / 2, g, e)} & =g \Pi_{(1 / 2, g, e)}, \\
E \Pi_{(1 / 2, g, e)} & =e \Pi_{(1 / 2, g, e)}
\end{aligned}
$$

So, it follows from (5.30) that

$$
\begin{align*}
G \Phi_{(1 / 2, g, e)} & =g \Phi_{(1 / 2, g, e)}, \\
E \Phi_{(1 / 2, g, e)} & =e \Phi_{(1 / 2,8, e)} . \tag{5.31}
\end{align*}
$$

Since one can obtain from (5.31)

$$
A \Phi_{(1 / 2, g, e)}=B \Phi_{(1 / 2, g, e)}=0
$$

(5.31) is equivalent to (5.30). In terms of the Casimir operators $G_{+}$and $G_{-},(5.31)$ can be rewritten as

$$
\begin{align*}
& G_{+} \Phi_{(1 / 2, g, e)}=\frac{1}{2}(g+e) \Phi_{(1 / 2, g, e)}, \\
& G_{-} \Phi_{(1 / 2, g, e)}=\frac{1}{2}(g-e) \Phi_{(1 / 2, g, e)} . \tag{5.32}
\end{align*}
$$

Moreover, one can show that (5.32) is equivalent to

$$
\begin{align*}
& D_{-\alpha} \Phi_{(1 / 2,1,1)}=\left(D_{+}^{2} \pm \bar{D}_{-}^{2}\right) \Phi_{(1 / 2,1,1)}=0, \\
& D_{+\alpha} \Phi_{(1 / 2,1,-1)}=\left(D_{-}^{2} \pm \bar{D}_{+}^{2}\right) \Phi_{(1 / 2,1,-1)}=0, \\
& \bar{D}_{-\dot{\alpha}} \Phi_{(1 / 2,-1,1)}=\left(D_{-}^{2} \pm \bar{D}_{+}^{2}\right) \Phi_{(1 / 2,-1,1)}=0,  \tag{5.33}\\
& \bar{D}_{+\dot{\alpha}} \Phi_{(1 / 2,-1,-1)}=\left(D_{+}^{2} \pm \bar{D}_{-}^{2}\right) \Phi_{(1 / 2,-1,-1)}=0
\end{align*}
$$

Hence, $\Phi_{(1 / 2, g, e)}$ is chiral or antichiral in one of the two invariant simple superspaces and the superspin-1/2 representation in the other superspace.

$$
\begin{align*}
& (V) \Phi_{(1,0,0)}: \\
& \Pi_{(1,0,0)} \Phi_{(1,0,0)}=\Phi_{(1,0,0)} \tag{5.34}
\end{align*}
$$

Since

$$
K \Pi_{(1,0,0)}=0,
$$

one obtains from (5.34)

$$
\begin{equation*}
K \Phi_{(1,0,0)}=0 \tag{5.35}
\end{equation*}
$$

Multiplying (5.35) by $A, B$, and $G$, one obtains

$$
A \Phi_{(1,0,0)}=B \Phi_{(1,0,0)}=G \Phi_{(1,0,0)}=0
$$

So, one can obtain (5.34) from (5.33). Hence (5.35) is equivalent to (5.34).

We have seen that some of the irreducible superfields satisfy the constraints for the irreducible representation in the two invariant simple superspaces. In fact, all the superfields can be classified according to the irreducible representation of the two invariant simple superspaces. Both $\Phi_{(0,0,0)}$ and $\Phi_{(1,0,0)}$ belong to the superspin-1/2 representation of each of the two invariant superspaces. They can be distinguished by the constraints (5.19) and (5.35). The classification according to this scheme is given in Table II.

## 6. SO(2) SUPERTENSORS IN SUPERSPACE

In order to solve the constraint equations for the irreducible superfields, one has to apply the Casimir operators to a

TABLE II. Classification in invariant simple superspaces. ${ }^{\text {a }}$

| $(Y, G, E)$ | $(0,0,0)$ | $(0,0,2)$ | $(0,0,-2)$ | $(0,2,0)$ | $(0,-2,0)$ | $\left(\frac{1}{2}, 1,1\right)$ | $\left(\frac{1}{2}, 1,-1\right)$ | $\left(\frac{1}{2},-1,1\right)$ | $\left(\frac{1}{2},-1,-1\right)(1,0,0)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\pm$ | $\frac{1}{2}$ | $0^{-}$ | $0^{+}$ | $0^{-}$ | $0^{+}$ | $0^{-}$ | $0^{\frac{1}{2}}$ | $0^{\frac{1}{2}}$ | $0^{+}$ |
| $\left(\theta_{+}, \bar{\theta}_{-}\right)$ | $0^{+}$ | $\frac{1}{2}$ |  |  |  |  |  |  |  |
| $\left(\theta_{-}, \bar{\theta}_{+}\right)$ | $\frac{1}{2}$ | $0^{+}$ |  | $0^{-}$ | $0^{+}$ | $\frac{1}{2}$ | $0^{-}$ | $\frac{1}{2}$ |  |

${ }^{2} \frac{1}{2}, 0^{+}$, and $0^{-}$denote superspin $\frac{1}{2}$, chiral, and antichiral representations, respectively.
general superfield and solve simultaneous equations. So, before one tries to solve the constraint equations, one needs the most general superfield. In order to maintain $\mathrm{SO}(2)$ invariance, it should be a sum of contractions of irreducible component fields with irreducible $\mathrm{SO}(2)$ supertensors in superspace. Since the irreducible $\mathrm{SO}(2)$ tensors are either totally symmetric or totally antisymmetric in their $\mathrm{SO}(2)$ indices, one can obtain them by symmetrizing or antisymmetrizing the $\mathrm{SO}(2)$ indices. The list of all the irreducible $\mathrm{SO}(2)$ supertensors and their number of components are given in Table III. The total number of components turns out to be $2^{8}=256$, as required. The definition of some supertensors in the table are

$$
\begin{aligned}
& \boldsymbol{\theta}^{(i)}=\theta^{i} \theta^{j}-\frac{1}{2} \delta^{i j}\left(\theta^{k} \theta^{k}\right), \\
& \theta^{(i)} \sigma^{a} \bar{\theta}^{j}=\frac{1}{2}\left(\theta^{i} \sigma^{a} \bar{\theta}^{j}+\theta^{j} \sigma^{a} \bar{\theta}^{i}-\delta^{j} \theta^{k} \sigma^{a} \bar{\theta}^{k}\right), \\
& \theta^{(i} \sigma^{a} \bar{\theta}^{j]}=\frac{1}{2}\left(\theta^{i} \sigma^{a} \bar{\theta}^{j}-\theta^{j} \sigma^{a} \bar{\theta}^{i}\right),
\end{aligned}
$$

$$
\begin{align*}
& \boldsymbol{\theta}^{\alpha(j k)}= \frac{1}{3}\left(\overline{\boldsymbol{\theta}}^{(j k)} \theta^{\alpha i}+\overline{\boldsymbol{\theta}}^{(i k)} \theta^{\alpha j}+\overline{\boldsymbol{\theta}}^{(i j)} \theta^{\alpha k}\right)-\text { trace }, \\
& \boldsymbol{\theta}^{(i j k l)}= \frac{1}{6}\left(\boldsymbol{\theta}^{(i j)} \overline{\boldsymbol{\theta}}^{(k l)}\right. \\
&+\boldsymbol{\theta}^{(i k)} \overline{\boldsymbol{\theta}}^{(j l)}+\boldsymbol{\theta}^{(i l)} \overline{\boldsymbol{\theta}}^{(j k)}+\boldsymbol{\theta}^{(j k)} \overline{\boldsymbol{\theta}}^{(i l)} \\
&+\boldsymbol{\theta}^{(j l)} \overline{\boldsymbol{\theta}}^{(i k)}+\boldsymbol{\theta}^{(k l)} \overline{\boldsymbol{\theta}}^{(i j)}-\text { trace }, \\
& \boldsymbol{\theta}^{[i j]}=\frac{1}{2}\left(\boldsymbol{\theta}^{(i k)} \overline{\boldsymbol{\theta}}^{(k)}-\boldsymbol{\theta}^{(j k)} \overline{\boldsymbol{\theta}}^{(k i)}\right) . \tag{6.1}
\end{align*}
$$

When one does explicit calculations, one frequently has to multiply two supertensors and decompose the product into a sum of irreducible supertensors. Also, in order to construct a tensor calculus, one needs these reduction formulas. Some of the reduction formulas which are frequently used are given in Appendix B.

## 7. IRREDUCIBLE SUPERFIELDS

In Sec. 5, we derived the simplified constraint equations. Although it is straightforward to solve those con-

TABLE III. Irreducible SO (2) supertensors.

| Boson part |  | Fermion part |  |
| :---: | :---: | :---: | :---: |
| Supertensors | \# Comp. | Supertensors | \# Comp. |
| $\theta^{i} \theta^{1}, \bar{\theta}^{1} \bar{\theta}^{\prime}$ | $\begin{gathered} 1 \\ 1+1 \end{gathered}$ | $\theta^{a i}, \bar{\theta}_{\dot{\alpha} i}$ | $4+4$ |
| $\boldsymbol{\theta}^{(i)}, \overline{\boldsymbol{\theta}}^{(i)},$ | $2+2$ |  |  |
| $\theta^{i} \sigma^{a b} \theta^{j}, \bar{\theta}^{i} \bar{\sigma}^{a b} \bar{\theta}^{j}$ | $3+3$ |  |  |
| $\theta^{i} \sigma^{a} \bar{\theta}^{i}$ | 4 |  |  |
| $\theta^{(i} \sigma^{\sim} \bar{\theta}^{\prime}$ | 8 |  |  |
| $\theta^{[i} \sigma^{\alpha} \bar{\theta}^{j]}$ | 4 | $\left(\theta^{k} \theta^{k}\right) \theta^{\alpha i},\left(\bar{\theta}^{\star} \bar{\theta}^{k}\right) \bar{\theta}_{\alpha \dot{\alpha} i}$ | $4+4$ |
|  | $1+1$ | $\theta^{\alpha(i j k)}, \bar{\theta}_{\partial(i j k)}$ | $4+4$ |
| $\left(\theta^{k} \theta^{k}\right)\left(\theta^{i} \sigma^{-} \bar{\theta}^{i}\right),\left(\bar{\theta}^{k} \bar{\theta}^{k}\right)\left(\theta^{i} \sigma^{a} \bar{\theta}^{i}\right)$ | $4+4$ | $\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right) \theta^{\alpha i},\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right) \bar{\theta}_{\alpha i}$ | $16+16$ |
| $\left(\theta^{k} \theta^{k}\right) \theta^{(i} \sigma^{\prime} \bar{\theta}^{n},\left(\bar{\theta}^{k} \bar{\theta}^{k}\right) \theta^{(i} \sigma^{a} \bar{\theta}^{n}$ | $8+8$ | $\left(\bar{\theta}^{k} \bar{\theta}^{k}\right) \theta^{\alpha i},\left(\theta^{k} \theta^{k}\right) \bar{\theta}_{\dot{\alpha} i}$ | $4+4$ |
| $\left(\theta^{k} \theta^{k}\right) \theta^{[i} \sigma^{\kappa} \bar{\theta}^{j j},\left(\bar{\theta}^{k} \bar{\theta}^{k}\right) \theta^{[i} \sigma^{a} \bar{\theta}^{j]}$, | $4+4$ |  |  |
| - $\left.\boldsymbol{\theta}^{k} \boldsymbol{\theta}^{k}\right) \overline{\boldsymbol{\theta}}^{(i)},\left(\bar{\theta}^{k} \vec{\theta}^{k}\right) \boldsymbol{\theta}^{(i)}$ | $2+2$ |  |  |
| $\left(\bar{\theta}^{\kappa} \bar{\theta}^{k}\right)\left(\theta^{i} \sigma^{a b} \theta^{j}\right),\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{i} \bar{\sigma}^{a b} \bar{\theta}^{j}\right)$ | $3+3$ |  |  |
| $\overline{\boldsymbol{\theta}}^{(i k)}\left(\theta^{k} \sigma^{a b} \theta^{\prime}\right), \theta^{(i k)}\left(\bar{\theta}^{k} \sigma^{a b} \bar{\theta}^{j}\right)$ | $6+6$ |  |  |
| $\theta^{(i j k l)}$ | $2$ |  |  |
| $\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{r} \bar{\theta}^{\prime}\right)$ | 1 | $\left.\left(\theta^{\prime} \theta^{\prime}\right) \theta^{a(i j k)},\left(\bar{\theta}^{\prime} \bar{\theta}^{\prime}\right) \bar{\theta}_{\alpha(i j k)}\right)$ | $4+4$ |
| $\theta^{[i j]}$ | 1 | $\left(\bar{\theta}^{k} \bar{\theta}^{k}\right)\left(\theta^{\prime} \sigma^{a} \bar{\theta}^{l}\right) \theta^{\alpha i},\left(\theta^{k} \theta^{k}\right)\left(\theta^{\prime} \sigma^{\prime} \bar{\theta}^{l}\right) \bar{\theta}_{\dot{\alpha} i}$ | $16+16$ |
| $\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right)\left(\theta^{l} \sigma^{k} \bar{\theta}^{\prime}\right)$ | $10$ | $\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{\prime} \bar{\theta}^{\prime}\right) \theta^{\alpha i},\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{r} \bar{\theta}^{\prime}\right) \bar{\theta}_{\alpha i}$ | $4+4$ |
| $\left(\theta^{k} \theta^{k}\right)^{2}\left(\bar{\theta} \bar{\theta}^{\prime}\right),\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta} \bar{\theta} \bar{\theta}^{\prime}\right)^{2}$ | $1+1$ |  |  |
| $\left(\theta^{k} \theta^{k}\right)^{2} \bar{\theta}^{(i)},\left(\bar{\theta}^{k} \bar{\theta}^{k}\right)^{2} \boldsymbol{\theta}^{(i)}$ | $2+2$ |  |  |
| $\left(\theta^{k} \theta^{k}\right)^{2}\left(\bar{\theta}^{i} \bar{\sigma}^{a b} \bar{\theta}^{\prime}\right),\left(\bar{\theta}^{k} \bar{\theta}^{k}\right)^{2}\left(\theta^{i} \sigma^{a b} \theta^{j}\right)$ | $3+3$ |  |  |
| $\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{\prime} \bar{\theta}^{\prime}\right)\left(\theta^{i} \sigma^{\sigma} \bar{\theta}^{i}\right)$ | $4$ |  |  |
| $\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{\prime} \bar{\theta}^{i}\right) \theta^{l} \sigma^{a^{\prime}} \bar{\theta}^{\prime}$ | 8 | $\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{\prime} \bar{\theta}^{\prime}\right)^{2} \theta^{\alpha i},\left(\theta^{k} \theta^{k}\right)^{2}\left(\bar{\theta}^{r} \bar{\theta}^{\prime}\right) \bar{\theta}_{\alpha i}$ | $4+4$ |
| $\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{\prime} \bar{\theta}^{j}\right) \theta^{(i} \sigma^{\alpha} \bar{\theta}^{j 1}$ | 4 |  |  |
| $\left(\theta^{k} \theta^{k}\right)^{2}\left(\bar{\theta} \bar{\theta}^{i}\right)^{2}$ | 1 |  |  |
| Total | 128 | Total | 128 |

straint equations, there are some ambiguities. Each term in the superfields can be multiplied by some powers of $\partial^{2}, \sigma \cdot \partial$, or $\bar{\sigma} \cdot \partial$ and still can satisfy the same constraint equations. So, in order to give correct dimension to the component fields in the irreducible superfields, one should divide each term in the superfields by proper powers of $\partial^{2}, \sigma \cdot \partial$, or $\bar{\sigma} \cdot \partial$ such that the solutions of the constraint equations are the same as the results obtained by applying the projection operators $\Pi_{(Y, G, E)}$ to the most general superfield.

It turns out that some of the solutions are still reducible, and this introduces supersymmetric gauge invariance. Since the Lagrangians and the supersymmetry transformation rules are much simpler in the Dirac four-component notation, they are given in terms of the four-component Majorana spinors.
(I) $\Phi_{(0,0,0)}$ : This multiplet contains $8+8$ field components. The irreducible superfield corresponding to this multiplet is

$$
\begin{align*}
& \partial^{4} \Phi_{(0,0,0)} \\
& =\frac{1 \stackrel{12}{2}}{\theta} \partial^{2}(M+i N)+\frac{1}{2} \stackrel{(2)}{\theta} \partial^{2}(M-i N)+\stackrel{(2)}{\theta^{a}(i j)} \partial^{2} V_{a}^{(i j)} \tag{7.1}
\end{align*}
$$

where the $\mathrm{SO}(2)$ supertensors are

$$
\begin{aligned}
& \stackrel{(2)}{\theta}=\theta^{k} \theta^{k}+i\left(\theta^{k} \theta^{k}\right)\left(\theta^{\prime} \sigma^{a} \bar{\theta}^{\prime}\right) \partial_{a}-\frac{1}{8}\left(\theta^{k} \theta^{k}\right)^{2}\left(\bar{\theta}^{\prime} \bar{\theta}^{l}\right) \partial^{2}, \\
& \stackrel{(2)}{\boldsymbol{\theta}^{a[i j]}}=i\left[\theta^{[i} \sigma_{b} \bar{\theta}^{j]}-\frac{1}{4}\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{\prime} \bar{\theta}^{l}\right) \theta^{[i} \sigma_{b} \bar{\theta}^{j i} \partial^{2}\right] \Pi^{a b} \\
& -\frac{1}{2}\left[\left(\bar{\theta}^{\kappa} \bar{\theta}^{k}\right)\left(\theta^{i} \sigma^{a b} \theta^{j}\right)+\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{i} \bar{\sigma}^{a b} \bar{\theta}^{j}\right)\right] \partial_{b}, \\
& \stackrel{(0)}{\theta}=1-\frac{1}{2}\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{\prime} \bar{\theta}^{l}\right) \partial^{2}+\frac{1}{2}\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right)\left(\theta^{l} \sigma^{b} \bar{\theta}^{l}\right) \partial_{a} \partial_{b} \\
& +\frac{1}{64}\left(\theta^{k} \theta^{k}\right)^{2}\left(\bar{\theta}^{l} \bar{\theta}^{l}\right)^{2} \partial^{4}, \\
& \stackrel{(2)}{(2)}^{(i)}=\left[\theta^{(i} \sigma^{a} \bar{\theta}^{j)}-\frac{1}{4}\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{i} \bar{\theta}^{i}\right) \theta^{(i} \sigma^{a} \bar{\theta}^{\lambda} \partial^{2}\right] \partial_{a} \\
& -\frac{1}{4} i\left[\left(\theta^{k} \theta^{k}\right) \overline{\boldsymbol{\theta}}^{(i)}-\left(\bar{\theta}^{k} \bar{\theta}^{k}\right) \theta^{(i j)}\right] \partial^{2}, \\
& \stackrel{1}{\theta}^{\alpha i}=\theta^{\alpha i}-i\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{\prime} \bar{\sigma} \cdot \partial\right)^{\alpha}+i\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right) \theta^{\alpha i} \partial_{a} \\
& -\frac{1}{4}\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{l} \bar{\theta}^{l}\right) \theta^{\alpha i} \partial^{2} \\
& +\frac{1}{2}\left(\theta^{k} \theta^{k}\right)\left(\theta^{l} \sigma^{a} \bar{\theta}^{l}\right)\left(\bar{\theta}^{i} \bar{\sigma} \cdot \partial\right)^{\alpha} \partial_{a} \\
& +\frac{1}{16} i\left(\theta^{k} \theta^{k}\right)^{2}\left(\bar{\theta}^{\prime} \bar{\theta}^{l}\right)\left(\bar{\theta}^{i} \bar{\sigma} \cdot \partial\right)^{\alpha} \partial^{2} .
\end{aligned}
$$

Here $\Pi^{a b}$ is the projection operator for the vector field:

$$
\begin{equation*}
\Pi^{a b}=\eta^{a b}-\frac{\partial^{a} \partial^{b}}{\partial^{2}} \tag{7.3}
\end{equation*}
$$

The invariant Lagrangian of this multiplet is

$$
\begin{align*}
L_{\{0,0,0\}}= & 2 \int d^{8} \theta \Phi_{(0,0,0)} \partial^{4} \Phi_{(0,0,0)} \\
= & -\frac{1}{8}\left(F(V)_{a b}^{[i j]}\right)^{2}+\frac{1}{2} i \chi^{i} \partial \chi^{i}+\frac{1}{2}\left(\partial_{a} M\right)^{2}+\frac{1}{2}\left(\partial_{a} N\right)^{2} \\
& +\frac{1}{2} F^{2}+\frac{1}{4}\left(G^{(i)}\right)^{2} . \tag{7.4}
\end{align*}
$$

The fields of this multiplet transform under the supersymmetry transformation according to

$$
\begin{aligned}
& \delta V_{a}^{[i j]}=-2 i \bar{\epsilon}^{i} \gamma_{a} \chi^{j l}, \\
& \delta \chi^{i}= F(V)_{a b}^{[i]} \sigma^{b b} \epsilon^{j}-i \phi\left(M+i \gamma^{5} N\right) \epsilon^{i} \\
& \quad+F F^{i}+i G^{(i j)} \gamma^{5} \epsilon^{i}, \\
& \delta M= \bar{\epsilon}^{i} \chi^{i}, \\
& \delta N= i \bar{\epsilon}^{i} \gamma^{5} \chi^{i}, \\
& \delta F=-i \bar{\epsilon}^{i} \chi^{i}, \\
& \delta G^{(i j)}=2 \vec{\epsilon}^{i} \gamma^{5} \partial \chi^{j i} .
\end{aligned}
$$

(II) $\Phi_{[0,0, \pm 2]}$ : All the derivative terms of these superfields are factorizable, and the rest of the superfields can be written in terms of $\theta_{-}{ }^{\alpha}$ and $\bar{\theta}_{-\dot{\alpha}}\left(\theta_{+}{ }^{\alpha}\right.$ and $\left.\bar{\theta}_{+\dot{a}}\right)$. The irreducible superfields are

$$
\begin{align*}
& \Phi_{(0,0, \pm 2)}=\exp \left[ \pm \epsilon^{m n} \theta^{m} \sigma^{b} \bar{\theta}^{n} \partial_{b}\right] \\
& \times\left(A \pm \frac{1}{2} i \epsilon^{i j} B^{(i j)}+\frac{1}{2} \theta^{(i j)}(1 \pm T)\left(M^{(i)}+i N^{(i j)}\right)\right. \\
& +\frac{1}{2} \overline{\boldsymbol{\theta}}^{(i)}(1 \pm T)\left(M^{(i)}-i N^{(i j)}\right. \\
& +\theta^{(i} \sigma^{a} \bar{\theta}^{\wedge}(1 \pm T) A_{a}^{(i j)} \\
& +\frac{1}{4} \theta^{(i j k l)}(1 \pm T) C^{(i j k l)} \\
& +\theta^{\alpha i}(1 \pm T) \chi_{\alpha i}+\bar{\theta}_{\alpha i}(1 \pm T) \bar{\chi}^{\alpha i} \\
& +\theta^{\alpha(i j k)}\left(1 \pm T \hat{\lambda}_{\alpha(j j)}+\bar{\theta}_{\dot{\alpha}(j k)}\left(1 \pm T \bar{\lambda}^{\dot{\alpha}(i j k)}\right),\right. \tag{7.6}
\end{align*}
$$

where the $S O(2)$ supertensors are defined in (6.1) and

$$
\begin{align*}
& T \chi^{\alpha i}=i \epsilon^{i j} \chi^{\alpha j} \\
& T M^{(i)}=\frac{1}{2} i\left(\epsilon^{i k} M^{(k)}+\epsilon^{j k} M^{(i k)}\right), \\
& T \lambda^{\alpha(i j k)}=\frac{1}{2} i\left(\epsilon^{i l} \lambda^{\alpha(j k)}+\epsilon^{j l} \lambda^{\alpha(i l k)}+\epsilon^{k l} \lambda^{\alpha(j l)}\right), \quad \text { etc. } \tag{7.7}
\end{align*}
$$

Since all the component fields in these superfields have different $\mathrm{SO}(2)$ tensor properties, they cannot be reduced any further. However, these superfields cannot give second-order gauge-invariant Lagrangians without central charges. So, we will consider the superfields with two symmetric SO(2) indices instead of $\Phi_{(0,0, \pm 2)}$. For notational convenience, we will drop the label $(0,0, \pm 2)$ from now on:

$$
\begin{align*}
\Phi^{(i)}= & \exp \left[ \pm \epsilon^{m n} \theta^{m} \sigma^{b} \bar{\theta}^{n} \partial_{b}\right] \\
& \times\left(C^{(i j)}+\frac{1}{2} \theta^{(i j)}\left[M+i N \pm \frac{1}{2} i \epsilon^{k l}\left(M^{[k l]}+i N^{[k l]}\right)\right]\right. \\
& +\frac{1}{2} \bar{\theta}^{(i j}\left[M-i N \pm \frac{1}{2} i \epsilon^{k l}\left(M^{[k l]}-i N^{[k l)}\right)\right] \\
& +\theta^{(i} \sigma^{a} \bar{\theta}^{j}\left(A_{a} \pm \frac{1}{2} i \epsilon^{k l} A_{a}^{[k l]}\right) \\
& +\frac{1}{4} \theta^{(i j k l)}(1 \pm T) F^{(k l)}+2 \theta^{(i} \chi^{j)} \\
& +2 \bar{\theta}^{(i} \bar{\chi}^{j)}+\theta^{\alpha(j j k)}(1 \pm T) \psi_{\alpha k} \\
& \left.+\bar{\theta}_{\dot{\alpha}(j j k)}(1 \pm T) \bar{\psi}^{\dot{\alpha} k}\right) \tag{7.8}
\end{align*}
$$

Rewriting these superfields in terms of $\theta^{ \pm \alpha}$ and $\bar{\theta}_{ \pm \dot{\alpha}}$, one has

$$
\begin{align*}
\Phi \mp \mp= & \exp \left[ \pm i\left(\theta_{+} \sigma^{a} \bar{\theta}_{-}-\theta_{-} \sigma^{a} \bar{\theta}_{+}\right) \partial_{a}\right] \\
& \times\left(C^{\mp} \mp+\frac{1}{2} \theta_{\mp}{ }^{2}[M+i N\right. \\
& \left. \pm \frac{1}{2} i \epsilon^{k l}\left(M^{[k l]}+i N^{[k l}\right)\right] \\
& +\frac{1}{2} \bar{\theta}_{\mp}{ }^{2}\left[M-i N \pm \frac{1}{2} i \epsilon^{k l}\left(M^{[k l]}-i N^{[k l}\right)\right] \\
& +\theta_{\mp} \sigma^{a} \bar{\theta}_{\mp}\left(A_{a} \pm \frac{1}{2} i \epsilon^{k l} A_{a}^{[k l]}\right) \\
& +\theta_{\mp}{ }^{2} \bar{\theta}_{\mp}{ }^{2} F^{ \pm} \pm+2 \theta_{\mp} \chi_{\mp} \\
& \left.+2 \bar{\theta}_{\mp} \bar{\chi}_{\mp}+2 \bar{\theta}_{\mp}{ }^{2}\left(\theta_{\mp} \psi_{ \pm}\right)+2 \theta_{\mp}{ }^{2}\left(\bar{\theta}_{\mp} \bar{\psi}_{ \pm}\right)\right), \tag{7.9}
\end{align*}
$$

where

$$
\begin{align*}
& \chi_{ \pm}=(1 / \sqrt{2})\left(\chi^{1} \pm i \chi^{2}\right), \\
& C^{ \pm \pm}=C^{(11)} \pm i C^{(12)} \tag{7.10}
\end{align*}
$$

These superfields can be reduced further by imposing the constraint

$$
\begin{equation*}
D_{+}^{2} \bar{D}_{+}^{2} \Phi_{ \pm}^{-}= \pm 16 \partial^{2} \Phi_{ \pm}^{++} \tag{7.11}
\end{equation*}
$$

Choosing the plus sign and solving the constraint, one obtains

$$
\begin{align*}
\Phi_{+}^{\mp}= & \exp \left[ \pm i\left(\theta_{+} \sigma^{a} \bar{\theta}_{-}-\theta_{-} \sigma^{a} \bar{\theta}_{+}\right) \partial_{a}\right] \\
& \times\left(C^{\mp} \mp \pm \theta_{\mp}{ }^{2} \frac{1}{2} i \epsilon^{i j}\left(M^{(i j]}+i N^{[i j)}\right)\right. \\
& \pm \theta_{\mp}{ }^{2} \frac{1}{2} i \epsilon^{i j}\left(M^{(i j)}-i N^{[i j)}\right) \\
& +\theta_{\mp} \sigma_{a} \bar{\theta}_{\mp}\left(\Pi^{a b} A_{b} \pm \frac{1}{2} i \epsilon^{i j} \partial^{a} A^{[i j]}\right) \\
& +\theta_{\mp}{ }^{2} \bar{\theta}_{\mp}{ }^{2} \partial^{2} C^{ \pm \pm}+2 \theta_{\mp} \chi_{\mp} \\
& +2 \bar{\theta}_{\mp} \bar{\chi}_{\mp}+2 i \bar{\theta}_{\mp}{ }^{2}\left(\theta_{\mp} \sigma \cdot \partial \bar{\chi}_{ \pm}\right) \\
& \left.+2 i \theta_{\mp}{ }^{2}\left(\bar{\theta}_{\mp} \bar{\sigma} \cdot \partial \chi_{ \pm}\right)\right) . \tag{7.12}
\end{align*}
$$

With minus sign, one obtains

$$
\begin{align*}
\Phi_{-}^{\mp}= & \exp \left[ \pm i\left(\theta_{+} \sigma^{a} \bar{\theta}_{-}-\theta_{-} \sigma^{a} \bar{\theta}_{+}\right) \partial_{a}\right] \\
& \times\left(C C^{\mp}+\frac{1}{2} \theta_{\mp}{ }^{2}(M+i N)\right. \\
& +\frac{1}{2} \bar{\theta}_{\mp}{ }^{2}(M-i N)-\theta_{\mp}{ }^{2} \bar{\theta}_{\mp}{ }^{2} \partial^{2} C \pm \pm \\
& +\theta_{\mp} \sigma_{a} \bar{\theta}_{\mp}\left(\partial^{a} A \pm \frac{1}{2} i \epsilon^{i j} \Pi^{a b} A_{b}^{[i j]}\right) \\
& +2 \theta_{\mp} \chi_{\mp}+2 \bar{\theta}_{\mp} \bar{\chi}_{\mp}-2 i \bar{\theta}_{\mp}{ }^{2}\left(\theta_{\mp} \sigma \cdot \partial \bar{\chi}_{ \pm}\right) \\
& \left.-2 i \theta_{\mp}{ }^{2}\left(\bar{\theta}_{\mp} \bar{\sigma} \cdot \partial \chi_{ \pm}\right)\right) . \tag{7.13}
\end{align*}
$$

One can easily see that these superfields $\Phi_{+}^{\mp \mp}$ cannot form physical supermultiplets by dimensional argument. Instead, they appear as supersymmetric gauge degrees of freedom.

We now construct invariant Lagrangians. Since the superfields have two axial vector fields, they contain two supermultiplets. The multiplet with $A_{a}$ has the following Lagrangian:

$$
\begin{align*}
L_{+}= & 2 \int d^{8} \theta\left(\Phi^{++} \Phi^{--}+\frac{1}{32}\left(\Phi^{--} \frac{1}{\partial^{2}} D_{+}{ }^{2} \bar{D}_{+}^{2} \Phi^{--}\right.\right. \\
& \left.\left.+\Phi^{++} \frac{1}{\partial^{2}} D^{2} \bar{D}_{-}^{2} \Phi^{++}\right)\right) . \tag{7.14}
\end{align*}
$$

$L_{+}$has supersymmetric gauge invariance. It is invariant under

$$
\begin{equation*}
\Phi \mp \mp \rightarrow \Phi \mp \mp+\Phi \mp \mp . \tag{7.15}
\end{equation*}
$$

There are $8+8$ field components in this multiplet. Redefining some of the fields as

$$
\begin{align*}
& F^{(i j)} \rightarrow F^{(i j)}-\partial^{2} C^{(i j)}, \\
& \psi^{i} \rightarrow \psi^{i}-i \not \partial \chi^{i}, \tag{7.16}
\end{align*}
$$

$L_{+}$takes the form

$$
\begin{align*}
L_{+}= & -\frac{1}{4}\left(F(A)_{a b}\right)^{2}+\frac{1}{2} \overline{\psi^{i}} \partial \psi^{i} \\
& +\frac{1}{4}\left(\partial_{a} M^{[i j]}\right)^{2}+\frac{1}{4}\left(\partial_{a} N^{[i j]}\right)^{2} \\
& +\frac{1}{4}\left(F^{(i j)}\right)^{2}+\frac{1}{4}\left(G^{[i j)}\right)^{2}, \tag{7.17}
\end{align*}
$$

where

$$
\begin{equation*}
G^{[i j]}=\partial \cdot A^{[i j]} \tag{7.18}
\end{equation*}
$$

In the Wess-Zumino gauge, this multiplet transforms under supersymmetry transformation according to

$$
\begin{align*}
& \delta A_{a}=\bar{\epsilon}^{i} \gamma_{5} \gamma_{a} \psi^{i}, \\
& \delta \psi^{i}= \\
& \quad-i F(A)_{a b} \gamma^{5} \sigma^{a b} \epsilon^{i}+i \Delta\left(M^{[i j]}+i N^{[i j]} \gamma^{5}\right) \epsilon^{j} \\
&  \tag{7.19}\\
& \quad+\left(F^{(i j)}-i G^{[i j]} \gamma^{5}\right) \epsilon^{j}, \\
& \delta M^{[i j]}=2 \bar{\epsilon}^{[i} \psi^{j]}, \\
& \delta N^{[i j]}=2 i \bar{\epsilon}^{[i} \gamma^{5} \psi^{j]}, \\
& \delta F^{[i j}= \\
& \delta G^{[i j]}=2 i \bar{\epsilon}^{(i d} \psi^{j j}, \\
& \delta i \gamma^{5} \Delta \psi^{j]} .
\end{align*}
$$

The second multiplet containing $A_{a}^{[i]}$ has the following Lagrangian:
$L_{-}=2 \int d^{8} \theta\left(\Phi^{++} \Phi^{--}-\frac{1}{32}\left(\Phi^{--} \frac{1}{\partial^{2}} D_{+}^{2} \bar{D}_{+}^{2} \Phi^{--}+\Phi^{++} \frac{1}{\partial^{2}} D_{-}^{2} \bar{D}_{-}^{2} \Phi^{++}\right)\right)$.
$L_{-}$is invariant under the following supersymmetric gauge transformation:

$$
\begin{equation*}
\Phi \mp \mp \rightarrow \Phi \mp \mp+\Phi+\mp \mp . \tag{7.21}
\end{equation*}
$$

This multiplet also contains $8+8$ field components. Redefining $F^{(i j)}$ and $\psi^{i}$ as

$$
\begin{align*}
& F^{(i j)} \rightarrow F^{(i j)}+\partial^{2} C^{(i j)}, \\
& \psi^{i} \rightarrow \psi^{i}+i \not \partial \chi^{i}, \tag{7.22}
\end{align*}
$$

$L_{\text {_ becomes }}$

$$
\begin{align*}
L_{-}= & -\frac{1}{8}\left(F(A)_{a b}^{[i j]}\right)^{2}+\frac{1}{2} i \bar{\psi} \not \partial \psi^{i}+\frac{1}{2}\left(\partial_{a} M\right)^{2}+\frac{1}{2}\left(\partial_{a} N\right)^{2} \\
& +\frac{1}{4}\left(F^{(i j)}\right)^{2}+\frac{1}{2} G^{2}, \tag{7.23}
\end{align*}
$$

where

$$
\begin{equation*}
G=\partial \cdot A \tag{7.24}
\end{equation*}
$$

In the Wess-Zumino gauge, this multiplet transforms according to
$\delta A_{a}^{[i]}=2 \bar{\epsilon}^{[i} \gamma_{5} \gamma_{a} \psi^{j]}$,
$\delta \psi^{i}=i F(A)_{a b}^{[i]} \gamma^{5} \sigma^{a b} \epsilon^{j}-i \phi\left(M+i N \gamma^{5}\right) \epsilon^{i}+F^{(i j)} \epsilon^{j}+i G \gamma^{5} \epsilon^{i}$,
$\delta M=\bar{\epsilon}^{i} \psi^{i}$,
$\delta N=i \bar{\epsilon}^{i} \gamma^{5} \psi^{i}$,
$\delta F^{(i)}=-2 i \bar{\epsilon}^{i} \partial \psi^{j)}$,
$\delta G=\bar{\epsilon}^{-} \gamma^{5} \delta \psi^{i}$.
(III) $\Phi_{(0, \pm 2,0)}$ : These superfields like the preceding ones are factorizable, and the rest of them can be written in terms of $\theta^{\alpha i}$ or $\bar{\theta}_{\alpha i}$ :
$\Phi_{(0,-2,0)}$

$$
\begin{align*}
& =\exp \left[-i\left(\theta^{l} \sigma^{c} \bar{\theta}^{l}\right) \partial_{c}\right]\left(A+i B+\frac{1}{2}\left(\theta^{k} \theta^{k}\right)(M+i N)\right. \\
& \quad+\frac{1}{2} \theta^{(i)}\left(M^{(i)}+i N^{(i j)}\right)+\frac{1}{2}\left(\theta^{i} \sigma^{a b} \theta^{j}\right) T_{a b}^{(i j)} \\
& \left.\quad+\frac{1}{2}\left(\theta^{k} \theta^{k}\right)^{2}(F+i G)+2 \theta^{i} \chi^{i}+2\left(\theta^{k} \theta^{k}\right)\left(\theta^{i} \psi^{i}\right)\right)  \tag{7.26}\\
& \Phi_{(0,2,0)}=\bar{\Phi}_{(0,-2,0)} . \tag{7.27}
\end{align*}
$$

We will drop the label for the chiral superfield for notational simplicity from now on. The chiral superfield can be reduced further by imposing the constraint ${ }^{10}$

$$
\begin{equation*}
\left(D^{k} D^{k}\right)^{2} \Phi_{ \pm}= \pm 32 \partial^{2} \bar{\Phi}_{ \pm} \tag{7.28}
\end{equation*}
$$

Solving the constraint with plus sign, one obtains

$$
\begin{align*}
\Phi_{+}= & \exp \left[-i\left(\theta^{\prime} \sigma^{c} \bar{\theta}^{\prime}\right) \partial_{c}\right]\left(A-i B+i\left(\theta^{k} \theta^{k}\right) G+\theta^{(i j} F^{(i j)}\right. \\
& +2 i\left(\theta^{i} \sigma^{a b} \theta^{j}\right) \partial_{a} A_{b}^{[i j]}+\frac{1}{2}\left(\theta^{k} \theta^{k}\right)^{2} \partial^{2}(A+i B)+2 \theta^{i} \chi^{i}  \tag{7.35}\\
& \left.+2 i\left(\theta^{k} \theta^{k}\right)\left(\theta^{i} \sigma \cdot \partial_{\chi}^{i}\right)\right) . \tag{7.29}
\end{align*}
$$

There are $8+8$ field components in this multiplet. The invariant Lagrangian of this multiplet is

$$
\begin{align*}
L_{+}= & -\frac{1}{2} \int d^{4} \theta \Phi_{+} \Phi_{+} \\
= & -\frac{1}{8}\left(F(A)_{a b}^{[i j]}\right)^{2}+\frac{1}{2} i \bar{\chi}^{i} \partial \chi^{i}+\frac{1}{2}\left(\partial_{a} A\right)^{2}+\frac{1}{2}\left(\partial_{a} B\right)^{2}  \tag{7.36}\\
& +\frac{1}{4}\left(F^{(i j)}\right)^{2}+\frac{1}{2} G^{2} . \tag{7.30}
\end{align*}
$$

The supersymmetry transformation rules for this multiplet are
$\delta A_{a}^{[i j]}=2 \bar{\epsilon}^{[i} \gamma_{s} \gamma_{a} \chi^{j]}$,
$\delta \chi^{i}=i F(A)_{a b}^{[i]} \gamma^{5} \sigma^{a b} \epsilon^{j}-i \phi\left(A+i B \gamma^{5}\right) \epsilon^{i}+F^{(i)} \epsilon^{j}+i G \gamma^{5} \epsilon^{i}$,
$\delta A=\bar{\epsilon}^{i} \chi^{i}$,
$\delta B=i \bar{\epsilon}^{i} \gamma^{5} \gamma^{i}$,
$\delta F^{(i)}=-2 i \bar{\epsilon}^{(i} \Delta \chi^{j j}$,
$\delta G=\bar{\epsilon}^{i} \gamma^{5} \boldsymbol{D} \chi^{i}$.
It is interesting to note that this multiplet has the same Lagrangian and supersymmetry transformation rules as the one in (7.23)-(7.25) but that they have totally different superfields.

One can change the $\mathrm{SO}(2)$ tensor property of the component fields by attaching antisymmetric $\mathbf{S O}(2)$ indices on $\Phi_{+}$:

$$
\begin{align*}
\Phi_{+}^{[i j]}= & \exp \left[-i\left(\theta^{l} \sigma^{c} \bar{\theta}^{l}\right) \partial_{c}\right]\left(A^{[i j]}-i B^{[i j]}+i\left(\theta^{k} \theta^{k}\right) G^{[i j]}\right. \\
& +\left(\theta^{(i k)} F^{(j k)}-\theta^{(j k)} F^{(i k)}\right)-4 i\left(\theta^{i} \sigma^{a b} \theta^{j}\right) \partial_{a} A_{b} \\
& +\frac{1}{2}\left(\theta^{k} \theta^{k}\right)^{2} \partial^{2}\left(A^{[i j]}+i B^{[i j]}\right)+4 \theta^{[i} \chi^{j]}  \tag{7.32}\\
& \left.+4 i\left(\theta^{k} \theta^{k}\right) \theta^{[i} \sigma \cdot \partial \bar{\chi}{ }^{j]}\right) . \tag{7.25}
\end{align*}
$$

The Lagrangian for this multiplet with $8+8$ field components is

$$
\begin{align*}
L_{+}^{\prime}= & -\frac{1}{4} \int d^{4} \theta \Phi_{+}^{[i j]} \Phi_{+}^{[i j]} \\
= & -\frac{1}{4}\left(F(A)_{a b}\right)^{2}+\frac{1}{2} \bar{\chi}^{i} \partial \chi^{i}+\frac{1}{4}\left(\partial_{a} A^{[i j]}\right)^{2}+\frac{1}{4}\left(\partial_{a} B^{[i j]}\right)^{2} \\
& +\frac{1}{4}\left(F^{(i j}\right)^{2}+\frac{1}{4}\left(G^{[i j]}\right)^{2} . \tag{7.33}
\end{align*}
$$

This multiplet transforms under supersymmetry as follows:

$$
\begin{align*}
\delta A_{a}= & \bar{\epsilon}^{i} \gamma_{5} \gamma_{a} \chi^{i}, \\
\delta \chi^{i}= & -i F(A)_{a b} \gamma^{5} \sigma^{a b} \epsilon^{i}+i \nexists\left(A^{[i]]}-i B^{[i j]} \gamma^{5}\right) \epsilon^{j} \\
& +\left(F^{(i)}-i G^{[i j]} \gamma^{5}\right) \epsilon^{j}, \\
\delta A^{(i j]}= & 2 \bar{\epsilon}^{[i} \chi^{j]},  \tag{7.34}\\
\delta B^{[i j]}= & -2 i \bar{\epsilon}{ }^{[i} \gamma^{5} \chi^{j]}, \\
\delta F^{(i)}= & -2 i \bar{\epsilon}^{i} \partial \chi^{j}, \\
\delta G^{[i j]}= & 2 \bar{\epsilon}^{[i} \gamma^{5} \partial \chi^{j]} .
\end{align*}
$$

This multiplet has the same Lagrangian and supersymmetry transformation rules as the one in (7.17)-(7.19).

The constraint (7.28) with minus sign leads to

$$
\begin{aligned}
\Phi_{-}= & \exp \left[-i\left(\theta^{\prime} \sigma^{c} \bar{\theta}^{l}\right) \partial_{c}\right]\left(A-i B+\left(\theta^{k} \theta^{k}\right) F+i \theta^{(i j)} G^{(i j)}\right. \\
& +2\left(\theta^{i} \sigma^{a b} \theta^{j}\right) \partial_{a} V_{b}^{[i j]}-\frac{1}{2}\left(\theta^{k} \theta^{k}\right)^{2} \partial^{2}(A+i B)+2 \theta^{i} \chi^{i} \\
& \left.-2 i\left(\theta^{k} \theta^{k}\right)\left(\theta^{i} \sigma \cdot \partial \overline{\chi^{i}}\right)\right) .
\end{aligned}
$$

This $8+8$ multiplet has the following Lagrangian:

$$
\begin{aligned}
L_{-}= & \frac{1}{2} \int d^{4} \theta \Phi_{-} \Phi_{-} \\
= & \left.-\frac{1}{8}(F(V))_{a b}^{[i j]}\right)^{2}+\frac{1}{2} i \chi^{-} \partial^{i} \chi^{i}+\frac{1}{2}\left(\partial_{a} A\right)^{2}+\frac{1}{2}\left(\partial_{a} B\right)^{2} \\
& +\frac{1}{2} F^{2}+\frac{1}{4}\left(G^{(i j}\right)^{2} .
\end{aligned}
$$

The supersymmetry transformation rules are

$$
\begin{align*}
& \delta V_{a}^{[i j]}=-2 i \bar{\epsilon}^{[i} \gamma_{a} \chi^{j]}, \\
& \delta \chi^{i}=F(V)_{a b}^{[i j]} \sigma^{a b} \epsilon^{j}-i \partial\left(A+i B \gamma^{5}\right) \epsilon^{i}+F \epsilon^{i}+i G^{(i j)} \gamma^{5} \epsilon^{j}, \\
& \delta A=\bar{\epsilon}^{i} \chi^{i},  \tag{7.37}\\
& \delta B=i \bar{\epsilon}^{i} \gamma^{5} \chi^{i}, \\
& \delta F=-i \bar{\epsilon}^{i} \partial \chi^{i}, \\
& \delta G^{[i j]}=2 i \bar{\epsilon}^{i i} \gamma^{5} \partial \chi^{j} . \tag{7.31}
\end{align*}
$$

This multiplet has the same Lagrangian and supersymmetry transformation rules as the $(0,0,0)$ multiplet.

Adding antisymmetric $\mathbf{S O}(2)$ indices to $\Phi_{-}$, one has

$$
\begin{aligned}
\Phi_{-}^{[i j]}= & \exp \left[-i\left(\theta^{l} \sigma^{\prime} \bar{\theta}^{l}\right) \partial_{c}\right]\left(A^{[i j]}-i B^{[i j]}+\left(\theta^{k} \theta^{k}\right) F^{[i j]}\right. \\
& +i\left(\theta^{(i k)} G^{(j k)}-\theta^{(j k)} G^{(i k)}\right)+4\left(\theta^{i} \sigma^{a b} \theta^{j}\right) \partial_{a} V_{b} \\
& -\frac{1}{2}\left(\theta^{k} \theta^{k}\right)^{2} \partial^{2}\left(A^{[i j]}+i B^{[i j]}\right)+4 \theta^{[i} \chi^{j]} \\
& \left.-4 i\left(\theta^{k} \theta^{k}\right) \theta^{[i} \sigma \cdot \partial \bar{\chi}^{j]}\right) .
\end{aligned}
$$

De Wit has called this $8+8$ multiplet the $\mathrm{SO}(2)$ vector gauge multiplet. ${ }^{7}$ The Lagrangian for this vector gauge multiplet is

$$
\begin{align*}
L_{-}^{\prime}= & \frac{1}{4} \int d^{4} \theta \Phi \Phi_{-}^{[i j]} \Phi_{-}^{[i j]} \\
= & -\frac{1}{4}\left(F(V)_{a b}\right)^{2}+\frac{1}{2} \bar{\chi}^{i} \partial \chi^{i}+\frac{1}{4}\left(\partial_{a} A^{[i j]}\right)^{2}+\frac{1}{4}\left(\partial_{a} B^{[i j]}\right)^{2} \\
& +\frac{1}{4}\left(F^{[i j]}\right)^{2}+\frac{1}{4}\left(G^{(i)}\right)^{2} . \tag{7.39}
\end{align*}
$$

The supersymmetry transformation rules are

$$
\begin{align*}
& \delta V_{a}=i \bar{\epsilon}^{i} \gamma_{a} \chi^{i}, \\
& \delta \chi^{i}= F(V)_{a b} \sigma^{a b} \epsilon^{i}+i d\left(A^{[i j]}-i B^{[i j]} \gamma^{5}\right) \epsilon^{j} \\
&-\left(F^{[i j]}-i G^{(i j)} \gamma^{5}\right) \epsilon^{j}, \\
& \delta A^{[i j]}= 2 \bar{\epsilon}^{[i} \chi^{j]},  \tag{7.40}\\
& \delta B^{[i j]}= 2 i \bar{\epsilon}^{[i} \gamma^{5} \chi^{j]}, \\
& \delta F^{[i j]}=-2 i \bar{\epsilon}^{[i} \partial \chi^{j]}, \\
& \delta G^{(i)}= 2 \bar{\epsilon}^{(i} \gamma^{5} \delta \chi^{j]} .
\end{align*}
$$

We now consider the chiral superfield (7.26). There are two ways to construct the invariant Lagrangian from this superfield. The first one is

$$
\begin{equation*}
L_{\mathrm{I}}=2 \int d^{8} \theta \bar{\Phi} \Phi-\frac{1}{2}\left(\int d^{4} \theta \Phi \partial^{2} \Phi+\text { h.c. }\right) \tag{7.41}
\end{equation*}
$$

This Lagrangian has supersymmetric gauge invariance. It is invariant under

$$
\begin{equation*}
\Phi \rightarrow \Phi+\Phi_{+} . \tag{7.42}
\end{equation*}
$$

Redefining some of the component fields as

$$
\begin{align*}
& T_{a b}^{[i j]} T_{a b}^{[i j]}+i\left(\partial_{a} A_{b}^{[i j]}-\partial_{b} A_{a}^{[i j]}\right) \\
& \psi \rightarrow \psi+i \partial \chi^{i}  \tag{7.43}\\
& F \rightarrow F+\partial^{2} A \\
& G \rightarrow G-\partial^{2} B
\end{align*}
$$

$L_{1}$ becomes

$$
\begin{align*}
L_{\mathrm{I}}= & -\frac{1}{4}\left(\partial^{b} T_{a b}^{\mid i j}\right)^{2}+\frac{1}{2} i \bar{\psi} \dot{\partial} \partial \psi^{i}+\frac{1}{2}\left(\partial_{a} M\right)^{2}+\frac{1}{4}\left(\partial_{a} N^{(i j)}\right)^{2} \\
& +\frac{1}{2}\left(F^{2}+G^{2}\right) . \tag{7.44}
\end{align*}
$$

In the Wess-Zumino gauge, the supersymmetry transformation rules are

$$
\begin{align*}
& \delta T_{a b}^{[i j]}=-4 \bar{\epsilon}^{[i} \sigma_{a b} \psi^{j]}, \\
& \delta \psi^{i}=i \partial^{b} T_{a b}^{[i j]} \gamma^{a} \epsilon^{j}-i \partial\left(M \epsilon^{i}+i N^{(i j]} \gamma^{5} \epsilon^{j}\right)+\left(F+i G \gamma^{5}\right) \epsilon^{i}, \\
& \delta M=\bar{\epsilon}^{i} \psi^{i},  \tag{7.45}\\
& \delta N^{(i)}=2 i \bar{\epsilon}^{i} \gamma^{5} \psi^{j}, \\
& \delta F=-i \bar{\epsilon}^{i} \partial \psi^{i}, \\
& \delta G=\bar{\epsilon}^{i} \gamma^{5} \partial \psi^{i} .
\end{align*}
$$

De Wit has called this the $\mathbf{S O}(2)$ tensor gauge multiplet. ${ }^{\text {? }}$
The second invariant Lagrangian can be obtained by

$$
\begin{equation*}
L_{\mathrm{II}}=2 \int d^{8} \theta \bar{\Phi} \Phi+\frac{1}{2}\left(\int d^{4} \theta \Phi \partial^{2} \Phi+\text { h.c. }\right) . \tag{7.46}
\end{equation*}
$$

It is invariant under the supersymmetric gauge transformation

$$
\begin{equation*}
\Phi \rightarrow \Phi+\Phi_{-} . \tag{7.47}
\end{equation*}
$$

With the field redefinition

$$
\begin{align*}
& T_{a b}^{[i j]} \rightarrow T_{a b}^{[i j]}+\partial_{a} V_{b}^{[i j]}-\partial_{b} V_{a}^{[i]} \\
& \psi \rightarrow \psi-i \partial \chi^{i} \\
& F \rightarrow F-\partial^{2} A  \tag{7.48}\\
& G \rightarrow G+\partial^{2} B
\end{align*}
$$

$L_{\text {II }}$ takes the following form:

$$
\begin{align*}
L_{11}= & -\frac{1}{4}\left(\partial^{b} \widetilde{T}_{a b}^{[i j)}\right)^{2}+\frac{1}{2} \bar{\psi}^{i} \partial \psi^{i}+\frac{1}{4}\left(\partial_{a} M^{(i)}\right)^{2}+\frac{1}{2}\left(\partial_{a} N\right)^{2} \\
& +\frac{1}{2}\left(F^{2}+G^{2}\right) . \tag{7.49}
\end{align*}
$$

In the Wess-Zumino gauge, this multiplet transforms according to

$$
\begin{aligned}
& \delta T_{a b}^{(i j)}=-4 \bar{\epsilon}^{[i} \sigma_{a b} \psi^{j]}, \\
& \delta \psi^{i}=-i \partial^{b} \widetilde{T}_{a b}^{[i j} \gamma^{5} \gamma^{a} \epsilon^{j}+i \phi\left(M^{(i)]} \epsilon^{j}-i N \gamma^{5} \epsilon^{i}\right) \\
& \quad+\left(F+i G \gamma^{5}\right) \epsilon^{i}, \\
& \delta M^{(i)}=-2 \bar{\epsilon}^{(i} \psi^{j]}, \\
& \delta N=-i \bar{\epsilon}^{i} \gamma^{5} \psi^{i}, \\
& \delta F=-i \bar{\epsilon}^{i} d \psi^{i}, \\
& \delta G=\bar{\epsilon}^{i} \gamma^{5} d \psi^{i} . \\
& (I V) \Phi_{(1 / 2,1, \pm 1)}, \Phi_{(1 / 2,-1, \pm 1)} \text { : The derivative terms of }
\end{aligned}
$$ these superfields are partially factorizable, and the rest of them can be written in terms of three of $\theta_{+}{ }^{a}, \bar{\theta}_{-\dot{\alpha}}, \theta_{-}^{\alpha}$, and $\bar{\theta}_{+\alpha}$. The final result is written in terms of $\theta^{\alpha i}$ and $\bar{\theta}_{\alpha i}$ for manifest $\mathrm{SO}(2)$ invariance. The irreducible superfields are

$$
\begin{aligned}
& \partial^{2} \Phi_{(1 / 2,-1, \pm 1)}=\exp \left[-\frac{1}{2} i\left(\theta^{k} \sigma^{c} \bar{\theta}^{k} \pm i \epsilon^{k l} \theta^{k} \sigma^{c} \bar{\theta}^{l}\right) \partial_{c}\right]\left(\stackrel{(A)}{\theta}_{ \pm}\left[A+i B \pm \frac{1}{2} i \epsilon^{i j}\left(A^{[i j]}+i B^{[i j)}\right)\right]\right. \\
& +\frac{(M)}{(M)} \quad\left[M+i N \pm \frac{1}{2} i \epsilon^{i j}\left(M^{(i j)}+i N^{(i j)}\right]+\frac{(1)^{(M)}}{}{ }^{(i j)}(1 \pm T)\left(M^{(i j)}+i N^{(i j)}\right)\right. \\
& +\frac{(A)}{i(i)} \theta_{ \pm}\left[A_{a}+i B_{a} \pm \frac{1}{2} i \epsilon^{i j}\left(A_{a}^{[i j]}+i B_{a}^{(i j)}\right)\right]+\frac{1}{2} \theta_{ \pm}^{(V)} \pm \partial^{2}\left[V_{a}+i W_{a} \pm \frac{1}{2} i \epsilon^{i j}\left(V_{a}^{[i j]}+i W_{a}^{[i j)}\right]\right.
\end{aligned}
$$

where the $\mathrm{SO}(2)$ supertensors are

$$
\begin{aligned}
& \stackrel{(A)}{\theta}_{ \pm}=1-\frac{1}{16}\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{\prime} \bar{\theta}^{\prime}\right) \partial^{2} \\
& +\frac{1}{16}\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right)\left(\theta^{l} \sigma_{a} \bar{\theta}^{l}\right) \partial^{2} \mp \frac{1}{8} i \epsilon^{k l} \theta^{[i j]} \partial^{2}, \\
& \stackrel{(\boldsymbol{M})}{\boldsymbol{\theta}}_{ \pm}=\theta^{k} \theta^{k}+\frac{1}{2} i\left(\theta^{k} \theta^{k}\right)\left(\theta^{i} \sigma^{a} \bar{\theta}^{i} \mp i \epsilon^{i j} \theta^{i} \sigma^{a} \bar{\theta}^{j}\right) \partial_{a}, \\
& \stackrel{(M)}{\theta^{(i)}}=\boldsymbol{\theta}^{(i)}-\frac{1}{8}\left(\theta^{k} \theta^{k}\right)^{2} \overline{\boldsymbol{\theta}}^{(j)} \partial^{2}, \\
& \stackrel{(A)}{\theta}_{ \pm}^{a}= \pm \epsilon^{i j}\left(\theta^{i} \sigma^{a b} \theta^{j}\right) \partial_{b} \\
& -\frac{1}{4}\left(\theta^{k} \theta^{k}\right)\left(\theta^{i} \sigma_{b} \bar{\theta}^{i} \mp i \epsilon^{i j} \theta^{i} \sigma_{b} \bar{\theta}^{j}\right) \partial^{2} \Pi^{a b}, \\
& \stackrel{(\boldsymbol{V})}{\boldsymbol{\theta}}{ }_{ \pm}{ }^{a}=\left(\theta^{i} \sigma_{b} \bar{\theta}^{i} \mp i \epsilon^{i j} \theta^{i} \sigma_{b} \bar{\theta}^{j}\right) \Pi^{a b}, \\
& \stackrel{(C)}{\theta^{(i)}}=\theta^{(i} \sigma^{a} \bar{\theta}^{j} \partial_{a}-\frac{1}{4} i\left(\theta^{k} \theta^{k}\right) \overline{\boldsymbol{\theta}}^{(i)} \partial^{2}, \\
& \stackrel{(V)}{\theta}^{a(i j)}=\theta^{(i j} \sigma_{b} \bar{\theta}^{j)} \Pi^{a b}+i \bar{\theta}^{(i k)}\left(\theta^{k} \sigma^{a b} \theta^{j}\right) \partial_{b}, \\
& \stackrel{(A)}{\theta^{a(i j)}}=\left(\theta^{k} \theta^{k}\right) \theta^{(i} \sigma_{b} \bar{\theta}^{j} \Pi^{a b}, \\
& \stackrel{(\stackrel{\varphi}{\theta}}{ }{ }^{\alpha i}=\theta^{\alpha i}-\frac{1}{8}\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{l} \bar{\theta}^{l}\right) \theta^{\alpha i} \partial^{2} \\
& +\frac{1}{8}\left(\theta^{k} \theta^{k}\right)\left(\theta^{l} \sigma^{a} \bar{\theta}^{l}\right)\left(\bar{\theta}^{i} \bar{\sigma}_{a}\right)^{\alpha} \partial^{2}, \\
& \stackrel{(\mu)}{\boldsymbol{\theta}}^{\alpha i}=\theta^{\alpha i}-\frac{1}{4} i\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{i} \bar{\sigma} \cdot \partial\right)^{\alpha} \\
& +\frac{1}{4} i\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right)\left(\theta^{i} \sigma_{a} \bar{\sigma} \cdot \partial\right)^{\alpha}, \\
& \stackrel{(\phi)}{\theta}_{\dot{\alpha} i}=\bar{\theta}_{\dot{\alpha} i}-\frac{1}{4} i\left(\bar{\theta}^{k} \bar{\theta}^{k}\right)\left(\theta^{i} \sigma \cdot \partial\right)_{\dot{\alpha}} \\
& -\frac{1}{4} i\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right)\left(\bar{\theta}^{i} \bar{\sigma}_{a} \sigma \cdot \partial\right)_{\dot{\alpha}}, \\
& \stackrel{(\lambda)}{\theta^{\alpha i}}=\frac{1}{4} i\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{i} \bar{\sigma} \cdot \partial\right)^{\alpha}+\frac{1}{12} i\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right)\left(\theta^{i} \sigma_{a} \bar{\sigma} \cdot \partial\right)^{\alpha} \\
& -\frac{1}{3} i\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right) \theta^{\alpha i} \partial_{a}, \\
& \stackrel{(\boldsymbol{x})}{\boldsymbol{\theta}}{ }^{\alpha i}=\left(\theta^{k} \theta^{k}\right) \theta^{\alpha i}+\frac{1}{4} i\left(\theta^{k} \theta^{k}\right)^{2}\left(\bar{\theta}^{i} \bar{\sigma} \cdot \partial\right)^{\alpha}, \\
& \stackrel{(\lambda)}{\boldsymbol{\theta}}_{\dot{\alpha}(j j k)}=\overline{\boldsymbol{\theta}}_{\dot{\alpha}(j j k)}-\frac{1}{2} i\left(\theta^{\prime} \theta^{\prime}\right)\left(\boldsymbol{\theta}^{(i j k)} \boldsymbol{\sigma} \cdot \partial\right)_{\dot{\alpha}}, \\
& {\stackrel{(\psi)}{\boldsymbol{\theta}^{a \alpha i}}}^{a}=\left(\theta^{k} \sigma_{b} \bar{\theta}^{k}\right)\left(\theta^{i} \Lambda^{b a}\right)^{\alpha} .
\end{aligned}
$$

Here $\Lambda^{a b}$ is the projection operator which extracts the spin$3 / 2$ part from the vector spinor ${ }^{11}$ :

$$
\begin{align*}
\Lambda^{a b}= & \eta^{a b}-\frac{2}{3} \frac{\partial^{a} \partial^{b}}{\partial^{2}}-\frac{1}{3} \gamma^{a} \gamma^{b} \\
& +\frac{1}{3} \frac{\partial \gamma^{b} \partial^{a}}{\partial^{2}}-\frac{1}{3} \frac{\partial \gamma^{a} \partial^{b}}{\partial^{2}}  \tag{7.53}\\
\Phi_{(1 / 2,1, \pm 1)}= & \bar{\Phi}_{(1 / 2,-1, \mp 1)} . \tag{7.54}
\end{align*}
$$

All these four superfields form a single multiplet with $64+64$ field components. Each supertensor in these superfields should be contracted with $\mathrm{SO}(2)$ irreducible component fields with at least four degrees of freedom for consistent supersymmetry transformation rules. All the Majorana spinors in these superfields are decomposed into four parts in
an $\mathbf{S O}(2)$ invariant way, and each superfield contains one of them, i.e., $(1+T) \phi_{\alpha i},(1-T) \phi_{\alpha i},(1+T) \bar{\phi}_{\alpha i}$, or $(1-T) \bar{\phi}_{\dot{\alpha} i}$. Since the vector spinor is accompanied by the spin- $3 / 2$ projection operator, one cannot obtain the Pauli-Fierz Lagrangian for the vector spinor with this multiplet alone. So, this multiplet should be coupled to other multiplets to yield the correct Lagrangian. Since this multiplet does not have direct physical interest, we will not consider it any further.
$(V) \Phi_{(1,0,0)}$ : This multiplet has turned out to be the multiplet for the linearized $\mathrm{SO}(2)$ Weyl supergravity with $24+24$ field components. The irreducible superfield is

$$
\begin{align*}
& \partial^{4} \Phi_{(1,0,0)}=6 \theta D+\left(\Theta^{a b[i j]}+\bar{\theta}^{a b[i j]}\right) T_{a b}^{[i j]}+4 \theta^{a} \partial^{2} A_{a} \\
& +2 \theta^{a(i)} \partial^{2} A_{a}^{(i j)}+2 \theta^{a[i]} \partial^{2} V_{a}^{[i j]}+\theta^{a b} \partial^{4} h_{a b} \\
& +6 i \bar{\theta}^{i} \bar{\sigma} \cdot \partial \chi^{i}+6 i \theta^{i} \sigma \cdot \partial \bar{\chi}^{i}+4 \bar{\theta}^{a i} \bar{\sigma} \cdot \partial \partial^{2} \psi_{a}{ }^{i} \\
& -4 \Theta^{a i} \sigma \cdot \partial \partial^{2} \bar{\psi}_{a}{ }^{i}, \tag{7.55}
\end{align*}
$$

where the $\mathrm{SO}(2)$ supertensors are

$$
\begin{aligned}
& \boldsymbol{\theta}=1+\frac{1}{6}\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right)\left(\theta^{l} \sigma^{b} \bar{\theta}^{l}\right) \partial^{2} \Pi_{a b}+\frac{1}{64}\left(\theta^{k} \theta^{k}\right)^{2}\left(\bar{\theta}^{l} \bar{\theta}^{l}\right)^{2} \partial^{4}, \\
& \Theta^{a b[i j]}=\left(\eta^{a c} \eta^{b d}-\eta^{a d} \eta^{b c}-i \epsilon^{a b c d}\right) \\
& \times\left[\left(\bar{\theta}^{i} \bar{\sigma}_{d e} \bar{\theta}^{j}\right) \partial_{c} \partial^{e}-\frac{1}{2} i\left(\bar{\theta}^{k} \bar{\theta}^{k}\right) \theta^{[i} \sigma_{d} \bar{\theta}^{j)} \partial^{2} \partial_{c}\right] \\
& +{ }_{8}^{1}\left(\bar{\theta}^{k} \bar{\theta}^{k}\right)^{2}\left(\theta^{i} \sigma^{a b} \theta^{j}\right) \partial^{4}, \\
& \boldsymbol{\theta}^{a}=\left[\theta^{k} \sigma_{b} \bar{\theta}^{k}+\frac{1}{4}\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{i} \bar{\theta}^{i}\right)\left(\theta^{i} \sigma_{b} \bar{\theta}^{i}\right) \partial^{2}\right] \Pi^{a b}, \\
& \boldsymbol{\theta}^{a(i j)}=\left[\theta^{(i} \sigma_{b} \bar{\theta}^{j)}+\frac{1}{4}\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{I} \bar{\theta}^{l}\right) \theta^{(i} \sigma_{b} \bar{\theta}^{j} \partial^{2}\right] \Pi^{a b} \\
& +i\left[\bar{\theta}^{(i k)}\left(\theta^{k} \sigma^{a b} \theta^{j}\right)-\theta^{(i k)}\left(\bar{\theta}^{k} \bar{\sigma}^{a b} \bar{\theta}^{j}\right)\right] \partial_{b}, \\
& \theta^{a[i j]}=i\left[\theta^{[i} \sigma_{b} \bar{\theta}^{j]}-\frac{1}{4}\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{l} \bar{\theta}^{\prime}\right) \theta^{[i} \sigma_{b} \bar{\theta}^{j]} \partial^{2}\right] \Pi^{a b} \\
& +\frac{1}{2}\left[\left(\bar{\theta}^{k} \bar{\theta}^{k}\right)\left(\theta^{i} \sigma^{a b} \theta^{j}\right)+\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{i} \bar{\sigma}^{a b} \bar{\theta}^{j}\right)\right] \partial_{b}, \\
& \boldsymbol{\theta}^{a b}=\left(\theta^{k} \sigma_{c} \bar{\theta}^{k}\right)\left(\theta^{l} \sigma_{d} \bar{\theta}^{l}\right) \Pi^{a b, c d}, \\
& \theta^{\alpha i}=\theta^{\alpha i}-\frac{1}{3} i\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right) \theta^{\alpha i} \partial_{a}+\frac{1}{3} i\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right)\left(\theta^{i} \sigma_{a} \bar{\sigma} \cdot \partial\right)^{\alpha} \\
& +\frac{1}{4}\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{l} \bar{\theta}^{l}\right) \theta^{\alpha i} \partial^{2}-\frac{1}{6}\left(\theta^{k} \theta^{k}\right)\left(\theta^{l} \sigma^{\alpha} \bar{\theta}^{l}\right)\left(\bar{\theta}^{i} \bar{\sigma} \cdot \partial\right)^{\alpha} \partial_{a} \\
& +\frac{1}{6}\left(\theta^{k} \theta^{k}\right)\left(\theta^{l} \sigma^{a} \bar{\theta}^{l}\right)\left(\bar{\theta}^{i} \bar{\sigma}_{a}\right)^{\alpha} \partial^{2} \\
& +\frac{1}{16} i\left(\theta^{k} \theta^{k}\right)^{2}\left(\bar{\theta}^{l} \bar{\theta}^{l}\right)\left(\bar{\theta}^{i} \bar{\sigma} \cdot \partial\right)^{\alpha} \partial^{2}, \\
& \theta^{a \alpha i}=\left(\theta^{k} \sigma_{b} \bar{\theta}^{k}\right)\left(\theta^{i} \Lambda^{b a j}\right)^{\alpha}+\frac{1}{2} i\left(\theta^{k} \theta^{k}\right)\left(\theta^{l} \sigma_{b} \bar{\theta}^{l}\right)\left(\bar{\theta}^{i} \bar{\sigma} \cdot \partial \Lambda^{b a}\right)^{\alpha} .
\end{aligned}
$$

Here $\Pi^{a b, c d}$ is the projection operator for spin $2^{11}$ :

$$
\begin{equation*}
\Pi^{a b, c d}=\frac{1}{2}\left(\Pi^{a c} \Pi^{b d}+\Pi^{a d} \Pi^{b c}\right)-\frac{1}{3} \Pi^{a b} \Pi^{c d} . \tag{7.57}
\end{equation*}
$$

The Lagrangian corresponding to this multiplet is

$$
\begin{align*}
L_{(1,0,0)}= & \int d^{8} \theta \Phi_{(1,0,0)} \partial^{4} \Phi_{(1,0,0)} \\
= & \frac{1}{4} h_{a b} \partial^{4} \Pi^{a b, c d} h_{c d}+i \bar{\psi}_{a}^{i} \partial^{2} \partial \Lambda^{a b}{\psi_{b}}^{i}-\left(F(A)_{a b}\right)^{2} \\
& -\frac{1}{4}\left(F(A)_{a b}^{(i j)}\right)^{2}-\frac{1}{4}\left(F(V)_{a b}^{[i j}\right)^{2}-\frac{1}{2}\left[\left(\partial^{b} T_{a b}^{[i j]}\right)^{2}\right. \\
& +\left(\partial^{b} \widetilde{T}_{a b}^{[i j)^{2}}\right]+3 i \bar{\chi}^{i} \partial \chi^{i}+3 D^{2} . \tag{7.58}
\end{align*}
$$

This Lagrangian has high degrees of invariance. It is invariant under

$$
\begin{align*}
& \delta h_{a b}=\eta_{a b} \Psi+\partial_{a} \xi_{b}+\partial_{b} \xi_{a}, \\
& \delta \psi_{a}^{i}=\partial_{a} \epsilon^{i}+\gamma_{a} \lambda^{i}, \\
& \delta A_{a}=\partial_{a} \Lambda,  \tag{7.59}\\
& \delta A_{a}^{(i j)}=\partial_{a} \Lambda^{(i j)}, \\
& \delta V_{a}^{[i j]}=\partial_{a} \Lambda^{[i j]} .
\end{align*}
$$

In order to identify the Lagrangian (7.58) as the linearized $\operatorname{SO}(2)$ Weyl supergravity Lagrangian, we expand the connection and the Ricci tensor up to order $\kappa$ :

$$
\begin{align*}
& \omega_{a b c}=-\frac{1}{2} \kappa\left(\partial_{b} h_{a c}-\partial_{c} h_{a b}\right)  \tag{7.60}\\
& R_{a b}=\frac{1}{2} \kappa\left(\partial_{a} \partial^{c} h_{b c}+\partial_{b} \partial^{c} h_{a c}-\partial^{2} h_{a b}-\partial_{a} \partial_{b} h\right) \tag{7.61}
\end{align*}
$$

For the Rarita-Schwinger fields, we define the analog of field strength tensor as

$$
\begin{equation*}
R^{a i}=\epsilon^{a b c d} \gamma_{5} \gamma_{b} \partial_{c} \psi_{d}{ }^{i} \tag{7.62}
\end{equation*}
$$

The Lagrangian can now be rewritten up to order $\kappa^{2}$ as

$$
\begin{align*}
L_{W}= & \left(1 / \kappa^{2}\right)\left(R_{m n}{ }^{2}-\frac{1}{3} R^{2}\right) \\
& +\epsilon^{m n p q}\left(\overline{\left.R_{m}{ }^{i}-\frac{1}{3} \gamma_{m} \gamma \cdot R^{i}\right)} \gamma_{5} \gamma_{n} D_{p}\left(R_{q}{ }^{i}-\frac{1}{3} \gamma_{q} \gamma \cdot R^{i}\right)\right. \\
& -\left(F(A)_{m n}\right)^{2}-\frac{1}{4}\left(F(A)_{m n}^{(i j)}\right)^{2}-\frac{1}{4}\left(F(V)_{m n}^{[i j]}\right)^{2} \\
& -\frac{1}{2}\left[\left(\partial^{n} T_{m n}^{[i j]}\right)^{2}+\left(\partial^{n} \widetilde{T}_{m n}^{[i j]}\right)^{2}\right]+3 i \chi^{i} \not D^{i} \chi^{i}+3 D^{2},(7 . \tag{7.63}
\end{align*}
$$

where $D_{m}$ is the covariant derivative

$$
\begin{equation*}
D_{m}=\partial_{m}+\frac{1}{2} \omega_{m a b} \sigma^{a b} . \tag{7.64}
\end{equation*}
$$

Combining the spinor gauge transformation $\delta \psi_{m}{ }^{i}=\partial_{m} \epsilon^{i}$ with the global supersymmetry transformation, one obtains the following supersymmetry transformation rules:

$$
\begin{align*}
& \delta e^{a}{ }_{m}=-i \boldsymbol{\kappa} \bar{\epsilon}^{i} \gamma^{\alpha} \psi_{m}{ }^{i}, \\
& \delta \psi_{m}{ }^{i}=(2 / \kappa) D_{m} \epsilon^{i}-\frac{1}{2} i T_{p q}^{[i j]} \sigma^{p q} \gamma_{m} \epsilon^{j} \\
& -i A_{m} \gamma_{5} \epsilon^{i}+\left(V_{m}^{(i j)}+i A_{m}^{(i j} \gamma_{5}\right) \epsilon^{j}, \\
& \delta A_{m}=-\frac{1}{2} i \bar{\epsilon}^{i} \gamma_{5}\left(R_{m}{ }^{i}-\frac{1}{3} \gamma_{m} \gamma \cdot R^{i}\right)-\bar{\epsilon}^{i} \gamma_{5} \gamma_{m} \chi^{i}, \\
& \delta A_{m}^{(i)}=2 i \bar{\epsilon}^{(i} \gamma_{5}\left(R_{m}{ }^{j)}-\frac{1}{3} \gamma_{m} \gamma \cdot R^{j)}\right)-2 \bar{\epsilon}^{i} \gamma_{5} \gamma_{m} \chi^{j)} \text {, } \\
& \delta V_{m}^{[i j]}=-2 \bar{\epsilon}^{[i}\left(R_{m}^{j]}-\frac{1}{3} \gamma_{m} \gamma \cdot R^{j]}\right)-2 i \bar{\epsilon}^{[i} \gamma_{m} \chi^{j]} \text {, } \\
& \delta T_{m n}^{[i j]}=4 \bar{\epsilon}^{[i} \sigma^{p q} \sigma_{m n} \partial_{\rho} \psi_{q}{ }^{j]} \\
& +\frac{1}{3} i \bar{\epsilon}^{[i} \sigma_{m n} \gamma \cdot R^{j]}+4 \bar{\epsilon}^{[i} \sigma_{m n} \chi^{j]}, \\
& \delta \chi^{i}=-D \epsilon^{i}-\frac{1}{3} i \partial_{p} T_{m n}^{[i]} \sigma^{m n} \gamma^{p} \epsilon^{j}+\frac{2}{3} i F(A)_{m n} \gamma^{5} \sigma^{m n} \epsilon^{i} \\
& +\frac{1}{3}\left(F(V)_{m n}^{[i]}+i F(A)_{m n}^{i j)} \gamma^{5}\right) \sigma^{m n} \epsilon^{j}, \\
& \delta D=i \bar{\epsilon}^{i} \not \chi^{i} . \tag{7.65}
\end{align*}
$$

## 8. LINEARIZED SO(2) SUPERGRAVITY

We have seen that the superspin 1 multiplet is the linearized $\mathbf{S O}(2)$ Weyl supergravity multiplet in Sec. 7. Its Lagrangian contains a fourth-order derivative for the spin-2 field and a third-order derivative for the spin-3/2 field. In order to get the Pauli-Fierz Lagrangians for these fields and to make the auxiliary fields nonpropagating, one should insert $\partial^{2}$ in (7.58) instead of $\partial^{4}$. This would produce some nonlocal terms which can be cancelled out by introducing compensating superfields. ${ }^{12}$ Due to those compensating
superfields, part of the invariance for the physical fields and all for the auxiliary fields are lost. Before breaking the invariances that will be lost eventually by the compensating superfields, one should add gauge terms in the supersymmetry transformation for consistency.

The full $40+40$ multiplet consists of three irreducible superfields which are the $\mathrm{SO}(2)$ Weyl supergravity multiplet, the $\mathrm{SO}(2)$ tensor gauge multiplet, and the $\mathrm{SO}(2)$ vector gauge multiplet. ${ }^{7}$ With proper field redefinitions for cancellation of nonlocal terms, the irreducible superfields become

$$
\begin{align*}
& \partial^{4} \Phi_{W}=6 \Theta(\partial \cdot V-(1 / 3 \kappa) R) \\
& +\left(\boldsymbol{\theta}^{a b[i j]}+\bar{\theta}^{a b[i j]}\right)\left(t_{a b}^{[i j]}-F(B)_{a b}^{[i j]}\right) \\
& +2 \theta^{a} \partial^{2} A_{a}+2 \theta^{a(i)} \partial^{2} A_{a}^{(i)} \\
& +2 \theta^{a[i j]} \partial^{2} V_{a}^{[i j]}+\theta^{a b} \partial^{4} h_{a b} \\
& +3 i \bar{\Theta}^{i} \bar{\sigma} \cdot \partial\left(\chi^{i}+i \sigma \cdot \partial \bar{\lambda}^{i}-\frac{2}{3} i \sigma \cdot \bar{R}^{i}\right) \\
& +3 i \Theta^{i} \sigma \cdot \partial\left(\bar{\chi}^{i}+i \bar{\sigma} \cdot \partial \lambda^{i}-\frac{2}{3} i \bar{\sigma} \cdot R^{i}\right) \\
& +4 \bar{\Theta}^{a i} \bar{\sigma} \cdot \partial \partial^{2} \Lambda_{a}{ }^{b} \psi_{b}{ }^{i}-4 \Theta^{a i} \sigma \cdot \partial \partial^{2} \bar{\Lambda}_{a}{ }^{b} \bar{\psi}_{b}{ }^{i},  \tag{8.1}\\
& \Phi_{T}=\exp \left[-i\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right) \partial_{a}\right]\left[A+i B+\left(\theta^{k} \theta^{k}\right)(S+i P)\right. \\
& +\boldsymbol{\theta}^{(i j)}\left(\boldsymbol{S}^{(i j)}+i P^{(i j)}\right)-\left(\theta^{i} \sigma^{a b} \theta^{j}\right)\left(t_{a b}^{[i j]}-\frac{1}{2} F(B)_{a b}^{[i j)}\right) \\
& +\frac{1}{2}\left(\theta^{k} \theta^{k}\right)^{2}[-2 \partial \cdot V+(1 / \kappa) R \\
& \left.-i \partial \cdot A+\partial^{2}(A-i B)\right]+2 \theta^{i} \phi^{i} \\
& \left.+2\left(\theta^{k} \theta^{k}\right) \theta^{i}\left(\chi^{i}+i \sigma \cdot \partial \lambda^{i}-i \sigma \cdot \bar{R}^{i}+i \sigma \cdot \partial \bar{\phi}^{i}\right)\right],  \tag{8.2}\\
& \Phi{ }_{V}^{[i]}=\exp \left[-i\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right) \partial_{a}\right]\left(2\left(M^{[i j]}-i N^{[i j]}\right)\right. \\
& +2\left(\theta^{k} \theta^{k}\right) \partial \cdot V^{[i j)}-2 i\left(\theta^{(i k)} \partial \cdot A^{(j k)}-\theta^{(j k)} \partial \cdot A^{(i k)}\right) \\
& +8\left(\theta^{i} \sigma^{a b} \theta^{j}\right) \partial_{a} V_{b} \\
& -\left(\theta^{k} \theta^{k}\right)^{2} \partial^{2}\left(M^{[i j]}+i N^{[i j]}\right)+4 \theta^{[i}\left(\chi^{j]}-i \sigma \cdot \bar{\lambda}^{j]}\right) \\
& \left.-4 i\left(\theta^{k} \theta^{k}\right) \theta^{[i} \sigma \cdot \partial\left(\bar{\chi}^{j]}-i \sigma \cdot \bar{\lambda}^{j]}\right)\right) . \tag{8.3}
\end{align*}
$$

The linearized $\mathrm{SO}(2)$ Poincaré supergravity Lagrangian is given by

$$
\begin{align*}
L_{P}= & -\int d^{8} \theta \Phi_{W} \partial^{2} \Phi_{W}+2\left(\int d^{8} \theta \bar{\Phi}_{T} \frac{1}{\partial^{2}} \Phi_{T}\right. \\
& \left.-\frac{1}{4} \int d^{4} \theta \Phi_{T} \Phi_{T}-\frac{1}{4} \int d^{4} \bar{\theta} \bar{\Phi}_{T} \bar{\Phi}_{T}\right) \\
& +\frac{1}{8} \int d^{4} \theta \Phi_{V}^{[i]} \frac{1}{\partial^{2}} \Phi_{V}^{[i j]} \\
= & \frac{1}{4}\left(\partial_{c} h_{a b}\right)^{2}-\frac{1}{4}\left(\partial_{a} h\right)^{2}-\frac{1}{2}\left(\partial^{b} h_{a b}\right)^{2}+\frac{1}{2}\left(\partial^{b} h_{a b}\right)\left(\partial^{a} h\right) \\
& +\epsilon^{a b c d} \bar{\psi}_{a}^{i} \gamma_{s} \gamma_{b} \partial_{c} \psi_{d}^{i}-\frac{1}{8}\left(F(B)_{a b}^{[i j}\right)^{2}+\frac{1}{4}\left(t_{a b}^{[i j}\right)^{2} \\
& -\frac{1}{2}\left(A_{a}\right)^{2}-\frac{1}{2}\left(A_{a}^{(i j)}\right)^{2}-\frac{1}{2}\left(V_{a}^{[i j)}\right)^{2}+\left(V_{a}\right)^{2}+\bar{\chi}^{i} \lambda^{i} \\
& -\frac{1}{2} S^{2}-\frac{1}{4}\left(P^{(i j)}\right)^{2}-\frac{1}{2}\left(M^{[i j]}\right)^{2}-\frac{1}{2}\left(N^{[i j]}\right)^{2} . \tag{8.4}
\end{align*}
$$

Ignoring perfect divergences, $L_{p}$ can be written in terms of the Ricci scalar as follows:

$$
\begin{align*}
L_{p}= & -\left(1 / \kappa^{2}\right) e R+\bar{\psi}_{m}^{i} R^{m i}-\frac{1}{8}\left(F(B)_{m n}^{[i j]}\right)^{2} \\
& +\frac{1}{4}\left(t_{m n}^{[i j}\right)^{2}-\frac{1}{2}\left(A_{m}\right)^{2} \\
& -\frac{1}{2}\left(A_{m}^{(i j)}\right)^{2}-\frac{1}{2}\left(V_{m}^{[i j]}\right)^{2} \\
& +\left(V_{m}\right)^{2}+\bar{\chi}^{i} \lambda^{i}-\frac{1}{2} S^{2}-\frac{1}{4}\left(P^{(i j)}\right)^{2} \\
& -\frac{1}{2}\left(M^{[i j]}\right)^{2}-\frac{1}{2}\left(N^{[i j]}\right)^{2} . \tag{8.5}
\end{align*}
$$

The supersymmetry transformation rules for linearized $\mathrm{SO}(2)$ supergravity are

$$
\begin{align*}
& \delta e^{a}{ }_{m}=-\boldsymbol{i} \boldsymbol{\kappa} \bar{\epsilon}^{i} \gamma^{a} \psi_{m}{ }^{i}, \\
& \delta \psi_{m}{ }^{i}=(2 / \kappa) D_{m} \epsilon^{i}-\frac{1}{2} i\left(t_{p q}^{[i j]}-F(B)_{p q}^{[i j]}\right) \sigma^{p q} \gamma_{m} \epsilon^{j} \\
& -\frac{1}{2} i A_{m} \gamma_{5} \epsilon^{i}+\left(V_{m}^{[i j]}+i A_{m}^{(i)} \gamma_{5}\right) \epsilon^{j} \\
& +\frac{1}{2} i \gamma_{m}\left(S \epsilon^{i}+i P^{(i)} \gamma^{5} \epsilon^{j}+A \gamma^{5} \epsilon^{i}-t_{p q}^{[i j]} \sigma^{p q} \epsilon^{j}\right), \\
& \delta B_{m}^{[i j]}=4 \bar{\epsilon}^{(i} \psi_{m}{ }^{j]} \text {, } \\
& \delta t_{m n}^{[i j]}=-2 \epsilon_{m n p q} \bar{\epsilon}^{[i} \gamma^{5} \gamma^{p} R^{q]}+2 \epsilon^{[i} \sigma_{m n}\left(\chi^{j]}+i \partial \lambda^{j]}\right) \text {, } \\
& \delta A_{m}=-i \bar{\epsilon} \gamma_{5} R_{m}{ }^{i}-\bar{\epsilon} \gamma_{5} \gamma_{m}\left(\chi^{i}+i \partial \lambda^{i}-i \gamma \cdot R^{i}\right), \\
& \delta A_{m}^{(i)}=2 i \bar{\epsilon}^{i} \gamma_{5} R_{m}{ }^{j}-\bar{\epsilon}^{i} \gamma_{5}\left(\gamma_{m} \chi^{j}-i \Delta \gamma_{m} \lambda^{j}\right), \\
& \delta V_{m}^{[i j]}=-2 \bar{\epsilon}^{[i} R_{m}^{j]}-i \bar{\epsilon}^{[i}\left(\gamma_{m} \chi^{j]}-i \Delta \gamma_{m} \lambda^{j]}\right) \text {, } \\
& \delta V_{m}=\frac{1}{2} i \bar{\epsilon}^{i}\left(\gamma_{m} \chi^{i}+i \phi \gamma_{m} \lambda^{i}\right), \\
& \delta \chi^{i}=i \not \partial\left(S \epsilon^{i}+i P^{(i j)} \gamma^{s} \epsilon^{j}+A \gamma^{s} \epsilon^{i}-t_{m n}^{[i j]} \sigma^{m n} \epsilon^{j}+M^{[i j]} \epsilon^{j}\right. \\
& \left.+i N^{(i j)} \gamma^{s} \epsilon^{j}\right)-\partial_{m} \not \boldsymbol{P}^{m} \epsilon^{i} \\
& -\partial_{m}\left({ }^{(i j)}-i A^{(i)} \gamma^{5}\right) \gamma^{m} \epsilon^{j}, \\
& \delta \lambda^{i}=-t_{m n}^{[i j]} \sigma^{m n} \epsilon^{j}+i \bar{\eta} \epsilon^{i}+A \gamma^{5} \epsilon^{j}-i\left(\bar{V}^{[i j]}+i A^{(i)} \gamma^{5}\right) \epsilon^{j} \\
& -\left(M^{[i j]}+i N^{[i j]} \gamma^{5}\right) \epsilon^{j}+S \epsilon^{j}+i P^{(i j)} \gamma^{5} \epsilon^{j}, \\
& \delta S=\bar{\epsilon}^{i}\left(\chi^{i}+i \not \partial \lambda^{i}-i \gamma \cdot R^{i}\right), \\
& \delta P^{(i)}=2 i \bar{\epsilon}^{i} \gamma^{5}\left(\chi^{j)}+i \partial \lambda^{j}-i \gamma \cdot R^{j}\right), \\
& \delta M^{[i j)}=\bar{\epsilon}^{[i}\left(\chi^{i]}-i \partial \lambda^{j)}\right) \text {, } \\
& \delta N^{[i j]}=i \bar{\epsilon}^{[i} \gamma^{5}\left(\chi^{j l}-i \partial \lambda^{j)}\right) . \tag{8.6}
\end{align*}
$$

One might expect that this method can be extended to higher $N$. However, Taylor ${ }^{13}$ has proved a no-go theorem that prevents one from constructing supergravity with higher $N$ without off-shell central charges. So, it is essential to introduce off-shell central charges to construct supergravity with higher $N$.
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## APPENDIX A: NOTATIONS

Latin letters $a, b, c, \ldots$ are used for Lorentz indices, $m, n, p, \ldots$ for curved space indices, $i, j, k, \ldots$ for $S O(2)$ indices, and Greek letters for spinor indices. Bars denote Hermitian conjugation.

$$
\begin{aligned}
& \eta_{a b}=\operatorname{diag}(1,-1,-1,-1), \quad \epsilon_{0123}=1 ; \\
& \epsilon_{\alpha \beta}=\epsilon^{\alpha \beta}=\epsilon_{\alpha \dot{\beta}}=\epsilon^{\dot{\alpha} \dot{\beta}}=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right) ; \\
& \epsilon^{i j}=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right) ; \\
& \sigma_{\alpha \dot{\alpha}}^{a}=(1,-\boldsymbol{\sigma}), \quad \bar{\sigma}^{a \dot{\alpha} \alpha}=(1, \boldsymbol{\sigma}) ; \\
& \theta_{\alpha i}=\theta^{\beta i} \epsilon_{\beta \alpha}, \quad \theta^{\alpha i}=\epsilon^{\alpha \beta} \theta_{\beta i} ; \\
& \bar{\theta}_{\dot{\alpha} i}=\bar{\theta}^{\dot{\beta} i} \epsilon_{\dot{\beta \dot{\alpha}}}, \quad \bar{\theta}^{\dot{\alpha} i}=\epsilon^{\dot{\alpha} \dot{\beta}} \bar{\theta}_{\dot{\beta} i}, \\
& \theta^{k} \theta^{k}=\theta^{\alpha k} \theta_{\alpha k}, \quad \bar{\theta}^{k} \bar{\theta}^{k}=\bar{\theta}_{\dot{\alpha} k} \bar{\theta}^{\dot{\alpha} k} ; \\
& \left(\sigma_{a b}\right)_{\alpha}^{\beta}=\frac{1}{4}\left(\sigma_{a \alpha \dot{\alpha}} \bar{\sigma}_{b}^{\dot{\alpha} \beta}-\sigma_{b \alpha \dot{\alpha}} \bar{\sigma}_{a}^{\dot{\alpha} \beta}\right), \\
& \left(\bar{\sigma}_{a b}\right)_{\dot{\beta}}^{\dot{\alpha}}=\frac{1}{4}\left(\bar{\sigma}_{a}^{\dot{\alpha} \alpha} \sigma_{b \alpha \dot{\beta}}-\bar{\sigma}_{b}^{\dot{\alpha} \alpha} \sigma_{a \alpha \dot{\beta}}\right) ; \\
& \gamma_{a}=\left(\begin{array}{ll}
0 & \sigma_{a} \\
\bar{\sigma}_{a} & 0
\end{array}\right), \quad r^{5}=\left(\begin{array}{ll}
1 & 0 \\
0 & -1
\end{array}\right), \\
& \sigma_{a b}=\left(\begin{array}{ll}
\sigma_{a b} & 0 \\
0 & \bar{\sigma}_{a b}
\end{array}\right) ;
\end{aligned}
$$

$$
\text { Majorana spinors: } \quad \chi^{i}=\left(\frac{\chi_{\alpha i}}{\chi^{\dot{\alpha} i}}\right), \quad \bar{\chi}^{i}\left(\chi^{\alpha i} \bar{\chi}_{\dot{\alpha} i}\right) ;
$$

$$
X^{(i} Y^{j)}=\frac{1}{2}\left(X^{i} Y^{j}+X^{j} Y^{i}-\frac{1}{2} \delta^{i j} X^{k} Y^{k}\right)
$$

$$
\begin{equation*}
X^{[i} \boldsymbol{Y}^{j]}=\frac{1}{2}\left(X^{i} \boldsymbol{Y}^{j}-X^{j} \boldsymbol{Y}^{i}\right) \tag{A10}
\end{equation*}
$$

$$
\begin{equation*}
\partial_{\alpha i} \theta^{\beta i}=\delta_{a}^{\beta} \delta^{i j}, \quad \bar{\partial}^{\dot{\alpha} i} \bar{\theta}_{\dot{\beta} j}=\delta_{\dot{\beta}}^{\dot{\alpha}} \delta^{i j} \tag{A11}
\end{equation*}
$$

$$
\begin{equation*}
\int d^{4} \theta\left(\theta^{k} \theta^{k}\right)^{2}=\int d^{4} \bar{\theta}\left(\bar{\theta}^{k} \bar{\theta}^{k}\right)^{2}=1 \tag{A12}
\end{equation*}
$$

## APPENDIX B: SUPERTENSOR REDUCTION FORMULAS

Here we list some of the reduction formulas which are frequently used in explicit calculations. Most of the formulas not listed here can be derived by taking Hermitian conjugation of the formulas listed here or applying some of them successively.

$$
\begin{align*}
& \theta^{\alpha i} \theta_{\beta j}=\frac{1}{2} \delta_{\beta}{ }^{\alpha} \theta^{(i j)}+\frac{1}{4} \delta_{\beta}{ }^{\alpha} \delta^{i j}\left(\theta^{k} \theta^{k}\right)-\frac{1}{2}\left(\sigma_{a b}\right)_{\beta}^{\alpha}\left(\theta^{i} \sigma^{\alpha b} \theta^{j}\right) ;  \tag{B1}\\
& \theta^{\alpha i} \bar{\theta}^{\alpha j}=\frac{1}{2} \bar{\sigma}_{a}^{\dot{\alpha} \alpha}\left(\theta^{(i} \sigma^{a} \bar{\theta}^{\prime)}+\theta^{[i} \sigma^{a} \theta^{j]}+\frac{1}{2} \delta^{i j}\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right)\right) ;  \tag{B2}\\
& \theta^{(i j)} \theta^{\alpha k}=\frac{1}{2}\left(\delta^{j i} \delta^{k l}-\delta^{i k} \delta^{j l}-\delta^{i l} \delta^{j k}\right)\left(\theta^{m} \theta^{m}\right) \theta^{\alpha l} ;  \tag{B3}\\
& \overline{\boldsymbol{\theta}}^{(i j)} \theta^{\alpha k}=\theta^{\alpha(i j k)}+\frac{1}{4}\left(\delta^{i j} \delta^{k l}-\delta^{i k} \delta^{j l}-\delta^{i l} \delta^{j k}\right)\left(\bar{\theta}^{m} \bar{\theta}^{m}\right) \theta^{\alpha l} \\
& +\frac{1}{4} \bar{\sigma}_{a}^{\dot{\alpha} \alpha}\left(\delta^{i j} \delta^{k l}-\delta^{i k} \delta^{j l}-\delta^{i l} \delta^{j k}\right)\left(\theta^{m} \sigma^{a} \bar{\theta}^{m}\right) \bar{\theta}_{\dot{\alpha} l} ;  \tag{B4}\\
& \left(\theta^{i} \sigma^{a b} \theta^{j}\right) \theta^{\alpha k}=\frac{1}{2}\left(\sigma_{a b}\right)_{\beta}^{\alpha}\left(\delta^{i k} \delta^{j l}-\delta^{i l} \delta^{j k}\right)\left(\theta^{k} \theta^{k}\right) \theta^{\beta l} ;  \tag{B5}\\
& \left(\theta^{i} \sigma^{a b} \theta^{j}\right) \bar{\theta}_{\dot{\alpha} k}=-\frac{1}{2}\left(\sigma^{a b} \sigma^{c}\right)_{\alpha \dot{\alpha}}\left(\delta^{i k} \delta^{j l}-\delta^{i l} \delta^{j k}\right)\left(\theta^{m} \sigma_{c} \bar{\theta}^{m}\right) \theta^{\alpha l} ; \\
& \left(\theta^{i} \sigma^{a} \bar{\theta}^{j}\right) \bar{\theta}_{\dot{\alpha} k}=-\frac{1}{2} \sigma_{a \dot{\alpha}}^{a} \theta^{\alpha(i j k)}  \tag{B6}\\
& +\frac{1}{8} \sigma_{\alpha \dot{\alpha}}^{a}\left(\delta^{i j} \delta^{k l}+\delta^{i k} \delta^{j l}-3 \delta^{i l} \delta^{j k}\right)\left(\bar{\theta}^{m} \bar{\theta}^{m}\right) \theta^{\alpha l} \\
& +\left(\delta^{i j} \delta^{k l}-\delta^{i k} \delta^{j l}\right)\left(\theta^{m} \sigma^{a} \bar{\theta}^{m}\right) \bar{\theta}_{\dot{\alpha} l} \\
& -\frac{1}{8}\left(\bar{\sigma}^{b} \sigma^{a}\right)_{\dot{\alpha}}^{\dot{\beta}}\left(\delta^{j i} \delta^{k l}-3 \delta^{i k} \delta^{j l}\right. \\
& \left.+\delta^{i l} \delta^{j k}\right)\left(\theta^{m} \sigma_{b} \bar{\theta}^{m}\right) \bar{\theta}_{\vec{\beta} l} ; \tag{B7}
\end{align*}
$$

$\boldsymbol{\theta}^{(j j k l} \theta^{\alpha m}=-\frac{1}{4}\left(\theta^{n} \theta^{n}\right)\left[\delta^{i m} \theta^{\alpha(j j k l)}+\operatorname{sym}(i j k l)-\operatorname{tr}(j j k l)\right] ;$
(B10)
$\theta^{[i j} \theta^{\alpha k}=\frac{1}{4}\left(\delta^{i k} \delta^{j l}-\delta^{i l} \delta^{j k}\right)\left[\left(\theta^{m} \theta^{m}\right)\left(\bar{\theta}^{n} \bar{\theta}^{n}\right) \theta^{\alpha l}\right.$

$$
\begin{equation*}
+\bar{\sigma}_{a}^{\alpha \alpha}\left(\theta^{m} \theta^{m}\right)\left(\theta^{n} \sigma^{a} \bar{\theta}^{n} \mid \bar{\theta}_{\alpha l}\right] ; \tag{B11}
\end{equation*}
$$

$\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right)\left(\theta^{\prime} \sigma^{b} \bar{\theta}^{\prime}\right) \theta^{\alpha i}$

$$
\begin{align*}
= & \frac{1}{2}\left(\eta^{a c} \eta^{b d}+\eta^{a d} \eta^{b c}\right) \bar{\sigma}_{d}^{-\dot{\alpha} \alpha}\left(\theta^{k} \theta^{k}\right)\left(\theta^{\prime} \sigma_{c} \bar{\theta}^{l}\right) \bar{\theta}_{\dot{\alpha} i} \\
& +\frac{1}{2} \eta^{a b}\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{\prime} \bar{\theta}^{\prime}\right) \theta^{a i} ; \tag{B12}
\end{align*}
$$

$\boldsymbol{\theta}^{(i j} \boldsymbol{\theta}^{(k l)}=-\frac{1}{4}\left(\delta^{i k} \delta^{j l}+\delta^{i l} \delta^{j k}-\delta^{i j} \delta^{k l}\right)\left(\theta^{m} \theta^{m}\right)^{2} ;$

$$
\boldsymbol{\theta}^{(i j)} \overline{\boldsymbol{\theta}}^{(k l)}=\boldsymbol{\theta}^{(i j k l)}-\frac{1}{8}\left(\delta^{i k} \delta^{j l}+\delta^{i l} \delta^{j k}-\delta^{i j} \delta^{k l}\right)
$$

$$
\times\left[\left(\theta^{m} \theta^{m}\right)\left(\bar{\theta}^{n} \bar{\theta}^{n}\right)-\left(\theta^{m} \sigma^{a} \bar{\theta}^{m}\right)\left(\theta^{n} \sigma_{a} \bar{\theta}^{n}\right)\right]
$$

$$
\begin{equation*}
+\frac{1}{4}\left[\delta^{i k} \delta^{j m} \delta^{\prime n}+\operatorname{sym}(i j)(k l)\right] \theta^{[m n]} ; \tag{B14}
\end{equation*}
$$

$\boldsymbol{\theta}^{(i j}\left(\bar{\theta}^{k} \bar{\sigma}^{a b} \bar{\theta}^{l}\right)=\left(\delta^{i k} \delta^{j m} \delta^{l n}-\delta^{u} \delta^{j m} \delta^{k n}\right) \theta^{(m p)}\left(\bar{\theta}^{\rho} \bar{\sigma}^{a b} \bar{\theta}^{l}\right) ;$
$\left.\theta^{(i j)}\left(\theta^{k} \sigma^{a} \bar{\theta}^{\prime}\right)=\frac{1}{2}\left(\delta^{i j} \delta^{k m}-\delta^{i k} \delta^{j m}-\delta^{i m} \delta^{j k}\right)\left(\theta^{n} \theta^{n}\right) \theta^{(m} \sigma^{a} \bar{\theta}^{\prime}\right) ;$
(B16)
$\boldsymbol{\theta}^{(i)} \theta^{\alpha(k l m)}$

$$
\begin{align*}
= & \frac{1}{8}\left[\delta^{i k}\left(\theta^{n} \theta^{n}\right) \theta^{\alpha(j i m)}+\operatorname{sym}(i j)(k l m)-\operatorname{tr}(i j)(k l m)\right] \\
& +\frac{1}{12}\left\{\delta ^ { i k } \delta ^ { j l } \left[\left(\theta^{n} \theta^{n}\right)\left(\bar{\theta}^{p} \bar{\theta}^{f}\right) \theta^{\alpha m}\right.\right. \\
& \left.+\bar{\sigma}_{a}^{\alpha \alpha}\left(\theta^{n} \theta^{n}\right)\left(\theta^{p} \sigma^{a} \bar{\theta}^{p}\right) \bar{\theta}_{\dot{\alpha} m}\right] \\
& +\operatorname{sym}(i j)(k l m)-\operatorname{tr}(i j)(k l m)\} ; \tag{B17}
\end{align*}
$$

$\boldsymbol{\theta}^{(m n)} \boldsymbol{\theta}^{(i j k l)}$

$$
\begin{align*}
= & \frac{1}{72}\left(\theta^{p} \theta^{p}\right)^{2}\left[\left(\delta^{k l} \delta^{m n}-3 \delta^{k m} \delta^{l n}-3 \delta^{k n} \delta^{l m}\right) \bar{\theta}^{(i j)}\right. \\
& +\operatorname{sym}(i j k l)]+\left[\left(\delta^{j k} \delta^{i n}+\delta^{j l} \delta^{k m}+\delta^{i l} \delta^{j k}\right) \bar{\theta}^{(i m)}\right. \\
& +\operatorname{sym}(m n)(i j k l)]-\left(\delta^{i j} \delta^{k l}+\delta^{i k} \delta^{j l}+\delta^{i l} \delta^{j k}\right) \bar{\theta}^{(m n)} \tag{B18}
\end{align*}
$$

$\theta^{(i)}\left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right)\left(\theta^{l} \sigma^{b} \bar{\theta}^{l}\right)=-\frac{1}{4} \eta^{a b}\left(\theta^{m} \theta^{m}\right)^{2} \bar{\theta}^{(i)} ;$
$\boldsymbol{\theta}^{(i j)} \boldsymbol{\theta}^{[k]]}$

$$
\begin{align*}
= & -\frac{1}{8}\left(\delta^{i k} \delta^{j m} \delta^{l n}+\delta^{i m} \delta^{j k} \delta^{i n}-\delta^{i l} \delta^{j m} \delta^{k n}-\delta^{i m} \delta^{j l} \delta^{k n}\right) \\
& \times\left(\theta^{\rho} \theta^{p}\right)^{2} \overline{\bar{\theta}^{(m n)}} ; \tag{B20}
\end{align*}
$$

$$
\begin{align*}
\left(\theta^{i} \sigma^{a b} \theta^{j}\right)\left(\theta^{k} \sigma^{c d} \theta^{\prime}\right)= & -\frac{1}{10}\left(\eta^{a c} \eta^{b d}-\eta^{a d} \eta^{b c}-i e^{b c c d}\right) \\
& \times\left(\delta^{k} \delta^{j i}-\delta^{u} \delta^{j k}\right)\left(\theta^{m} \theta^{m}\right)^{2} ; \tag{B21}
\end{align*}
$$

$\left(\theta^{i} \sigma^{a b} \theta^{j}\right)\left(\bar{\theta}^{k} \bar{\sigma}^{c d} \bar{\theta}^{\prime}\right)=-\frac{1}{8} \operatorname{tr}\left(\sigma^{a b} \sigma^{e} \sigma^{c d} \bar{\sigma}^{f}\right)\left(\delta^{i k} \delta^{j l}-\delta^{i l} \delta^{j k}\right)$

$$
\begin{equation*}
\times\left(\theta^{m} \sigma_{e} \bar{\theta}^{m}\right)\left(\theta^{n} \sigma_{f} \bar{\theta}^{n}\right) ; \tag{B22}
\end{equation*}
$$

$\left(\theta^{i} \sigma^{a b} \theta^{)}\right)\left(\theta^{k} \sigma^{c} \bar{\theta}^{\prime}\right)=\frac{1}{4}\left(\eta^{a d} \eta^{b c}-\eta^{a c} \eta^{b d}+i \epsilon^{a b c d}\right)\left(\delta^{i k} \delta^{j m}\right.$

$$
\begin{equation*}
\left.-\delta^{i m} \delta^{j k}\right)\left(\theta^{n} \theta^{n}\right)\left(\theta^{m} \sigma_{d} \bar{\theta}^{l}\right) ; \tag{B23}
\end{equation*}
$$

$$
\begin{align*}
& \boldsymbol{\theta}^{\alpha(i j k)} \theta_{\beta l}=\frac{1}{2} \delta_{\beta}^{\alpha} \boldsymbol{\theta}^{(i j k l)}-\frac{1}{\frac{1}{2}}\left(\sigma_{a b}\right)_{\beta}^{\alpha}\left[\delta^{j j} \delta^{k m} \delta^{l n}-2 \delta^{i m} \delta^{j i} \delta^{k n}\right. \\
& +\operatorname{sym}(i j k)] \bar{\theta}^{(m p)}\left(\theta^{p} \sigma^{a b} \theta^{n}\right)-\frac{1}{24} \delta_{\beta}{ }^{\alpha}\left[\delta^{i j} \delta^{k m} \delta^{l n}\right. \\
& \left.-2 \delta^{i} \delta^{j m} \delta^{k n}+\operatorname{sym}(\ddot{j} k)\right]\left(\theta^{p} \theta^{p}\right) \overline{\boldsymbol{\theta}}^{(m n)} ;  \tag{B8}\\
& \theta^{\alpha(i j k} \overline{\theta^{\alpha} l}=\frac{1}{12} \bar{\sigma}_{a}^{\dot{\alpha} \alpha}\left[\delta^{i j} \delta^{k m} \delta^{l n}-2 \delta^{i l} \delta^{j m} \delta^{k n}+\operatorname{sym}(i j k)\right] \\
& \times\left(\bar{\theta}^{p} \bar{\theta}^{p}\right) \theta^{(m} \sigma^{a} \bar{\theta}^{n)} ; \\
& \text { (B9) }
\end{align*}
$$

$\left(\theta^{i} \sigma^{a b} \theta^{j}\right) \theta^{\alpha(k l m)}=\frac{1}{6}\left(\sigma^{a b}\right)_{\beta}^{\alpha}\left[\delta^{i k}\left(\theta^{n} \theta^{n}\right) \theta^{\beta(j i m)}+\operatorname{sym}(k l m)\right.$

$$
\begin{equation*}
+\operatorname{antisym}[i j]] ; \tag{B24}
\end{equation*}
$$

$\left(\theta^{i} \sigma^{a} \bar{\theta}^{j}\right)\left(\theta^{k} \sigma^{b} \bar{\theta}^{l}\right)=\frac{1}{2}\left(\delta^{j} \delta^{k l}-\delta^{i} \delta^{i k}\right)\left(\theta^{m} \sigma^{a} \bar{\theta}^{m}\right)\left(\theta^{n} \sigma^{b} \bar{\theta}^{n}\right)$

$$
+\frac{1}{18} \eta^{a b}\left(3 \delta^{i} \delta^{j k}-\delta^{i j} \delta^{k l}-\delta^{i k} \delta^{j i}\right)
$$

$$
\times\left(\theta^{m} \sigma^{c} \bar{\theta}^{m}\right)\left(\theta^{n} \sigma_{c} \bar{\theta}^{n}\right)
$$

$$
\left.+\frac{1}{2} \eta^{a b} \boldsymbol{\theta}^{(i j k l)}+\frac{1}{8} \right\rvert\, \delta^{i j} \delta^{k m} \delta^{i n}
$$

$$
+\delta^{i l} \delta^{k m} \delta^{j n}+\delta^{i m} \delta^{j k} \delta^{\prime n}
$$

$$
+\delta^{i m} \delta^{j n} \delta^{k l} \left\lvert\, \boldsymbol{\theta}^{[m n]}+\frac{1}{4} \eta^{a b}\right.
$$

$$
\times\left[\delta^{i k}\left(\theta^{m} \theta^{m}\right) \overline{\boldsymbol{\theta}}^{(j l)}+\delta^{j l}\left(\overline{\boldsymbol{\theta}}^{m} \bar{\theta}^{m}\right) \boldsymbol{\theta}^{(i k)}\right]
$$

$$
+\left(\delta^{i} \delta^{k m} \delta^{i n}-\delta^{i} \delta^{j m} \delta^{k n}\right) \boldsymbol{\theta}^{(m p)}
$$

$$
\times\left(\bar{\theta}^{p} \bar{\sigma}^{a b} \bar{\theta}^{n}\right)+\left(\delta^{i j} \delta^{k m}-\delta^{i m} \delta^{j k}\right)
$$

$$
\times \overline{\boldsymbol{\theta}}^{(m p l}\left(\theta^{p} \sigma^{a b} \theta^{\prime}\right)+\frac{1}{2} \delta^{i k}\left(\theta^{m} \theta^{m}\right)
$$

$$
\times\left(\bar{\theta}^{j} \bar{\sigma}^{a b} \bar{\theta}^{l}\right)+\frac{1}{2} \delta^{j}\left(\bar{\theta}^{m} \bar{\theta}^{m}\right)\left(\theta^{i} \sigma^{a b} \theta^{k}\right)
$$

$$
+\frac{1}{1 \hbar} \eta^{a b}\left(3 \delta^{i k} \delta^{j l}-\delta^{i j} \delta^{k l}-\delta^{i i} \delta^{j k}\right)
$$

$$
\begin{equation*}
\times\left(\theta^{m} \theta^{m}\right)\left(\bar{\theta}^{n} \bar{\theta}^{n}\right) ; \tag{B25}
\end{equation*}
$$

$\left(\theta^{i} \sigma^{\sigma} \bar{\theta}^{j}\right) \theta^{a \mid k l m)}$

$$
\begin{align*}
= & -\frac{1}{24} \bar{\sigma}^{a \dot{\alpha} \alpha}\left(\bar{\theta}^{n} \bar{\theta}^{n}\right)\left\{3 \delta_{i j} \bar{\theta}_{\dot{\alpha}(\mathrm{klm})}+\left[3 \delta_{j k} \bar{\theta}_{\dot{\alpha}(l l m)}\right.\right. \\
& \left.\left.-\delta_{i k} \bar{\theta}_{\dot{\alpha}(j l m)}+\operatorname{sym}(k l m)-\operatorname{tr}(k l m)\right]\right\} \\
& -\frac{1}{6}\left[\eta^{a b} \delta_{\beta}{ }^{\alpha}-\frac{1}{4}\left(\sigma^{b} \bar{\sigma}^{a}\right)_{\beta}^{\alpha}\right]\left(\bar{\theta}^{n} \bar{\theta}^{n}\right)\left(\theta^{p} \sigma_{b} \bar{\theta}^{p}\right) \\
& \times\left[\left(\delta^{\left.\left.i^{l} \delta^{j m}+\delta^{i m} \delta^{j l}\right) \theta^{\beta k}+\operatorname{sym}(k l m)-\operatorname{tr}(k l m)\right]}\right.\right. \\
& -\frac{1}{24} \bar{\sigma}^{a \dot{\alpha} \alpha}\left(\theta^{n} \theta^{n}\right)\left(\bar{\theta}^{p} \bar{\theta}^{p}\right) \\
& \times\left[\left(\delta_{i l} \delta_{j m}+\delta_{i m} \delta_{j l}\right) \bar{\theta}_{\dot{\alpha} k}+\operatorname{sym}(k l m)-\operatorname{tr}(k l m)\right] ; \tag{B26}
\end{align*}
$$

$\left(\theta^{i} \sigma^{a} \bar{\theta}^{j}\right) \boldsymbol{\theta}^{(k l m n)}$

$$
\begin{aligned}
= & \frac{1}{36}\left(\theta^{p} \theta^{\rho}\right)\left(\bar{\theta}^{a} \bar{\theta}^{q}\right)\left\{\left(\delta^{k l} \delta^{m n}+\delta^{k m} \delta^{l n}+\delta^{k n} \delta^{l m}\right)\right. \\
& \times \theta^{i i} \sigma^{a} \bar{\theta}^{\prime}-\left[\left(\delta^{i n} \delta^{l m}+\delta^{i m} \delta^{i n}\right.\right.
\end{aligned}
$$

$$
\left.\left.+\delta^{i} \delta^{m n}\right) \theta^{(j} \sigma^{a} \bar{\theta}^{k)}+\operatorname{sym}(k l m n)\right]
$$

$$
+\left[\left(3 \delta^{i m} \delta^{j n}+3 \delta^{i n} \delta^{j m}-\delta^{i j} \delta^{m n}\right)\right.
$$

$$
\begin{equation*}
\left.\left.\times \theta^{(k} \sigma^{a} \bar{\theta}^{\prime \prime}+\operatorname{sym}(k l m n)\right]\right\} ; \tag{B27}
\end{equation*}
$$

$\left(\theta^{i} \sigma^{a} \bar{\theta}^{j}\right) \theta^{[k]]}$

$$
\begin{align*}
& =\frac{1}{2}\left(\delta^{i k} \delta^{j m}-\delta^{i} \delta^{k m}\right)\left(\theta^{n} \theta^{\eta}\right)\left(\bar{\theta}^{p} \bar{\theta}^{p}\right) \theta^{(j} \sigma^{a} \theta^{m\}} \\
& \quad \quad+\frac{1}{4}\left(\delta^{i k} \delta^{i l}-\delta^{i t} \delta^{j k}\right)\left(\theta^{m} \theta^{m}\right)\left(\bar{\theta}^{n} \bar{\theta}^{n}\right)\left(\theta^{p} \sigma^{a} \bar{\theta}^{p}\right) ;  \tag{B28}\\
& \left(\theta^{k} \theta^{k}\right)\left(\theta^{\prime} \sigma^{a} \bar{\theta}^{\prime}\right)\left(\theta^{m} \sigma^{b} \bar{\theta}^{m}\right)=\frac{1}{4} \eta^{a b}\left(\theta^{k} \theta^{k}\right)^{2}\left(\bar{\theta}^{\prime} \bar{\theta}^{l}\right) ;  \tag{B29}\\
& \left(\theta^{k} \sigma^{a} \bar{\theta}^{k}\right)\left(\theta^{\prime} \sigma^{b} \bar{\theta}^{\prime}\right)\left(\theta^{m} \sigma^{-} \bar{\theta}^{m}\right) \\
& =\frac{1}{2}\left(\eta^{a b} \boldsymbol{\eta}^{c d}+\eta^{a c} \boldsymbol{\eta}^{d d}+\eta^{a d} \eta^{b c}\right) \\
& \quad \times\left(\theta^{k} \theta^{k}\right)\left(\bar{\theta}^{\prime} \bar{\theta}^{\prime}\right)\left(\theta^{m} \sigma_{d} \bar{\theta}^{m}\right) . \tag{B30}
\end{align*}
$$
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#### Abstract

It is shown that the problem of the construction of scattering amplitudes with Mandelstam analyticity from knowledge of their modulus in the three physical channels can be reduced, within a rather large class of functions, to the second Cousin problem of the theory of functions of two complex variables. As a consequence, it can be solved completely and explicitly. We derive conditions on the modulus function, under which at least one solution exists, as well as criteria for the correct resolution of the discrete ambiguity at fixed energy.


PACS numbers: $11.50 . \mathrm{Nk}, 11.80 . \mathrm{Gw}, 11.20 . \mathrm{Fm}, 03.80 .+\mathrm{r}$

## I. INTRODUCTION

The problem of the determination of the phase of the scattering amplitude from observable quantities (i.e., $\mathrm{d} \sigma / d \Omega$ for scattering of spinless particles, $d \sigma / d \Omega$ and polarization for spin-0-spin- $\frac{1}{2}$ scattering, etc.) has an obvious physical interest and has led, in the course of time, to a set of very elegant studies in mathematical physics. ${ }^{1-8}$ These studies (see Ref. 9 for a review) have succeeded in establishing with precision the extent of the ambiguity that is left in the phase if one takes into account, at a fixed energy, data over the whole angular region and uses the unitarity property of the amplitude. ${ }^{1-6,8}$

It is profitable to recall right now in more detail the problem of phase shift analysis at fixed energy, for the case of a reaction between spinless particles. The modulus (squared) of the amplitude $A(z=\cos \theta)(\theta=$ c.m. scattering angle $)$ is supposed to be known on the physical region
$-1<\cos \theta<1$, from measurements of the differential cross section

$$
\begin{equation*}
d \sigma / d \Omega(z)=A(z) A^{*}(z), \quad-1<z<1, \tag{1.1}
\end{equation*}
$$

and the question is to understand the way the phase of $A(z)$ is restricted by this information. The amplitude $A(z)$ is supposed to be holomorphic, e.g., in the $z$ plane except for the half-lines ("cuts") $\left(-\infty,-z_{-}\right),\left(z_{+}, \infty\right), z_{-}, z_{+}>0$. With this hypothesis on $A(z)$, one can divide the ambiguity of the phase in two parts: the discrete and the continuum ambiguity.

For their definition, one requires first an extension of Eq. (1.1) to the whole complex plane (minus the two half lines). This is done by simply writing the right-hand side of Eq. (1.1) as $A(z) A^{*}\left(z^{*}\right)$; this expression is manifestly holomorphic in $z$ in the (cut) complex plane. We call $\mathscr{M}(z)$ the function obtained by this extension,

$$
\begin{equation*}
\mathscr{M}(z) \equiv A(z) A^{*}\left(z^{*}\right) . \tag{1.2}
\end{equation*}
$$

$\mathscr{M}(z)$ can, in principle, be found everywhere by analytic continuation from knowledge of $d \sigma / d \Omega$ on $-1<z<1$. It is real analytic and coincides with $|A(z)|^{2}$ for all $z$ on $\left(-z_{-}, z_{+}\right)$ (but not elsewhere). We can thus assume $|\boldsymbol{A}(z)|^{2}$ is known not only on ( $-1,1$ ) but on ( $-z_{-}, z_{+}$).

In general, $\mathscr{H}(z)$ vanishes at several pairs of complex conjugate points $\left(z_{i}, z_{i}^{*}\right)$ in the complex plane. By (1.2), the
amplitude $A(z)$ will vanish at one of these points, but we cannot a priori decide at which. There exists thus a twofold ambiguity concerning the location of the zeros of $A(z)$, corresponding to each pair $\left(z_{i}, z_{i}^{*}\right)$. It is easy to show that if $N$ pairs of zeros are present, we can choose at will any one of the zeros in each pair and construct an amplitude with the correct modulus along ( $z_{-}, z_{+}$), analytic in the cut $z$ plane and vanishing precisely at those zeros. If we define

$$
\begin{equation*}
\mathscr{M}_{1}(z)=\frac{\mathscr{M}(z)}{\prod_{i=1}^{N}\left(z-z_{i}\right)\left(z-z_{i}^{*}\right)}, \tag{1.3}
\end{equation*}
$$

then a possible $A(z)$ is given by

$$
\begin{equation*}
A(z)=\prod_{j=1}^{N}\left(z-z_{j}\right) \sqrt{\mathscr{M}_{1}(z)} \tag{1.4}
\end{equation*}
$$

where the product extends over the given choice of $N$ zeros. There exists thus at least a $2^{N}$ ambiguity in the reconstruction of the amplitude, for $N$ distinct pairs of simple zeros. This is the discrete ambiguity "of the zeros."

If the amplitude were a polynomial of degree $N$, this would exhaust the ambiguity in the determination of the phase. However, the amplitude has cuts along $\left(-\infty,-z_{-}\right),\left(z_{+}, \infty\right)$ and it is easy to construct functions $\Omega(z)$, holomorphic in the $z$ plane minus the cuts and having unit modulus on ( $-z_{--}, z_{+}$). For instance,

$$
\begin{align*}
\Omega(z)= & \exp \left[i \left(\frac{1}{\pi} \int_{-\infty}^{z-\infty} \frac{f\left(z^{\prime}\right)}{z^{\prime}-z} d z^{\prime}\right.\right. \\
& \left.\left.+\frac{1}{\pi} \int_{z_{+}}^{\infty} \frac{f\left(z^{\prime}\right)}{z^{\prime}-z} d z^{\prime}\right)\right] \tag{1.5}
\end{align*}
$$

with $f(z)$ any real function giving meaning to the integrals. Clearly, if $A(z)$ is a possible amplitude, $A_{1}(z)=A(z) \Omega(z)$ is also an amplitude. This gives the continuum ambiguity of the phase.

If the unitarity property of $A(z)$ is taken into account, a drastic reduction of these ambiguities occurs. In the elastic region, at most a discrete type of ambiguity (Crichton ${ }^{10}$ ) is allowed (see Refs. 1, 5, and 8), whereas, above the inelastic threshold, apart from possible discrete ambiguities of zeros, the continuum ambiguity gradually develops with increasing energy. ${ }^{2-4,6}$

The question which naturally arises is then to describe
the indeterminacy of the phase allowed by knowledge of the observables on larger intervals of energy and by the analytic structure of the amplitude. For $\pi N$ scattering, use of a number of specific experimental facts and of the linear relation between the amplitudes of measurable processes can even restore uniqueness within a certain class of amplitudes, in some interval of $t$ values around $t=0$, if analyticity in the energy is taken into account, together with data at all energies. ${ }^{11}$

An "extreme" and interesting question was raised in Ref. 7: to determine the extent to which analyticity of the amplitude in two variables can fix its phase, e.g., in $\pi \pi$ scattering, if one assumes the differential cross section is measured at all energies and angles in the three channels. In this connection, it is shown in Ref. 7 that if two amplitudes $A_{1,2}$ ( $s, t, u$ ) have the same modulus in the three physical channels and have the same (axiomatic) analyticity domain, then they differ by a factor

$$
\begin{align*}
R(s, t, u) & =\frac{A_{1}(s, t, u)}{A_{2}(s, t, u)} \\
& =\frac{\left[\left(4 m^{2}-s\right)\left(4 m^{2}-t\right)\left(4 m^{2}-u\right)\right]^{1 / 2}-f(s, t, u)}{\left[\left(4 m^{2}-s\right)\left(4 m^{2}-t\right)\left(4 m^{2}-u\right)\right]^{1 / 2}+f(s, t, u)}, \tag{1.6}
\end{align*}
$$

with $f(s, t, u)$ the ratio of two entire functions, $h(s, t, u)$ and $g(s, t, u)$ of $s, t, u(s, t, u$ are the Mandelstam variables, $s+t+u=4 m^{2}, m=$ mass of the pion). In Ref. 12, it was shown that, in a special class of amplitudes, holomorphic in the Mandelstam domain, continuous on the cuts and such that $h(s, t, u)$ and $g(s, t, u)$ are polynomials of $s, t, u, f(s, t, u)$ cannot in fact be freely chosen; rather, there exists only a discrete ${ }^{13}$ set of such functions: if $f(s, t, u)$ does not belong to this set, $A_{2}(s, t, u) R(s, t, u)$ is not analytic in the Mandelstam domain. Multiplying the amplitude $A_{2}(s, t, u)$ by an admissible factor $R(s, t, u)$ amounts to the global reflection across the physical region of a certain complex of zero trajectories (see Sec. II) of $A_{2}(s, t, u)$. The restriction to polynomial $h(s, t, u), g(s, t, u)$ in (1.6) is not as drastic as it might seem: it is achieved in a class of amplitudes $A(s, t, u)$ for which there exists an interval of $t$ values, $-4 m^{2}<t<4 m^{2}$, so that $A(s, t, u)$ has a finite number of zeros in the complex $s$ plane and an interval of real $s$ (or $u$ ) values, $-4 m^{2}<s<4 m^{2}$, where $A(s, t, u)$ has a finite number of zeros in the corresponding $t$ plane.

The result of Ref. 12 is qualitative: If all the trajectory functions are known at all energies in all three physical channels, the amplitude is uniquely determined, from analyticity requirements, up to a trivial overall sign. A first open problem is thus the actual construction of the amplitude from the available modulus. A second question is, given a certain resolution of the discrete ambiguity at each energy in the three channels, i.e., a certain choice for the positions of the zero trajectories, to find a computational means to decide whether it is one of the "correct" possibilities, consistent with analyticity in two variables. Indeed, the reasoning at fixed energy made above would allow us in principle to reverse the sign of the imaginary part of one whole trajectory function, without affecting the modulus of the amplitude. It is not clear, however, that such a reflection would not des-
troy the property of analyticity in two variables of the amplitude. In fact, it turns out it does so in most cases, and we call "correct" resolutions of the discrete ambiguity those for which the resulting amplitude function does not violate this requirement. In Refs. 14 and 15 a method has been proposed to pick out "incorrect" possibilities, on the basis of local two variable analyticity, under the assumption that the amplitude is also holomorphic in some domain of a second sheet.

The present paper wishes to show that if the amplitude $A(s, t, u)$ for the scattering of scalar particles belongs to a certain class of functions, even more restricted than the one of Ref. 12, but still rather large and physically acceptable, and if its modulus and the position of the zero trajectories are known at all energies in (the physical region of) all channels, then $A(s, t, u)$ can indeed be constructed and, in the opinion of the author, in a surprisingly simple manner. In fact, we show that the construction of $A(s, t, u)$ can be reduced to the solution of the second Cousin problem of the theory of functions of several (in this case, two) complex variables; the latter problem is completely and explicitly solvable for the domains we are considering. The reduction is possible only if the zero trajectories are appropriately situated; this yields certain conditions (sum rules) that have to be fulfilled, if the discrete ambiguity of the zeros has been "correctly" solved. Thus, we can give an answer to the second problem above.

It is important to realize from the outset that the functions that describe the modulus in the three channels cannot be prescribed independently. Indeed, consider the special situation of an amplitude which has no zeros in the whole Mandelstam domain. Then, knowledge of its modulus in two channels only (e.g., s and $u$ ) is sufficient for the determination of the amplitude. This is done by writing at fixed $\mathrm{t},|\mathrm{t}|<4 \mathrm{~m}^{2}$, a dispersion relation for the function $\ln A(s, t, u) /$ $\left[\left(4 m^{2}-s\right)\left(4 m^{2}-u\right)\right]^{1 / 2}$, whose imaginary part is known and whose real part is related to the phase of the amplitude. A similar dispersion relation can certainly be written at fixed $s,|s|<4 m^{2}$, using the modulus in the $t$ and $u$ channels, and it must lead to the same amplitude (in particular in the domain $\left.|s|,|t|,|u|<4 m^{2}\right)$. This is impossible unless the modulus in the $t$ channel is appropriately constrained. The presence of zeros in the analyticity domain will not modify this situation.

In this paper, we shall assume that we are given in the physical region of the three channels the correct modulus function of an amplitude. The constraints that this function must obey will appear in the end as the condition that the amplitude constructed by two different routes is the same.

In the following, we discuss an example in which the construction can proceed in a simple manner; this will clarify the difficulties arising in the general case. Consider the artificial case of an amplitude $f(\sigma, \tau)$, holomorphic in $\sigma$ and $\tau$ in a neighborhood of the direct product $\overline{\mathscr{B}}$ of the two unit disks $|\sigma| \leqslant 1$ and $|\tau| \leqslant 1$. We assume the modulus is available in the set $\{(\operatorname{Im} \sigma=0,|\sigma|<1) \otimes|\tau|=1\} \cup\{|\sigma|$
$=1 \otimes(\operatorname{Im} \tau=0,|\tau|<1)\}$ (this is the natural analog of the "physical" region if the amplitude has only two cuts, see Sec. II).

We place ourselves in the following very particular situation: for each $\sigma$ on $|\sigma|=1, f(\sigma, \tau)$ has precisely $N$ zeros in $|\tau|<1$, is nonvanishing for $|\tau|=1$, and for each $\tau$ on $|\tau|=1$,
$f(\sigma, \tau)$ has no zeros in $|\sigma|<1$. For this special case, we can easily determine a Cousin function $C_{0}(\sigma, \tau)$, holomorphic in $\mathscr{B} \equiv(|\sigma|<1) \otimes(|\tau|<1)$ and vanishing precisely where $f(\sigma, \tau)$ vanishes and nowhere else (in $\mathscr{B}$ ).

To this end, we first notice that the number of zeros in $|\tau|<1$ of $f(\sigma, \tau)$ for any $\sigma$ inside $|\sigma|<1$ is always equal to $N$. This follows from the relation

$$
\begin{equation*}
N=\frac{1}{2 \pi i} \oint_{|\tau|=1} \frac{\partial f / \partial \tau(\sigma, \tau)}{f(\sigma, \tau)} d \tau \tag{1.7}
\end{equation*}
$$

evaluated for $\sigma$ on $|\sigma|=1$. Since for $|\tau|=1, f(\sigma, \tau)$ is nonvanishing in $|\sigma|<1$ and holomorphic in a neighborhood of $|\sigma| \leqslant 1$, we can extend the right-hand side to $|\sigma|<1$; it represents an integer-valued, holomorphic function of $\sigma$ in $|\sigma|<1$ and must therefore be the constant $N$ itself. Let the $N$ zeros, at a given $\sigma,|\sigma|<1$, be $\tau_{1}(\sigma), \tau_{2}(\sigma), \ldots, \tau_{N}(\sigma)$. They are locally holomorphic functions of $\sigma$, with at most branch points of finite order, by Weierstrass' preparation theorem (see Appendix A). At a branch point $\sigma_{0}$, a subset of the $\tau_{i}(\sigma), i=1, \ldots, N$, are connected to each other by analytic continuation around $\sigma_{0}$. As a consequence (see also Appen$\operatorname{dix} \mathrm{A}$ ), the symmetric combinations

$$
\begin{align*}
& \beta_{1}(\sigma)=-\sum_{i=1}^{N} \tau_{i}(\sigma) \\
& \beta_{2}(\sigma)=\sum_{i<j} \tau_{i}(\sigma) \tau_{j}(\sigma)  \tag{1.8}\\
& \vdots \\
& \beta_{N}(\sigma)=\prod_{i=1}^{N} \tau_{i}(\sigma) *(-1)^{N}
\end{align*}
$$

are holomorphic functions of $\sigma$ in $|\sigma|<1$. Their values are known on $|\sigma|=1$, by assumption. We can determine them inside $|\sigma|<1$, by Cauchy's theorem:

$$
\begin{equation*}
\beta_{k}(\sigma)=\frac{1}{2 \pi i} \oint \frac{\beta_{k}\left(\sigma^{\prime}\right)}{\sigma^{\prime}-\sigma} d \sigma^{\prime} \quad(k=1, \ldots, N) \tag{1.9}
\end{equation*}
$$

We conclude that the function $\left[\beta_{0}(\sigma) \equiv 1\right]$

$$
\begin{align*}
C_{0}(\sigma, \tau) & =\sum_{k=0}^{N} \tau^{k} \beta_{N-k}(\sigma) \\
& =\prod_{i=1}^{N}\left(\tau-\tau_{i}(\sigma)\right) \tag{1.10}
\end{align*}
$$

has the required properties: it is holomorphic in $\mathscr{B}$ and vanishes only there where $f(\sigma, \tau)$ vanishes. The function

$$
\begin{equation*}
E(\sigma, \tau)=f(\sigma, \tau) / C_{0}(\sigma, \tau) \tag{1.11}
\end{equation*}
$$

is then free of zeros and has a known modulus in the "physical region." Its construction is straightforward. It can be done by writing Poisson integrals either at fixed $\tau$ on $\operatorname{Im} \tau=0$ or at fixed $\sigma$ on $\operatorname{Im} \sigma=0$. This freedom shows that the values of the modulus in the "two channels" cannot be prescribed independently, as remarked before. Further, a condition for the discrete ambiguity to be solved correctly (in a manner compatible with two variable analyticity), at each $\sigma$ on $|\sigma|=1$ is that the functions $\beta_{i}(\sigma)$, known on $|\sigma|=1$, are limiting values of functions holomorphic in $|\sigma|<1$; this is a nontrivial restriction (cf. Refs. 14 and 15).

This example is very special; in general, zeros of $f(\sigma, \tau)$ "enter" or "get out" of the unit disk $|\tau|<1$, as we move along $|\sigma|=1$, and the same happens for $|\tau|=1$. At first
sight, a complete solution to the problem of constructing the Cousin function might seem out of reach. Nevertheless, it turns out it is possible to perform the construction completely, for functions holomorphic in a neighborhood of $\overline{\mathscr{B}}$ and arbitrary distributions of zeros. Further, as announced, the treatment can be generalized to functions holomorphic in the Mandelstam domain, provided they are suitably restricted, but still sufficiently free to be of physical interest.

The paper is organized as follows.
Sections II and III deal with the construction of $f(\sigma, \tau)$, holomorphic in a neighborhood of $\overline{\mathscr{B}}$, from the values of its modulus in the "physical" region. In Sec. II we show that knowledge of the zeros of $f(\sigma, \tau)$ on the boundary $\partial \mathscr{B}$ of $\overline{\mathscr{B}}$ : $\partial \mathscr{B}=\{|\sigma|=1 \otimes|\tau| \leqslant 1\} \cup\{|\sigma| \leqslant 1 \otimes|\tau|=1\}$ determines the whole manifold $\mathscr{Z}_{f}$ of the zeros of $f(\sigma, \tau)$ in all of $\mathscr{B}$. This is, in fact, the essential progress claimed by this paper. If the manifold is known (the "Cousin data"), we can apply Cousin's method ${ }^{16,17}$ to write down a function $C(\sigma, \tau)$, holomorphic in $\mathscr{B}$ and vanishing precisely on $\mathscr{Z}_{f}$. We do this and then construct $f(\sigma, \tau)$ explicitly in Sec. III. In Sec. IV, we consider amplitudes with Mandelstam analyticity and introduce and discuss some assumptions needed to imitate the treatment of Secs. II and III. We then construct, from the "zero trajectories" known in the physical region, the Cousin data in the Mandelstam domain. In Sec. V, we show that the construction of the Cousin function of Ref. 16 can be generalized to the Mandelstam domain and thus obtain $A(s, t, u)$ explicitly. Conclusions are presented in Sec. VI, together with a review of the assumptions delimiting the class of amplitudes used in the paper.

## II. THE DIRECT PRODUCT OF TWO UNIT DISKS. CONSTRUCTION OF THE COUSIN DATA

We consider a function $f(\sigma, \tau)$, holomorphic in $\sigma$ and $\tau$ in $\mathscr{B}_{\epsilon} \equiv\{|\sigma|<1+\epsilon \otimes|\tau|<1+\epsilon\}$, for some $\epsilon>0$ and real analytic:

$$
\begin{equation*}
f^{*}\left(\sigma^{*}, \tau^{*}\right)=f(\sigma, \tau) \tag{2.1}
\end{equation*}
$$

We assume its modulus squared, $M(\sigma, \tau)=|f(\sigma, \tau)|^{2}$, is known in the set $\mathscr{P} \equiv \mathscr{P}_{\sigma} \cup \mathscr{P}_{\tau} \equiv\{|\sigma|=1$;
$\operatorname{Im} \tau=0,|\tau|<1\} \cup\{\operatorname{Im} \sigma=0,|\sigma|<1 ;|\tau|=1\}$. The values of $M(\sigma, \tau)$ for $|\tau|=1, \sigma$ real, can be extended analytically to the interior of the disk $|\sigma|<1+\epsilon$, by means of

$$
\begin{equation*}
M(\sigma, \tau)=f\left(\sigma, \tau \mid f^{*}\left(\sigma^{*}, \tau\right) \equiv M_{\tau}(\sigma)\right. \tag{2.2}
\end{equation*}
$$

One obtains similarly $M_{\sigma}(\tau)$ by extending the values of $M(\sigma, \tau)$ for $|\sigma|=1, \tau$ real. [Clearly, if we perform the mapping $\sigma \rightarrow s, \tau \rightarrow t, s=4 \sigma /(1+\sigma)^{2}$, and the same for $t_{2} f(\sigma(s), \tau(t))$ is holomorphic in a Mandelstam domain with two cuts and admits of extensions to the second sheet
through the cut; the images of $\mathscr{P}_{\sigma}$ and $\mathscr{P}_{\tau}$ contain the physical regions of the $s$ and $t$ channels; the modulus of $f$ is known on them, if it is known in the physical region, by analytic continuation; cf. Introduction.]

For each $\sigma$ on $|\sigma|=1$, we can solve the equation

$$
\begin{equation*}
f(\sigma, \tau)=0 \tag{2.3}
\end{equation*}
$$

and obtain a certain number of roots $\tau_{i}(\sigma),\left|\tau_{i}\right|<1+\epsilon$. Assuming that, for no $\sigma,|\sigma|=1, f(\sigma, \tau) \equiv 0$, there can be only a finite number of such roots in $|\tau| \leqslant 1$, at each $\sigma,|\sigma|=1$. The
functions $\tau_{i}(\sigma)$ are holomorphic in the neighborhood of every point $\sigma,|\sigma|=1$, where all roots of $f(\sigma, \tau)=0$ are distinct. As $\sigma$ moves along $|\sigma|=1$, they can acquire at most branch points of finite order (see Appendix A), if they stay inside $|\tau|<1+\epsilon$.

At a branch point $\sigma_{0},\left|\sigma_{0}\right|=1$, several functions $\tau_{i I}(\sigma)$, $\tau_{i 2}(\sigma), \ldots, \tau_{i n}(\sigma)$ acquire the same value. We define the continuation of one function $\tau_{i 1}(\sigma)$ past $\sigma_{0}$ by analytic continuation along a small semicircle $\left|\sigma-\sigma_{0}\right|=\epsilon$, contained in $|\sigma|<1$. We call "zero trajectory" $\tau_{i}(\sigma)$ the whole function obtained along $|\sigma|=1$ by analytic continuation from a function element $\tau_{i}^{0}(\sigma)$ with the convention above. It can obviously be many-valued on $|\sigma|=1$.

The trajectory function $\tau_{i}(\sigma)$ gives rise to a curve $\gamma_{i}$ : $\tau=\tau_{i}(\sigma)$ in the plane, as $\sigma$ moves along $|\sigma|=1$ and $\tau$ stays inside $|\tau|<1$. Such a curve is closed if, by analytic continuation along $|\sigma|=1$ (with the convention above at branch points), we return to the same function element with which we started (after a number of turns). The curve $\gamma_{i}$ should not be confused with the image set of $\tau_{i}(\sigma)$ in $|\tau|<1$; it is possible that $\gamma_{i}$ consists of the same set covered several times as is the case, e.g., with the zeros of $f(\sigma, \tau)=\tau-\frac{1}{2} \sigma^{4}$. The curve $\gamma_{i}$ is specified only if its parametrization $\tau_{i}(\sigma),|\sigma|=1$, is given. We assign an orientation to the $\gamma_{i}$ 's by letting $\sigma$ move counterclockwise along $|\sigma|=1$.

It is of interest to consider also the set of points in $|\tau|<1$ which are the images of $|\sigma|=1$ under $\tau=\tau_{i}(\sigma)$, without reference to the trajectory function. It is possible that several trajectory functions have the same image set [e.g., the trajectory functions of $f(\sigma, \tau)=(2 \sigma \tau-1)(\sigma-2 \tau)$ have the same image set: the circle $\left.|\tau|=\frac{1}{2}\right]$. It is thus reasonable to denote the distinct image sets by $\gamma_{l}, l=1,2, \ldots$, and, if necessary, the curves parametrized by $\tau_{i}(\sigma)$ and giving rise to $\bar{\gamma}_{l}$, by $\gamma_{l 1}, \gamma_{l 2}, \ldots \gamma_{l n}$. We say then that the set $\bar{\gamma}_{l}$ has multiplicity $n$, and to allow for the possible different orientations of the $\gamma_{l i}$, we distinguish between two "oriented" multiplicities, $m_{1}, m_{2}, m_{1}+m_{2}=n$.

In Appendix $B$ we justify in detail the following intuitively obvious picture of the curves $\gamma_{i}$ and of the image sets $\bar{\gamma}_{l}:$ (a) every $\gamma_{i}$ has a continuous tangent, except possibly for a finite number of points where it might have cusps; (b) the $\gamma_{i}$ 's have finite length; (c) each $\gamma_{i}$ has either a "beginning" at some $\tau_{a}$ and an end at $\tau_{e},\left|\tau_{a}\right|=1,\left|\tau_{e}\right|=1$, or it is closed (and lies entirely in $|\tau| \leqslant 1$ ); (d) there are a finite number of $\gamma_{i}$ 's; (e) two $\gamma_{i}$ 's can either intersect at a finite number of points or coincide; (f) let $\mathscr{R}_{\tau}=\cup \bar{\gamma}_{i}$; the complement of $\mathscr{P}_{\tau}$ in $|\tau|<1$ consists of a finite number of domains $\mathscr{D}_{i}$.

We may state that "two points of a curve $\gamma_{i 1}$ are distinct" if they correspond to different values of the parameter
$\sigma,|\sigma|=1$. We can thus define along the image set $\bar{\gamma}_{i}$ containing $\gamma_{i 1}$ an "inverse" function $\sigma_{i 1}(\tau)$ as being equal to the value of the parameter $\sigma$ at the point $\tau$; even if $\bar{\gamma}_{i}$ contains just one curve $\gamma_{i 1}, \sigma_{i 1}(\tau)$ may be many-valued [as in the example of $\left.f(\sigma, \tau)=\tau-\frac{1}{2} \sigma^{4}\right]$. However, expressions like $\int_{\gamma_{i 1}} \sigma_{i 1}(\tau) d \tau$ have a well-defined meaning: they are $\int_{|\sigma|=1} \sigma\left(d \tau_{i 1} / d \sigma\right) d \sigma$ and the integration may cover $|\sigma|=1$ several times.

Clearly, if $\bar{\gamma}_{i}$ is multiple, several (possibly multivalued) inverse functions $\sigma_{i k}(\tau)$ may be defined. The functions $\sigma_{i k}(\tau)$ are locally holomorphic on $\bar{\gamma}_{i}$, except for isolated branch points, where they are Hölder continuous.

Starting from one function element $\sigma_{i 1}^{0}(\tau)$, defined in the neighborhood of $\tau_{0}$ on $\bar{\gamma}_{i}$, we can construct by analytic continuation along $\gamma_{i 1}$ the whole $\sigma_{i 1}(\tau)$. The only difficulty is at branch points of $\sigma_{i 1}(\tau)$. We understand then that the continuation is performed along the image $c^{\prime}$ through the function $\tau_{i 1}(\sigma)$, defining $\gamma_{i 1}$, of a small semicircle $\left|\sigma-\sigma_{0}\right|=\epsilon$, $|\sigma|<1,\left|\sigma_{0}\right|=1$ in the sense induced by the clockwise sense in the $\sigma$ plane.

The phrase "analytic continuation" of $\tau_{i}^{0}(\sigma)$ along $|\sigma|=1$ or of $\sigma_{i}^{0}(\tau)$ along $\gamma_{i}$ will be used in the text with the convention above at branch points. For clarity, two examples are now presented and sketched in Fig. 1. Consider $f(\sigma, \tau)=\tau^{2}-(\sigma-1)$ first. For $\sigma$ near 1 on $|\sigma|=1$, there are two zeros in $|\tau|<1: \tau_{1,2}= \pm(\sigma-1)^{1 / 2}$, which approach each other as $\sigma \rightarrow 1$. The image of the small semicircle $c$ (Fig. 1) consists of two arcs $c^{\prime}$ and $c^{\prime \prime}$ in the $\tau$ plane. The curves $\gamma_{i}$, $i=1,2$, are uniquely defined. The inverse functions $\sigma_{1,2}(\tau)=\tau^{2}+1$ are regular at $\tau=0$. Consider next the zeros of $f(\sigma, \tau)=\tau-(\sigma-1)^{3}$. We obtain for $\sigma$ near 1 a smooth curve $\tau_{1}(\sigma)$ as image of $|\sigma|=1$ in the $\tau$ plane. However, there is a branch point of the inverse function at $\tau=0$. The image of the semicircle $c$ consists of the (slightly deformed) contour $c^{\prime}$ in the $\tau$ plane, and we understand that $\sigma_{1}(\tau)$ "beyond" $\tau=0$ is the continuation of $\sigma_{1}(\tau)$ "before" $\tau=0$ along the path $c^{\prime}$ (Fig. 1).

As $\tau$ moves around $|\tau|=1$, we denote also by $\sigma_{i}(\tau)$ the various roots of $f(\sigma, \tau)=0$ contained in $|\sigma| \leqslant 1$. We can divide the unit circle $|\tau|=1$ into a finite number of intervals $\left(\tau_{j}, \tau_{j+1}\right), j=1,2, \ldots, N, \tau_{N}=\tau_{1}$, so that the number $n_{j}$ of roots of $f(\sigma, \tau)=0$ in $|\sigma| \leqslant 1$ is constant for fixed $\tau$ in $\left(\tau_{j}, \tau_{j+1}\right)$. We disregard zeros of $f(\sigma, \tau)$ on $|\sigma|=1 \otimes|\tau|=1$ which are isolated in $\partial \mathscr{B}$ (see Appendix C).

We can now part the various functions $\sigma_{i}(\tau)$ associated with $\gamma_{i}$ and with intervals $\left(\tau_{i}, \tau_{i+1}\right)$ into classes. Two functions $\sigma_{k}(\tau), \sigma_{l}(\tau)$ belong to the same class if they can be obtained from each other by analytic continuation along the curves $\left\{\gamma_{j}\right\}$ and the circle $|\tau|=1$. This partition clearly in-


FIG. 1. Paths of analytic continuation of $\tau_{i}(\sigma)$ and $\sigma_{i}(\tau)$ at irregular points of $\gamma_{i}$ (Sec. II).
duces also a separation of the curves $\gamma_{i}$ into classes.
Explicitly, assume we start with an element $\sigma_{1}^{0}(\tau)$ of the function $\sigma_{1}(\tau)$ at $\tau_{1},\left|\tau_{1}\right|=1$, and continue it counterclockwise along $|\tau|=1$. We might reach a point $\tau_{0}, \sigma_{1}\left(\tau_{0}\right)=\sigma_{0}$, so that $\left|\sigma_{1}\left(\tau_{0}\right)\right|=1$. If $\tau_{0}$ is a regular point of $\sigma_{1}(\tau), \mathrm{d} \sigma_{1} /$ $\mathrm{d} \tau \neq 0$ and finite, then $\sigma_{1}(\tau)$ realizes a conformal mapping of a sufficiently small convex neighborhood $V_{0}$ of $\tau_{0}$ onto a neighborhood $U_{0}$ of $\sigma_{0}$. The image of the piece of circle: $\mathscr{C}=V_{0} \cap(|\tau|=1)$ under $\sigma_{1}(\tau)$ is a curve $\mathscr{C}^{\prime}$ in the $\sigma$ plane. Along $\mathscr{C}^{\prime},\left|\sigma_{1}(\tau)\right|<1$ for $\tau$ before $\tau_{0}$ and either $\left|\sigma_{1}(\tau)\right|<1$ or $\left|\sigma_{1}(\tau)\right|>1$ for $\tau$ past $\tau_{0}$, and sufficiently close to it. In the former case, we continue further $\sigma_{1}(\tau)$ on $|\tau|=1$ [as in the case of $f(\sigma, \tau)=(\sigma-1 / 2)-\tau / 2]$. In the second case, consider the inverse mapping $\tau=\tau_{1}(\sigma)$ and the image under $\tau_{1}$ of a piece of circle $U_{0} \cap(|\sigma|=1)$. Part of this image must coincide with the image set of a curve $\gamma_{2}: \tau=\tau_{2}(\sigma)$, ending at $\tau_{0}$ and having $\sigma_{1}(\tau)$ as inverse function, for $\tau$ near $\tau_{0}$. Thus, $\sigma_{1}(\tau)$ is identical with $\sigma_{2}(\tau)$, the inverse function associated with $\gamma_{2}$. We continue now $\sigma_{1}(\tau)$ along $\gamma_{2}$ and can verify that, as we move away from $|\tau|=1$, the value $\sigma_{1}(\tau)$ moves counterclockwise on $|\sigma|=1$ [see Fig. 2(a) for the example $f(\sigma, \tau)=\sigma \tau+\sigma+\tau-1]$.

In the general case (without restrictions on $d \sigma_{1} / d \tau$ ), we continue $\sigma_{1}(\tau)$ analytically clockwise on a small circle around $\tau_{0}$, starting at $\tau$ " before" $\tau_{0}$, where $\left|\sigma_{1}(\tau)\right|<1$. Either we reach in this process a first curve $\gamma_{2}$ on which $\left|\sigma_{1}(\tau)\right| \equiv 1$ - then $\sigma_{1}(\tau) \equiv \sigma_{2}(\tau)$, the inverse function associated to $\gamma_{2}$ [see Fig. 2(b) for the example
$\left.f(\sigma, \tau)=\tau-1-(\sigma-1)^{2}\right]$ or we do not meet any such curve [as for $f=\tau-1+(\sigma-1)^{2}$ ]. In the former case, we continue $\sigma_{1}(\tau)$ along $\gamma_{2}$, in the latter along $|\tau|=1$. If we continue along $\gamma_{2}$, we must reach again $|\tau|=1$, since $\gamma_{2}$ has an "end" (see Appendix B). We continue again counterclockwise on $|\tau|=1$ and repeat the procedure until we recover the function we started with. This must be possible, since there are only a finite number of roots of $f(\sigma, \tau)=0$ at fixed $\tau,|\tau|=1$.

The closed path of several curves $\gamma_{i}$ and pieces of the circle $|\tau|=1$, needed to return $\sigma_{1}(\tau)$ to its original value is called $\Gamma_{1}$. With this procedure, each curve $\gamma_{i}$ falls into one class $\Gamma_{k}$ and only in one. A closed $\gamma_{i}$ makes up a class by itself.

We make next a simplifying assumption, which we discuss and remove in Appendix C:
(A) There exist only a finite number of points $\tau,|\tau|=1$, for which one of the roots $\sigma(\tau)$ of $f(\sigma, \tau)=0$ has unit modulus $(|\sigma(\tau)|=1)$.

Clearly, the "end points" of $\gamma_{i}$ are among these points. In fact, the other ones are isolated in $\partial \mathscr{B}$, i.e., they are not limit points of other zeros of $f(\sigma, \tau)$ on $\partial \mathscr{B}$. As indicated in Appendix C, we can ignore them in the following (since they are isolated in $\mathscr{B}$ ).

We are now in a position to prove the following.
Theorem 2.1. Define

$$
\begin{align*}
\mathscr{N}(\tau)= & \sum_{j} \frac{1}{2 \pi i} \int_{r_{j}} \frac{d \tau^{\prime}}{\tau^{\prime}-\tau} \\
& +\sum_{j} \frac{n_{j}}{2 \pi i} \int_{\left|\tau^{\prime}\right|=1}^{\tau_{j}+1} \frac{d \tau^{\prime}}{\tau^{\prime}-\tau} \tag{2.4}
\end{align*}
$$

with the sense of integration counterclockwise on $\left|\tau^{\prime}\right|=1$ and the sense of $\gamma_{j}$ induced by the counterclockwise motion on $|\sigma|=1 ; n_{j}$ is the number of roots of $f(\sigma, \tau)=0$ in $|\sigma| \leqslant 1$ for $|\tau|=1, \tau \in\left(\tau_{j}, \tau_{j+1}\right)$. Let further $n(\tau)$ be the number of roots of $f(\sigma, \tau)=0$ in $|\sigma|<1$ for fixed $\tau \in\left(\mathrm{C}_{\mathscr{Z}_{\tau}}\right) \mathrm{n}(|\tau|<1)$ $\left(\equiv U_{i} \mathscr{D}_{i}\right)$. Then:
(a) $\mathscr{N}(\tau) \equiv 0$, for $|\tau|>1$;
(b) $\mathscr{N}(\tau)=N_{i}$, a constant integer, for $\tau \in \mathscr{D}_{i}$,
(c) $n(\tau)=\bar{N}_{i}$, a constant integer, for $\tau \in \mathscr{D}_{i}$;
(d) $N_{i}=\bar{N}_{i}$.

Before proceeding to the proof, we point out that, according to this theorem, we find unambiguously the number of roots of $f(\sigma, \tau)=0$ in $|\sigma|<1$ for $\tau$ fixed, $\tau \in \mathscr{D}_{i}$, only from information concerning the zero trajectories, available on the boundary $\partial \mathscr{B}:\{|\sigma| \leqslant 1 \otimes|\tau|=1\} \cup\{|\sigma|=1 \otimes|\tau| \leqslant 1\}$. This is the first step in the construction of the Cousin data.

Proof: We can rewrite (2.4) as

$$
\begin{equation*}
\mathscr{N}(\tau)=\sum_{k} \frac{1}{2 \pi i} \int_{\Gamma_{k}} \frac{d \tau^{\prime}}{\tau^{\prime}-\tau} \tag{2.5}
\end{equation*}
$$

with $\Gamma_{k}$ the closed loops introduced before, needed to return $\sigma_{i}(\tau)$ to its original value. Since all $\Gamma_{k}$ are contained in $|\tau|<1$, (a) and (b) follow by application of the residue theorem. (Notice that closed loops contained in $|\tau|<1$ may contribute negative values.) The fact that the $\gamma_{i}$ have finite length gives meaning to (2.4). To prove (c), we write

$$
\begin{equation*}
n(\tau)=\frac{1}{2 \pi i} \oint_{|\sigma|=1} \frac{\partial f(\sigma, \tau) / \partial \sigma}{f(\sigma, \tau)} d \sigma \tag{2.6}
\end{equation*}
$$

For $\tau$ in $\mathscr{D}_{i}, f(\sigma, \tau) \neq 0$, if $|\sigma|=1$, since $\mathscr{D}_{i} \subset \mathrm{C} \mathscr{P}_{\tau}$. Since the right-hand side of $(2.6)$ is continuous in $\tau$ and $n(\tau)$ is an integer, it must be a constant, as long as $\tau$ does not reach a curve $\gamma_{i}$ (or $|\tau|=1$ ). Thus $n(\tau)=\bar{N}_{i}$ if $\tau \in \mathscr{D}_{i}$.


FIG. 2. The continuation of $\sigma_{i}(\tau)$ at points, where $\left|\sigma_{i}(\tau)\right|=1$ and the path described by $\sigma_{i}(\tau)$ in the $\sigma$ plane (Sec. II); (a) $f(\sigma, \tau)=\sigma \tau+\sigma+\tau-1$; (b) $f(\sigma, \tau)=\tau-1-(\sigma-1)^{2}$.

To prove (d), we first consider a domain $\mathscr{D}_{1}$ adjacent to the boundary $|\tau|=1$ along $\left(\tau_{1}, \tau_{2}\right)$ and show that ( d ) is true for this domain. Indeed, since $\mathscr{N}(\tau) \equiv 0$ for $|\tau|>1$, it follows from the Plemelj discontinuity formulas (Ref. 18, p. 43) that, for $\tau$ in the domain $\mathscr{D}_{1}, \mathscr{N}(\tau)=n_{1}$. By assumption (A), we can choose $\tau_{0}, \tau_{0} \in\left(\tau_{1}, \tau_{2}\right)$, so that all $n\left(\tau_{0}\right)=n_{1}$ roots of $f\left(\sigma, \tau_{0}\right)=0$ lie in the interior of $|\sigma|<1$. But, then, $n(\tau)$ defined by (2.6) for $\tau$ in a neighborhood $U_{\tau_{0}}$ of $\tau_{0}$ stays constant in $U_{\tau_{0}}$, as shown above (if $U_{\tau_{0}}$ is sufficiently small). Then, however, $n(\tau)$ is constant in all of $\mathscr{D}_{1}$, and $n(\tau)=n_{1}$. Therefore, (d) is true for $\tau$ in $\mathscr{D}_{1}$.

To prove (d) for a domain $\mathscr{D}_{2}$ adjacent to $\mathscr{D}_{1}$, we compute first $\mathscr{N}(\tau)$ for $\tau$ in $\mathscr{D}_{2}$ by means of the Plemelj formulas from (2.4) and then show that, by crossing the boundary between $\mathscr{D}_{1}$ and $\mathscr{D}_{2}, n(\tau)$ varies by the same amount at $\mathscr{N}(\tau)$. Assume that the boundary $\bar{\gamma}_{1}$ between $\mathscr{D}_{1}$ and $\mathscr{D}_{2}$ is simple, given by a curve $\gamma_{1}$ with an inverse function $\sigma_{1}(\tau)$ single-valued on $\bar{\gamma}_{1}{ }^{19}$; assume also that $\gamma_{1}$ is such that $\mathscr{D}_{2}$ lies on its left. Then the discontinuity of $\mathscr{N}(\tau)$ is $N_{2}-N_{1}=1$. If $\sigma(\tau)$ is $k$-valued rather than one-valued, then $N_{2}-N_{1}=k$ and if $\bar{\gamma}_{1}$ is multiple and has multiplicities $m_{1}, \bar{m}_{1}\left(m_{1}\right.$ when it is oriented so that $\mathscr{D}_{2}$ lies on its left),
$N_{2}-N_{1}=k_{1}+k_{2}+\cdots k_{m_{1}}-k_{1}^{\prime}-k_{2}^{\prime}-\cdots-k_{\bar{m} 1}^{\prime}$, where $k_{i}, k_{j}^{\prime}$ indicate the many valuedness of the inverse functions $\sigma_{i k}(\tau)$.

For the computation of $n(\tau)$ in $\mathscr{D}_{2}$, assume again first that $\bar{\gamma}_{1}$ is simple and $\sigma_{1}(\tau)$ is single-valued. Consider then a point $\tau_{0} \in \gamma_{1}$ and a neighborhood $U_{\tau_{0}}$ of it, where the inverse function $\sigma_{1}(\tau)$ is holomorphic and $d \sigma_{1} / d \tau\left(\tau_{0}\right) \neq 0$. As $\tau$ approaches $\bar{\gamma}_{1},\left|\sigma_{1}(\tau)\right| \rightarrow 1$ and, if $\mathscr{D}_{2}$ lies on the left of $\gamma_{1}$, $\left|\sigma_{1}(\tau)\right|<1$ in $\mathscr{D}_{2} \cap U_{\tau_{0}},\left|\sigma_{1}(\tau)\right|>1$ in $\mathscr{D}_{1} \cap U_{\tau_{0}}$ (conformal mappings preserve orientations of angles). Thus, as we cross $\bar{\gamma}_{1}$ from $\mathscr{D}_{1}$, a new zero $\sigma_{1}(\tau)$ "enters" the unit disk $|\sigma|<1$. On the other hand, consider the other $\tilde{n}\left(\tau_{0}\right)$ zeros of $f\left(\sigma, \tau_{0}\right)$ lying in $|\sigma|<1$. By continuity, they stay inside $|\sigma|<1$ for $\tau$ in a sufficiently small neighborhood of $\tau_{0}$. Alternatively, ${ }^{20}$ one can verify that

$$
\begin{equation*}
\tilde{n}(\tau)=\frac{1}{2 \pi i} \oint_{\mathscr{C}} \frac{\partial f(\sigma, \tau) / \partial \sigma}{f(\sigma, \tau)} d \sigma \tag{2.7}
\end{equation*}
$$

is continuous across $\bar{\gamma}_{1}$ in a neighborhood (small enough) of $\tau_{0}$; in (2.7) the contour $\mathscr{C}$ encloses the $\tilde{n}\left(\tau_{0}\right)$ roots of $f\left(\sigma, \tau_{0}\right)=0$ in $|\sigma|<1$, is contained in $|\sigma|<1$, and avoids a neighborhood of the point $\sigma_{1}\left(\tau_{0}\right)$. Thus, in $U_{\tau_{0}} \cap \mathscr{D}_{1}$, $\tilde{n}(\tau)=\tilde{n}\left(\tau_{0}\right)=n_{1}$, whereas in $U_{\tau_{0}} \cap \mathscr{D}_{2}$, $n(\tau)=\tilde{n}(\tau)+1=n_{1}+1$. These equalities hold then in all of $\mathscr{D}_{1}$ and $\mathscr{D}_{2}$, and this finishes the proof if $\bar{\gamma}_{1}$ is simple. If $\sigma_{1}(\tau)$ is not one-valued or $\bar{\gamma}_{1}$ is multiple, we have to allow for $k_{1}+k_{2}+\cdots k_{m 1}$ zeros to approach $|\sigma|=1$ as $\tau$ approaches $\gamma_{1}$ from $\mathscr{D}_{2}$ and for $k_{1}^{\prime}+k_{2}^{\prime} \cdots k_{\bar{m} 1}^{\prime}$ zeros if $\gamma_{1}$ is approached from $\mathscr{D}_{1}$ but the reasoning is strictly unchanged. This ends the proof of Theorem 2.1.

Let $\sigma_{l}^{(i)}(\tau), l=1,2, \cdots$, be the $N_{i}$ roots of $f(\sigma, \tau)$ for $\tau$ inside $\mathscr{D}_{i}$. Since $N_{i}$ is constant in $\mathscr{D}_{i}$, it follows that the functions

$$
\begin{equation*}
S_{i, k}(\tau) \equiv \sum_{l=1}^{N_{i}}\left(\sigma_{l}^{(i)}(\tau)\right)^{k} \tag{2.8}
\end{equation*}
$$

are holomorphic for $\tau$ in $\mathscr{D}_{i}$. This follows from the symme-
try of these sums under permutation of the $\sigma_{l}^{(i)}(\tau)$ and can also be checked from the representation:

$$
\begin{equation*}
S_{i, k}(\tau)=\frac{1}{2 \pi i} \oint_{|\sigma|=1} \sigma^{k} \frac{\partial f(\sigma, \tau) / \partial \sigma}{f(\sigma, \tau)} d \sigma \tag{2.9}
\end{equation*}
$$

[cf. Eq. (A7) of Appendix A].
We can now prove:
Theorem 2.2: Define, with the same sense of integration as in (2.4),

$$
\begin{align*}
\Omega^{(k)}(\tau)= & \sum_{j} \frac{1}{2 \pi i} \int_{\gamma_{j}} \frac{\left(\sigma_{j}\left(\tau^{\prime}\right)\right)^{k}}{\tau^{\prime}-\tau} d \tau^{\prime} \\
& +\sum_{j} \frac{1}{2 \pi i} \int_{\tau_{j}\left|\tau^{\prime}\right|=1}^{\tau_{j+1}} \frac{\sum_{l=1}^{n_{j}}\left(\sigma_{p l}\left(\tau^{\prime}\right)\right)^{k}}{\tau^{\prime}-\tau} d \tau^{\prime} \tag{2.10}
\end{align*}
$$

The summation in the second integral is performed over the $n_{j}$ roots $\sigma_{p \prime}\left(\tau^{\prime}\right)$ of $f(\sigma, \tau)=0, \tau^{\prime} \in\left(\tau_{j}, \tau_{j+1}\right)$. Then:

$$
\begin{equation*}
\Omega^{(k)}(\tau)=S_{i, k}(\tau) \tag{2.11}
\end{equation*}
$$

for $\tau$ in $\mathscr{D}_{i}$ and

$$
\begin{equation*}
\Omega^{(k)}(\tau)=0 \tag{2.12}
\end{equation*}
$$

for $|\tau|>1$.
Theorem 2.2 achieves the construction of the Cousin data: from information available on the boundary of the analyticity domain, we construct the symmetric combinations of the roots $\sigma_{k}^{(i)}(\tau)$ of $f(\sigma, \tau)=0$ for $\tau$ in each $\mathscr{D}_{i}$. If one knows these symmetric combinations and the numbers $N_{i}$ of the roots in $\mathscr{D}_{i}$ by (2.4), one can construct the roots explicitly (see below) at each $\tau,|\tau|<1$. Equation (2.12) can be seen as a condition for the "correct" resolution of the discrete ambiguity (see below).

Proof: It is enough to consider $S_{j, 1}(\tau)$. We prove first that, if $\bar{\gamma}_{j}$ is the boundary between $\mathscr{D}_{j}$ and $\mathscr{D}_{j+1}$, and has multiplicity one and a single-valued inverse function $\sigma_{j}(\tau)$ $\left(\mathscr{D}_{j+1}\right.$ lies to the left of $\left.\gamma_{j}\right)$

$$
\begin{equation*}
S_{j+1,1}(\tau)-S_{j, 1}(\tau)=\sigma_{j}(\tau) \tag{2.13}
\end{equation*}
$$

For this, we simply repeat the argument at the end of Theorem 2.1, i.e., show the continuity of

$$
\begin{equation*}
\widetilde{S}_{j}(\tau)=\frac{1}{2 \pi i} \oint_{\mathscr{C}} \sigma \frac{\partial f / \partial \sigma(\sigma, \tau)}{f(\sigma, \tau)} d \sigma \tag{2.14}
\end{equation*}
$$

across $\gamma_{i}$, for $\mathscr{C}$ chosen as shown there, i.e., a contour contained in $|\sigma|<1$ enclosing all the roots in $|\sigma|<1$ of $f(\sigma, \tau)=0$, for $\tau_{0} \in \bar{\gamma}_{j}$, and avoiding a neighborhood of the point $\sigma_{j}\left(\tau_{\underline{\underline{0}}}\right)$. [ $\widetilde{S}_{j}$ is the sum over $N_{j}$ roots of $f(\sigma, \tau)=0$.] If the curve $\bar{\gamma}_{j}$ is multiple or has a many-valued inverse function $\sigma_{j k}(\tau)$, Eq. (2.13) generalizes in a straightforward manner to

$$
S_{j+1,1}(\tau)-S_{j, 1}(\tau)=\sum_{l=1}^{m_{j 1}} \sigma_{j l}(\tau)-\sum_{l=m_{j, 1}}^{m_{j}} \sigma_{j l}(\tau)
$$

where the various inverse functions pertaining to $\bar{\gamma}_{j}$ have been ordered so that the first $m_{j l}$ correspond to the sense on $\gamma_{j}$ leaving $\mathscr{D}_{j+1}$ to the left.

We write now Cauchy's theorem for each $S_{i, 1}(\tau)$,
$i=1,2, \cdots$,

$$
\frac{1}{2 \pi i} \oint_{\partial \mathscr{D}_{i}} \frac{S_{i, 1}\left(\tau^{\prime}\right)}{\tau^{\prime}-\tau} d \tau^{\prime}=\left\{\begin{array}{ll}
S_{i, 1}(\tau), & \tau \in \mathscr{D}_{i}  \tag{2.15}\\
0, & \tau \in \mathrm{C} \mathscr{D}_{i}
\end{array},\right.
$$

where $\partial \mathscr{D}_{i}$ is the boundary of $\mathscr{D}_{i}$ and integration is performed in a counterclockwise sense. We now claim that, adding Eq. (2.15) for all $i$, for a fixed $\tau \in \mathscr{D}_{k}$, we obtain a value, $S_{1}(\tau)$, which is precisely the value assumed by $\Omega^{(1)}(\tau)$, Eq. (2.10) at that $\tau \in \mathscr{D}_{k}$. Indeed, we recognize the contributions of the circle $|\tau|=1$ are the same in both $S_{1}(\tau)$ and $\Omega^{(1)}(\tau)$. Consider now the inner boundary $\bar{\gamma}_{j}$ (simple and with single-valued inverse) separating $\mathscr{D}_{j}$ and $\mathscr{D}_{j+1}$. Both $S_{1}(\tau)$ and $\Omega^{(1)}$ contain a term corresponding to the integral over this boundary of $\sigma_{j}\left(\tau^{\prime}\right) /\left(\tau^{\prime}-\tau\right)$; we only have to verify that the sense is the same. Assume that, with respect to the sense in Eq. (2.10), $\mathscr{D}_{j+1}$ lies to the left of $\gamma_{j}$. Then, Eq. (2.13) holds. It follows that, in $S_{1}(\tau)$, the integral is performed in the sense induced by the counterclockwise sense in $\mathscr{D}_{j+1}$, that is, so that $\mathscr{D}_{j+1}$ lies to the left of the integration path in (2.15). Thus the senses in $S_{1}(\tau)$ and $\Omega^{(1)}(\tau)$ are the same. There is no difficulty in generalizing this reasoning to arbitrary $\bar{\gamma}_{j}$. We conclude $S_{1}(\tau) \equiv \Omega^{(1)}(\tau)$ and the properties of $\Omega^{(1)}(\tau)$ in the theorem follow from Eq. (2.15). This ends the proof.

Given the sums $S_{i, k}(\tau)$ and the numbers $N_{i}$, we can construct in each $\mathscr{D}_{i}$ the symmetric combinations:

$$
\begin{align*}
& \alpha_{l, i}(\tau)=-\sum_{k=1}^{N} \sigma_{k}^{(i)}(\tau) \quad\left(\equiv S_{i, 1}(\tau),\right. \\
& \alpha_{2, i}(\tau)=\sum_{k<1} \sigma_{k}^{(i)}(\tau) \sigma_{l}^{(i)}(\tau), \tag{2.16}
\end{align*}
$$

$$
\alpha_{N_{i} i}(\tau)=\prod_{k} \sigma_{k}^{(i)}(\tau) *(-1)^{N_{i}}
$$

These are the coefficients of a polynomial $P_{i}(\sigma, \tau)$, of degree $N_{i}$ in $\sigma$. this polynomial vanishes in $\mathscr{D}_{i}$ precisely at those points where $f(\sigma, \tau)$ vanishes and thus gives a complete description of the Cousin data. Explicit formulae are known (Newton's formulae, Ref. 21, p. 74) to compute the $\alpha_{k, i}(\tau)$ from the $S_{k, i}(\tau)$. It is amusing that, by using them and the notations of Eqs. (2.4) and (2.10), it is possible to write an expression for $P_{i}(\sigma, \tau)$ valid for all $|\tau|<1$. Let
$N=\max _{|\tau|<1} \mathscr{N}(\tau)$. Then we construct

$$
\begin{equation*}
\mathscr{F}(\sigma, \tau)=\frac{1}{\sigma^{N-\mathcal{N}(\tau)}} \sum_{p=0}^{N} \alpha_{p}(\tau) \sigma^{N-p} \tag{2.17}
\end{equation*}
$$

with

$$
\begin{aligned}
& \alpha_{0}(\tau)=1, \alpha_{1}(\tau)=-\Omega^{(1)}(\tau) \\
& \alpha_{p}(\tau)=\frac{(-1)^{p}}{p!}\left|\begin{array}{ccc}
\Omega^{(1)}(\tau) & 1 & 0 \cdots 0 \\
\Omega^{(2)}(\tau) & \Omega^{(1)}(\tau) & 2 \cdots 0 \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
& & p-1 \\
\Omega^{(p)}(\tau) & \Omega^{(p-1)}(\tau) & \cdots \Omega^{(1)}(\tau)
\end{array}\right| .
\end{aligned}
$$

Resorting to Newton's formulas, one can check that, indeed, $\mathscr{F}(\sigma, \tau)=P_{i}(\sigma, \tau), \tau \in \mathscr{D}_{i}$. Formula (2.18) ensures that $\alpha_{p}(\tau)$ vanishes for $p>\mathscr{N}(\tau)$ (see Ref. 21, p. 74) and the factor $\sigma^{N-{ }^{4}(\tau)}$ cancels the $n-\mathscr{N}(\tau)$ unwanted zeros of the numerator at $\sigma=0$. The function $\mathscr{F}(\sigma, \tau)$ achieves, in a compact notation, the construction of the Cousin data, from information available on the boundary of $|\sigma| \leqslant 1 \otimes|\tau| \leqslant 1$.

Before closing this section, we comment on the significance of Eq. (2.12). If we start the construction of the amplitude from the modulus of $f(\sigma, \tau)$, available on the set $\mathscr{P}$, we know the location of $\gamma_{i}$ and the values of $\sigma_{i}(\tau)$ on $|\tau|=1$ only up to a twofold ambiguity. For each solution of this ambiguity, we can construct the functions $\Omega^{(k)}(\tau)$ [Eq. (2.10)]. However only few solutions will obey (2.12). Only if (2.12) is fulfilled, are we sure that the value of $\Omega^{(k)}(\tau)$ in a domain $\mathscr{D}_{1}$, adjacent to $|\tau|=1$, approaches indeed, as $|\tau| \rightarrow 1$, the value $S_{1, k}(\tau)$, obtained from the known zero trajectories. In other words, for a correct solution of the discrete ambiguity, (a) $S_{1, k}(\tau)$, known on an interval of $|\tau|=1$ should admit of an analytic continuation to all of $\mathscr{D}_{1}$ and (b) this continuation should be identical with the value assumed in $\mathscr{D}_{1}$ by $\Omega^{(k)}(\tau)$. The fact that requirement (a) is not satisfied for an arbitrary resolution of the discrete ambiguity has been pointed out (essentially) in Refs. 14 and 15. In order to choose a correct solution of the discrete ambiguity, one required that, in simple cases, the sum and product of two zero trajectories be analytic in a domain as large as possible around the physical region $(|\tau|=1)$. Clearly, Eq. (2.12) gives the correct mathematical expression for this method. Notice that its formulation does not require any continuation of $f(\sigma, \tau)$ to the second sheet. Also, it is not guaranteed that only one resolution of the discrete ambiguity satisfies (2.12). There may be several correct solutions (see Ref. 12).

## III. THE DIRECT PRODUCT OF TWO UNIT DISKS. CONSTRUCTION OF THE AMPLITUDE

The first part of this section is concerned with the construction of a function, $C(\sigma, \tau)$, the "Cousin function," holomorphic in both $\sigma$ and $\tau$ in $\mathscr{B}=\{|\sigma|<1 \otimes|\tau|<1\}$ and such that it vanishes in $\mathscr{B}$ precisely at those points where $f(\sigma, \tau)$ vanishes. The second part deals with the construction of the amplitude itself.

The construction of $C(\sigma, \tau)$ follows to some extent Ref. 16, p. 259 ff . The proof of its validity is different and adapted to the needs of Sec. V.

We define first

$$
\begin{equation*}
\mathscr{K}_{1}(\sigma, \tau) \equiv \exp \left[-\sum_{i} \frac{1}{2 \pi i} \int_{\gamma_{i}} \frac{\ln \left(\sigma-\sigma_{i}\left(\tau^{\prime}\right)\right)}{\tau^{\prime}-\tau} d \tau^{\prime}\right] \tag{3.1}
\end{equation*}
$$

The integration is performed in the sense assigned to $\gamma_{i}$ in Sec . II. The determinations of the logarithm are to be chosen as indicated in Appendix D . The purpose is to make $\mathscr{K}_{1}(\sigma, \tau)$ one-valued and real analytic. We show in Appendix D that this is possible, if the amplitude $f(\sigma, \tau)$ from which the zero trajectories are derived is real analytic. However, the choice of branches will generate discontinuities of $2 k_{j} \pi i, k_{j}$ an integer, in the numerators of the integrands of Eq. (3.1) at certain points $\tau_{0 j}$, on the curves $\gamma_{i}$; the positions of $\tau_{0 j}$ and the magnitude of the discontinuities are uniquely determined by
the prescriptions of Appendix D, given the curves $\gamma_{j}: \tau=\tau_{j}(\sigma)$. As a consequence, the function $\mathscr{K}_{1}(\sigma, \tau)$ acquires poles at fixed values of $\tau=\tau_{0 j}$ in $|\tau|<1$.

To make this point clear, we give a (simple) example and refer for the general discussion to Appendix D. Consider $f(\sigma, \tau)=\sigma / 2-\tau$; the disk $|\tau|<1$ contains just one curve $\gamma_{1}$ : the circle $|\tau|=\frac{1}{2}$; the inverse function is $\sigma_{1}\left(\tau^{\prime}\right)=2 \tau^{\prime},\left|\tau^{\prime}\right|=\frac{1}{2}$. For $\sigma$ real in Eq. (3.1), $-1<\sigma<1$, it is natural to choose that determination of the logarithm for which $\operatorname{Im} \ln \left(\sigma-\sigma_{1}\left(-\frac{1}{2}\right)\right)=\operatorname{Im} \ln (\sigma+1)=0$. This implies, by continuity along $\left|\tau^{\prime}\right|=\frac{1}{2}$, that $\operatorname{Im} \ln \left(\sigma-\sigma_{1}\left(\frac{1}{2}+i \epsilon\right)\right)=-\pi$, $\operatorname{Im} \ln \left(\sigma-\sigma_{1}\left(\frac{1}{2}-i \epsilon\right)\right)=\pi(\epsilon>0)$. One can verify (cf. Appendix E, Example 1) that $\mathscr{K}_{1}(\sigma, \tau)$ is indeed real analytic with this choice. The integral in (3.1) along $\gamma_{1}$ has a logarithmic singularity at $\tau=\frac{1}{2}$; for $\left(\tau-\frac{1}{2}\right)$ small, it behaves like $\ln \left(\frac{1}{2}-\tau\right)$. This leads to a pole of $\mathscr{K}_{1}(\sigma, \tau)$ at $\tau=\frac{1}{2}$, for all $\sigma$.

It is thus natural to define

$$
\begin{equation*}
\mathscr{K}(\sigma, \tau)=\prod_{j}\left(\tau-\tau_{0 j}\right)^{k_{j}} K_{1}(\sigma, \tau) \tag{3.2}
\end{equation*}
$$

where the product runs over the possible $\tau_{0 j}$, where discontinuities of the numerator of the integrand occur and $k_{j}$ are the integers (positive) giving the magnitude of the discontinuity in the sense of integration. Clearly, the factors $\left(\tau-\tau_{0 j}\right)^{k_{j}}$ are supposed to remove the poles of $\mathscr{K}_{1}(\sigma, \tau)$ at $\tau_{0 j}$ (see Appendix $\mathbf{D})$. In the example above, $k_{1}=+1, \tau_{01}=\frac{1}{2}$.

We define further, with $\mathscr{F}(\sigma, \tau)$ of Eq. (2.17)

$$
\begin{equation*}
C(\sigma, \tau)=\mathscr{F}(\sigma, \tau) \mathscr{K}(\sigma, \tau) \tag{3.3}
\end{equation*}
$$

and shall prove the following.
Theorem 3.1: $C(\sigma, \tau)$ is (i) holomorphic in $\mathscr{B}$; (ii) holomorphic in $\tau,|\tau|<1$, for $\sigma$ on $|\sigma|=1$; (iii) continuous in $(|\sigma| \leqslant 1 \otimes|\tau|<1)$; (iv) is real analytic; (v) is such that $f(\sigma, \tau) /$ $C(\sigma, \tau)$ has no zeros in $\mathscr{B}$; if $|\sigma|=1$, this ratio has no zeros in $|\tau|<1$.

Proof: (i) To prove holomorphy of $C(\sigma, \tau)$ in $\mathscr{B}$, we study a single factor $\kappa_{1}(\sigma, \tau)$ of $\mathscr{K}(\sigma, \tau)$, corresponding to a curve $\gamma_{1}$ with a single valued inverse $\sigma_{1}(\tau)$ :

$$
\begin{equation*}
k_{1}(\sigma, \tau)=\exp \left[-\frac{1}{2 \pi i} \int_{\gamma_{1}} \frac{\ln \left(\sigma-\sigma_{1}\left(\tau^{\prime}\right)\right)}{\tau^{\prime}-\tau} d \tau^{\prime}\right] \tag{3.4}
\end{equation*}
$$

Clearly, $h_{1}(\sigma, \tau)$ is holomorphic in the neighborhood of every point $(\sigma, \tau)$ in $\{|\sigma|<1\} \otimes\left\{\tau\right.$ plane $\left.\backslash \gamma_{1}\right\}$. Because $\{|\sigma|<1\}$ is simply connected, it follows that $K_{1}(\sigma, \tau)$ is one-valued and holomorphic in this domain. Consider that part of $\gamma_{1}$ which is the boundary between two domains $\mathscr{D}_{1}$ and $\mathscr{D}_{2}, \mathscr{D}_{2}$ lying on the left of $\gamma_{1}$. Let $F_{2}(\sigma, \tau) \equiv \mathscr{F}(\sigma, \tau), \tau \in \mathscr{D}_{2}$,
$F_{1}(\sigma, \tau) \equiv \mathscr{F}(\sigma, \tau), \tau \in \mathscr{D}_{1}$. Equations (2.18) imply that the coefficient of the leading power in $\sigma$ in all the determinations of $\mathscr{F}(\sigma, \tau)$ is unity. For $\tau$ on $\gamma_{1}$;

$$
\begin{equation*}
F_{2}(\sigma, \tau)=\left(\sigma-\sigma_{1}(\tau)\right) F_{1}(\sigma, \tau) \tag{3.5}
\end{equation*}
$$

Applying Plemelj's formulas to $\kappa_{1}(\sigma, \tau)$, for $\tau \rightarrow \gamma_{1}$, one gets (if $\tau \in \gamma_{1}$ is not a cusp of $\gamma_{1}$ ):

$$
\begin{align*}
\lim _{\substack{\tau \rightarrow \gamma_{1} \\
\tau \in \mathscr{D}_{2}}} k_{1}(\sigma, \tau)= & \left(\sigma-\sigma_{1}(\tau)\right)^{-1 / 2} \\
& \times \exp \left[-\frac{1}{2 \pi i} P \int_{\gamma_{1}} \frac{\ln \left(\sigma-\sigma_{1}\left(\tau^{\prime}\right)\right)}{\tau^{\prime}-\tau} d \tau^{\prime}\right],
\end{align*}
$$

$$
\begin{aligned}
\lim _{\substack{\tau \rightarrow \gamma_{1} \\
\tau \in \mathscr{D}_{1}}} k_{1}(\sigma, \tau)= & \left(\sigma-\sigma_{1}(\tau)\right)^{1 / 2} \\
& \times \exp \left[-\frac{1}{2 \pi i} P \int_{\gamma_{1}} \frac{\ln \left(\sigma-\sigma_{1}\left(\tau^{\prime}\right)\right)}{\tau^{\prime}-\tau} d \tau^{\prime}\right]
\end{aligned}
$$

From (3.5) and (3.6), we see that $\lim _{\substack{\tau \rightarrow \gamma_{1} \\ \tau \in \mathscr{D}_{2}}} C(\sigma, \tau)=\lim _{\substack{\tau \rightarrow \gamma_{1} \\ \tau \in \mathscr{D}_{1}}}$ $C(\sigma, \tau)=c(\sigma, \tau), c(\sigma, \tau)$ being defined only for $\tau$ on $\gamma_{1}$. Thus, defining $C(\sigma, \tau)=c(\sigma, \tau)$ on $\gamma_{1}, C(\sigma, \tau)$ is continuous as a function of two real variables at each point of $\gamma_{1}$ (see Ref. 18, p. 38), as we approach it from $\mathscr{D}_{2}$ or from $\mathscr{D}_{1}$. We still have to verify that the function so defined is actually holomorphic in $|\sigma|<1 \otimes\left(\mathscr{D}_{2} \cup \mathscr{D}_{1}\right)$. To this end (see, e.g., Ref. 22, p. 309), let $\mathscr{C}$ be a closed curve in $\mathscr{D}_{2} \cup \mathscr{D}_{1}$, intersecting $\gamma_{1}$ in two points $P_{1}$ and $P_{2}$, and define the function:

$$
\begin{equation*}
\bar{C}(\sigma, \tau)=\frac{1}{2 \pi i} \oint_{\mathscr{C}} \frac{C\left(\sigma, \tau^{\prime}\right)}{\tau^{\prime}-\tau} d \tau^{\prime} \tag{3.7}
\end{equation*}
$$

$\bar{C}(\sigma, \tau)$ is holomorphic and thus continuous in $\tau$ in the domain $D$ enclosed by $\mathscr{C}$. Adding and subtracting in (3.7) the integrals along the segment $P_{1} P_{2}$ of $\gamma_{1}$ of $c\left(\sigma, \tau^{\prime}\right) /\left(\tau^{\prime}-\tau\right)$, we conclude, by Cauchy's theorem, that $\bar{C}(\sigma, \tau)$ is equal to $C(\sigma, \tau)$ in both parts of $D$, on the right and the left of $\gamma_{1}$. It follows that $\lim _{\tau \rightarrow \gamma_{1}} \bar{C}(\sigma, \tau)=\lim _{\tau \rightarrow \gamma_{1}} C(\sigma, \tau)=c(\sigma, \tau)$ and thus $\bar{C}(\sigma, \tau)$ coincides everywhere in $D$ with our definition of $C(\sigma, \tau)$. Therefore, $C(\sigma, \tau)$ is holomorphic in $\tau$ at all points of $\gamma_{1}$ on the boundary between $\mathscr{D}_{1}$ and $\mathscr{D}_{2}$ at each fixed $\sigma,|\sigma|<1$.

If $\bar{\gamma}_{1}$ does not have a single-valued inverse or the logarithm has a discontinuity, there is no change of the argument at points of $\bar{\gamma}_{1}$ where there is no cusp, except that we must modify $h_{1}(\sigma, \tau)$, Eq. (3.4) by inclusion of factors $\left(\tau-\tau_{0 i}\right)^{k_{i}}$, to remove unwanted poles [Eq. (3.2)].

At an intersection $\tau_{0}$ of two $\gamma_{i}$ 's, $i=1,2$, so that $d \sigma_{i}(\tau) / d \tau \neq 0$ and finite, $i=1,2$, we consider two factors $k_{i}(\sigma, \tau), i=1,2$ [Eq. (3.4)]. If the four adjacent domains are $\mathscr{D}_{l}, l=1, \ldots, 4$, one checks as before that the four functions $F_{l}(\sigma, \tau) \kappa_{1}(\sigma, \tau) \kappa_{2}(\sigma, \tau), l=1, \ldots, 4$ are the analytic continuations of each other through $\gamma_{1}, \gamma_{2}$ and that they are bounded at $\tau_{0}$. They admit thus of a unique analytic extension at $\tau=\tau_{0}$, obtained by taking the limit $\tau \rightarrow \tau_{0}$ from any of the $\mathscr{D}_{l}$ 's.

The discussion of Appendix Eshows that $C(\sigma, \tau)$ is holomorphic in $\tau$ even at cusps of $\gamma_{i}$, at each fixed $\sigma,|\sigma|<1$.

Further, for fixed $\tau$, the expressions (3.6) and (E1) are holomorphic functions of $\sigma,|\sigma|<1$. Using Hartogs' theorem (see Ref. 16, p. 227 and Ref. 23), it follows that $C(\sigma, \tau)$ is indeed a holomorphic function of both $\sigma$ and $\tau$, in $|\sigma|<1 \otimes|\tau|<1$.
(ii) If $|\sigma|=1, C(\sigma, \tau)$ is not well defined, since the argument of the logarithm in (3.4) may vanish. We define $C\left(\sigma_{0}, \tau\right)$ for $\left|\sigma_{0}\right|=1, \tau_{1}\left(\sigma_{0}\right)=\tau_{0}, \tau \notin \gamma_{1}, \tau_{0} \in \gamma_{1}$ by taking the limit $\sigma \rightarrow \sigma_{0},|\sigma|<1$, along any direction nontangent to $|\sigma|=1$, at fixed $\tau$. Since the integration along $\gamma_{1}$ is performed so that
$\sigma_{1}\left(\tau^{\prime}\right)$ moves counterclockwise on $|\sigma|=1$, it is natural to define

$$
\begin{equation*}
\arg \left(\sigma_{0}-\sigma_{1}\left(\tau_{0}+0\right)\right)-\arg \left(\sigma_{0}-\sigma_{1}\left(\tau_{0}-0\right)\right)=\pi \tag{3.8}
\end{equation*}
$$

This convention defines $\hbar_{1}(\sigma, \tau)$ properly for $\sigma$ on $|\sigma|=1$ and $\tau$ not on $\gamma_{1}$ (the symbols $\pm 0$ refer to the sense of integration on $\gamma_{1}$ ). The function thus defined is holomorphic in $\tau, \tau$ not on $\gamma_{1}$. For $\tau$ on $\gamma_{1}$, we can use Eq. (3.6) for $|\sigma|<1$ and let $\sigma \rightarrow \sigma_{0},\left|\sigma_{0}\right|=1$, using Eq. (3.8). There is no difficulty to conclude that $C\left(\sigma_{0}, \tau\right)$ is holomorphic in $\tau, \tau \in \gamma_{1}$, except if $\tau$ is such that $\tau_{1}\left(\sigma_{0}\right)=\tau$. Then the principal part integral becomes meaningless and a separate study is needed. We perform it in Appendix $E$ and conclude that $C\left(\sigma_{0}, \tau\right)$ vanishes in fact at such points and is holomorphic there.
(iii) The continuity of $C(\sigma, \tau)$ at the boundary points can be read off the definition (3.1)-(3.3) of $C(\sigma, \tau)$ and its extension to $|\sigma|=1$, except for those points with $|\sigma|=1$, $\tau=\tau_{i}|\sigma\rangle \in \gamma_{i},|\tau|<1$. The continuity at such points is shown in Appendix E.
(iv) One must check that, for $\sigma, \tau$ real, $C(\sigma, \tau)$ is real. The reality of $\mathscr{K}(\sigma, \tau)$ is proven in Appendix D (for the choice of branches of the logarithm indicated there). Further, since the roots of $f(\sigma, \tau)=0$ at real $\tau$ are either real or fall in complex conjugate pairs, the sums $S_{i, k}(\tau)$ [Eq. (2.8)], are real, and this is also true of the coefficients $\alpha_{i, k}(\tau)$ [Eq. (2.16)]. Thus $C(\sigma, \tau)$ is indeed real for $\sigma, \tau$ real.
(v) If $\left|\sigma_{0}\right|=1$, we must show that $C\left(\sigma_{0}, \tau\right)$ vanishes at those points $\tau \in \gamma_{i}$ so that $\sigma_{i}(\tau)=\sigma_{0}$. As stated above, this is not transparent from Eq. (3.6), but we show in Appendix E that this is nevertheless, the case.

In $\mathscr{B}, \mathscr{K}(\sigma, \tau)$ does not vanish, so that $C(\sigma, \tau)$ vanishes where $\mathscr{F}(\sigma, \tau)=0$. For each $\tau \in \mathscr{D}_{i}, \tau \notin \gamma_{i}, \mathscr{F}(\sigma, \tau)$ vanishes by construction in $|\sigma|<1$ wherever $f(\sigma, \tau)$ vanishes, with the same order and nowhere else. Then, it follows that $f(\sigma, \tau) /$ $C(\sigma, \tau)$ is free of zeros in $|\sigma|<1 \otimes \mathscr{D}_{i}$. For $\tau \in \gamma_{i}$, the zeros of $f(\sigma, \tau)$ in $|\sigma|<1$ are given by the determination of $\mathscr{F}(\sigma, \tau)$ in the domain $\mathscr{D}_{i}$ lying to the right of $\gamma_{i}$. However, as seen in the proof of Theorem 2.2 [cf. eq. (3.5)], these zeros are the same as those obtained from the values of $\mathscr{F}(\sigma, \tau)$ in $\mathscr{D}_{i+1}$ as $\tau \rightarrow \gamma_{i}$. Thus, the zeros of $C(\sigma, \tau)$ in $|\sigma|<1$ are well defined for $\tau$ on $\gamma_{i}$ and $f(\sigma, \tau) / C(\sigma, \tau)$ is nonvanishing in $|\sigma|<1$ even for $\tau$ on $\gamma_{i}$.

This concludes the proof of Theorem 3.1.
We can now proceed to the construction of $f(\sigma, \tau)$. We have seen that the function

$$
\begin{equation*}
E(\sigma, \tau)=f(\sigma, \tau) / C(\sigma, \tau) \tag{3.9}
\end{equation*}
$$

is holomorphic in $\mathscr{B}$ and nonvanishing in $\{|\sigma| \leqslant 1 \otimes|\tau|<1\}$. For $|\sigma|=1,|\tau|<1$, we know from analytic continuation of the modulus of $f(\sigma, \tau)$ away from $\mathscr{P}_{\sigma}$ [cf. Eq. (2.2)] the values of the combination [ $\sigma=\exp (i \alpha)$ ]:

$$
\begin{align*}
E\left(e^{i \alpha}, \tau\right) E^{*}\left(e^{i \alpha}, \tau^{*}\right) & =M_{\sigma=e^{i \alpha}}(\tau) /\left(C\left(e^{i \alpha}, \tau\right) C^{*}\left(e^{i \alpha}, \tau^{*}\right)\right) \\
& =g_{1}\left(e^{i \alpha}, \tau\right) . \tag{3.10}
\end{align*}
$$

Since, by Theorem 3.1, $C\left(e^{i \alpha}, \tau\right)$ is a holomorphic function of $\tau$, it follows that $g_{1}\left(e^{i \alpha}, \tau\right)$ is a known, real holomorphic function of $\tau$ in $|\tau|<1$.

We now define

$$
L(\sigma, \tau)=\ln ( \pm E(\sigma, \tau))
$$

where the sign is chosen to make $L(\sigma, \tau)$ real holomorphic in $\mathscr{B}$. We rewrite then (3.10) as

$$
\begin{equation*}
L\left(e^{i \alpha}, \tau\right)+L\left(e^{-i \alpha}, \tau\right)=\ln g_{1}\left(e^{i \alpha}, \tau\right) \tag{3.12}
\end{equation*}
$$

where we have used $L^{*}\left(\sigma, \tau^{*}\right)=L\left(\sigma^{*}, \tau\right)$. At each fixed $\tau$, it is apparent that $L\left(e^{i \alpha}, \tau\right)$ can be extended analytically to $|\sigma|<1$ and $L\left(e^{-i \alpha}, \tau\right)$ to $|\sigma|>1$. We expect in fact we can express $L(\sigma, \tau)$ by means of a Cauchy integral over its boundary values, $L\left(e^{i \alpha}, \tau\right)$. Assume for the moment we can do this. It is then also true that

$$
\begin{equation*}
\oint_{\left|\sigma^{\prime}\right|=1} \frac{L\left(1 / \sigma^{\prime}, \tau\right)-L(0, \tau)}{\sigma^{\prime}-\sigma} d \sigma^{\prime}=0 . \tag{3.13}
\end{equation*}
$$

We obtain then from Eq. (3.12) that

$$
\begin{equation*}
L(\sigma, \tau)+L(0, \tau)=\frac{1}{2 \pi} \oint \frac{\ln g_{1}\left(e^{i \alpha}, \tau\right)}{1-\sigma e^{-i \alpha}} d \alpha \tag{3.14}
\end{equation*}
$$

From (3.14) we obtain $L(\sigma, \tau)$ in all of $\mathscr{B}$ :

$$
\begin{equation*}
L(\sigma, \tau)=\frac{1}{2 \pi} \oint \frac{e^{i \alpha}+\sigma}{e^{i \alpha}-\sigma} \ln g_{1}\left(e^{i \alpha}, \tau\right) d \alpha . \tag{3.15}
\end{equation*}
$$

From Eqs. (3.15) and (3.11) we can calculate $E(\sigma, \tau)$ in all of $\mathscr{B}$ up to a sign ambiguity. This achieves the desired construction of $f(\sigma, \tau)$ :

$$
\begin{equation*}
f(\sigma, \tau)= \pm C(\sigma, \tau) E(\sigma, \tau) \tag{3.16}
\end{equation*}
$$

The sequence of equations used implicitly in (3.16) is (3.15), (3.10), (3.11), (3.9), (3.3), (3.2), (3.1), (2.18), (2.17), (2.16), and (2.5).

To justify the use of Cauchy's formula for $L(\sigma, \tau)$ in Eqs. (3.13) and (3.14), one needs to verify that $\oint\left|L\left(r e^{i \alpha}, \tau\right)\right| d \alpha$ stays bounded as $r \rightarrow 1$ (see Ref. 24, p. 41). This follows in turn if $\oint\left|\ln C\left(r e^{i \alpha}, \tau\right)\right| d \alpha$ is bounded, as $r \rightarrow 1$, and we only have to verify this for the exponents of each factor $\kappa_{i}(\sigma, \tau)$, corresponding to the various curves $\gamma_{i}$ in Eq. (3.1). This is done in Appendix E, Subsection (d).

Now, by symmetry, we could have written an equation similar to (3.10) for $|\tau=\exp (i \beta)|=1,|\sigma|<1$ :
$E\left(\sigma, e^{i \beta}\right) E^{*}\left(\sigma^{*}, e^{i \beta}\right)=M_{\tau=e^{i \beta}}(\sigma) /\left(C\left(\sigma, e^{i \beta}\right) C^{*}\left(\sigma^{*}, e^{i \beta}\right)\right)$

$$
\begin{equation*}
\equiv g_{2}\left(\sigma, e^{i \beta}\right) \tag{3.17}
\end{equation*}
$$

where $g_{2}\left(\sigma, e^{i \beta}\right)$ is holomorphic in $|\sigma|<1$. Indeed, if $|\tau|=1$, but not an end point of a $\gamma_{i}, C(\sigma, \tau)$ vanishes in $|\sigma|<1$ only at those points where $\mathscr{F}(\sigma, \tau)$, Eq. (2.17) vanishes, that is, by construction, wherever $f(\sigma, \tau)$ vanishes. As a consequence, $g_{2}\left(\sigma, e^{i B}\right)$ is also free of zeros in $|\sigma|<1$ for almost all $\tau$ on $|\tau|=1$. The problem is that the expression $C\left(\sigma, e^{i \beta}\right)$ is not well defined for all $\beta$. We show namely in Appendix E that, at the end points $\tau_{e i}$ of the curve $\gamma_{i}, C(\sigma, \tau)$ is singular, in a manner that is dependent on $\sigma$. However, for each fixed $\sigma$, $\oint\left|\ln C\left(\sigma, r e^{i \beta}\right)\right| d \beta$ is bounded ar $r \rightarrow 1$, as one verifies from Eq. (E17) and one can consequently still write a dispersion relation for $L(\sigma, \tau)$ at fixed $\sigma$. We obtain then

$$
\begin{equation*}
L(\sigma, \tau)=\frac{1}{2 \pi} \oint \frac{e^{i \beta}+\tau}{e^{i \beta}-\tau} \ln g_{2}\left(\sigma, e^{i \beta}\right) d \beta . \tag{3.18}
\end{equation*}
$$

The fact that the result $L(\sigma, \tau)$ must be the same as in Eq. (3.15) shows that the functions $M_{\sigma}$ and $M_{\tau}$ used in (3.10) and (3.17) cannot be prescribed independently. The equality of (3.15) and (3.18) gives a condition that has to be fulfilled by
the modulus functions on $\mathscr{P}_{\sigma}$ and $\mathscr{P}_{\tau}$ in order that the problem admits of a solution.

## IV. THE MANDELSTAM DOMAIN. CONSTRUCTION OF THE COUSIN DATA

In order to adapt the procedure of Sec. II and III to the construction of amplitudes $A(s, t, u)$, holomorphic in the Mandelstam domain $\mathscr{M}$, one has to overcome the difficulties that $\mathscr{M}$ has not the simple topological structure of the direct product of two domains in the $s$ and $t$ planes (which might appear as a major obstacle) and, more formally, get rid of the assumption that $A(s, t, u)$ can be continued some finite distance on the second sheet.

In this section, we deal with the latter point and introduce a number of assumptions on $A(s, t, u)$, sufficient to ensure the validity of the operations of Secs. II and III, without invoking second sheet continuations. It turns out that the construction of the Cousin data can then proceed, essentially in the same way as in Sec. II. The topological difference between $\mathscr{M}$ and the domain $\mathscr{B}$ of Secs. II and III is apparent in the construction of the Cousin function $C(s, t, u)$; the way in which the author believes this difficulty may be circumvented is described in Sec. V.

The Mandelstam domain $\mathscr{M}$ consists of the set of points ( $s, t) \in \mathbb{C}^{2}$, lying in the complement of $C_{s}^{0} \cup C_{t}^{0} \cup C_{u}^{0}$, with $C_{s}^{0}=\left\{(s, t) \mid s \in C_{s}\right\}, C_{s}=\left\{s \mid \operatorname{Im} s=0, s \geqslant 4 m^{2}\right\}$ and similarly for $C_{t}^{0}, C_{u}^{0}, s+t+u=4 m^{2}, m=$ mass of the pion. We denote by $D_{s}=\left\{s \mid s \in \mathrm{C}_{s}\right\}$ and, with similar meaning, $D_{t}$, $D_{u}$. It is convenient to regard $\mathscr{M}$ as $D_{s} \otimes D_{t} \cap D_{u} \otimes D_{t}$.

An amplitude $A(s, t, u)$ is said to have Mandelstam analyticity if (a) it is holomorphic in the Mandelstam domain, (b) as $s$ approaches $s_{0} \in C_{s}, \operatorname{Im} s>0$, the limiting values $A\left(s_{0}, t\right)$ exist and are a holomorphic function of $t$ in a plane cut for $t \geqslant 4 m^{2}, t \leqslant-s_{0}$; (c) property (b) holds also if $C_{s}$ is replaced by $C_{t}, C_{u}$ and $A\left(s_{0}, t\right)$ by the corresponding limiting functions. Further, $A(s, t, u)$ isrealanalytic: $A(s, t, u)=A^{*}\left(s^{*}, t^{*}, u^{*}\right)$;since in general $A\left(s_{0}+i \epsilon, t\right) \neq A\left(s_{0}-i \epsilon, t\right), s_{0} \in C_{s}$, we denote by $C_{s}^{+}$and $C_{s}^{-}$the upper and lower "lips" of the "cut" $C_{s}$. For each $s$ in $D_{s} \cup C_{s}^{+} \cup C_{s}^{-}$, we denote by $Q_{s}$ the interior of the corresponding cut $t$ plane, i.e., the interior of the set of values of $t$, so that $(s, t) \in \overline{\mathscr{M}}$. Similar meaning is attached to $Q_{t}$ and $Q_{u}$.

The modulus of $A(s, t, u)$ is measured in the physical region of the three channels, assumed to extend down to $s, t$ or $u=4 m^{2}$ (normal thresholds). By analytic continuation in angle at fixed energy in each channel (see Introduction) we are free to suppose that $|A(s, t, u)|$ is known in an "extended physical region" $\mathscr{P}_{s} \cup \mathscr{P}_{t} \cup \mathscr{P}_{u}$, where $\mathscr{P}_{s}=\left\{(s, t) \in \mathbb{R} \mid s \geqslant 4 m^{2}, u \leqslant 4 m^{2}, t \leqslant 4 m^{2}\right\}$, etc.

The hypothesis that $f(\sigma, \tau)$ can be extended to the second sheet was used in Sec. II mainly to justify the picture of the curves $\gamma_{i}: \tau=\tau_{i}(\sigma)$ in $|\tau|<1$. The restrictions we are introducing next concerning $A(s, t, u)$ essentially state directly the validity of the properties of $\gamma_{i}$, as derived in Appendix B.
(A1) The amplitude $A(s, t)$ is continuous as a function of four real variables at all points on the (finite) boundary of $\mathscr{M}$ [i.e., all finite $(s, t, u)$ with at least one of them on the correspondingcut]. Thederivatives $\partial A / \partial s($ fixed $t$ ), $\partial A / \partial t$ (fixed $s$ ), and $\partial / \partial s(\partial A / \partial t)$ are continuous (as above) at the points on
the boundary of $\mathscr{M}$ with $s \in C_{s}$, except possibly for a finite number of points $s_{t, i}$, where $\partial A / \partial s, \partial / \partial s(\partial A / \partial t)$ might be unbounded. A similar statement is true for that part of the boundary of $\mathscr{M}$ with $t \in C_{t}$ or $u \in C_{u}$.

Let us notice that the statement about the continuity of the derivatives at the boundary means, e.g., that at fixed $t \in \bar{D}_{t}$, the holomorphic function of $s, s \in Q_{t}, \partial A / \partial s(s, t)$ has a well-defined limit at points of the cut $C_{s}$ and implies (see, e.g., Ref. 24, p. 42, Theorem 3.11) that the value of this limit can be computed from the variation of the complex function $A(s, t)$ along the cut. In particular, the derivative with respect to $s$ in the direction normal to the cut exists and is equal to the derivative along the cut (the Cauchy-Riemann equations are valid for $s \in C_{s}$ ).

As a consequence of (A1), we can make some statements about the behavior with respect to $s$ of the isolated solutions of the equation $A(s, t)=0$, lying in the interior $Q_{s}$ of the cut complex $t$ plane, as $s$ moves along $C_{s}$ or in its neighborhood. A solution $t(s)$ is isolated for $s$ in some interval (or domain) $I$ if, for each $s \in I$, there exists a disk $d_{r}:|t-t(s)|<r(s)$, $d_{r} \subset Q_{s}$, so that $A(s, t)$ vanishes in $d_{r}$ only at $t=t(s)$.

Lemma 1: If $A\left(s_{0}, t\right), s_{0} \in C_{s}^{+}, s_{0} \neq s_{t, i}$, has a simple root at $t_{0}, t_{0} \in Q_{s_{0}}$, there exists a neighborhood $U_{r}$ of $s_{0}$ : $U_{r}=\left\{s| | s-s_{0} \mid<r, \operatorname{Im} s>0\right\}$ and a unique solution $t(s)$ of the equation $A(\underline{s, t})=0$ for $s \in \bar{U}_{r}$ satisfying $t_{0}=t\left(\underline{s_{0}}\right)$,
$A(s, t(s)) \equiv 0, s \in \bar{U}_{r}$. The solution is isolated for $s \in \bar{U}_{r}$. The function $t(s)$ is holomorphic for $s \in U_{r}$ and with a continuous derivative for $s \in \bar{U}_{r}$.

This can be proved from the representation:

$$
\begin{equation*}
t(s)=\frac{1}{2 \pi i} \oint_{\left|t-t_{0}\right|=r_{1}} t \frac{\partial A / \partial t}{A}(s, t) d t \tag{4.1}
\end{equation*}
$$

obviously valid for $s=s_{0}$ and $r_{1}$ chosen so that we enclose just the zero at $t_{0}$ and $A\left(s_{0}, t\right) \neq 0$ for $\left|t-t_{0}\right|=r_{1}$. Since $A(s, t)$ is continuous on the closed set $\left(\left|s-s_{0}\right| \leqslant a\right.$,
$\operatorname{Im} s \geqslant 0) \otimes\left(\left|t-t_{0}\right| \leqslant r_{2}\right)\left(r_{2}>r_{1}\right)($ for some $a>0)$, it is uniformly continuous there and thus we can find $r$, valid for all $t$ on $\left|t-t_{0}\right|=r_{1}$ so that $A(s, t) \neq 0$ for $\left|t-t_{0}\right|=r_{1}$ and $s \in \bar{U}_{r}$ : $\left\{s \| s-s_{0} \mid \leqslant r, \operatorname{Im} s \geqslant 0\right\}$. Therefore, Eq. (4.1) defines for $s \in \bar{U}_{r}$ a function $t(s)$, which is holomorphic for $s \in U_{r}$ and with continuous derivative for $s \in \bar{U}_{r}$ [using assumption (A1)].

To show that $t(s)$ defined by $(4.1)$ satisfies $A(s, t(s)) \equiv 0$ for $s \in \bar{U}_{r}$, we notice first that, for $s \in \bar{U}_{r}$, the holomorphic function of $t, A(s, t)$ has only one zero inside $\left|t-t_{0}\right|=r_{1}$. This follows from the fact that for $s \in \bar{U}_{r}$, by the same argument as above

$$
\begin{equation*}
\frac{1}{2 \pi i} \oint_{\left|t-t_{0}\right|=r_{1}} \frac{\partial A / \partial t}{A}(s, t) d t=1 \tag{4.2}
\end{equation*}
$$

Evaluating (4.1) by the residue theorem, we verify that, indeed, $A(s, t(s)) \equiv 0$ for $s \in \bar{U}_{r}$. Equation (4.2) shows also that $t(s)$ is an isolated solution of $A(s, t)=0, s \in \bar{U}_{r}$.

If $s_{0}$ is a "threshold" $s_{t, i}$, the reasoning of Lemma 1 can still be done, but we only conclude that $t(s)$ is continuous at $s=s_{0}$.

Thus through any simple zero of $A\left(s_{0}, t\right)$ there passes a differentiable (if $s_{0} \neq s_{t, i}$ ) "zero trajectory" function $t=t_{i}(s)$, $s \in C_{s}^{+}$. The curves $\Gamma_{i}: t=t_{i}(s), s \in C_{s}^{+}$, have even a contin-
uous tangent at all points where $d t_{i}(s) / d s \neq 0$. These curves can be assigned an orientation, by letting $s$ move to increasing values if $s \in C_{s}{ }^{+}$or decrease if $s \in C_{s}{ }^{-} .{ }^{25}$

We now define the inverse functions $s_{i}(t)$ for isolated zero trajectories:

Lemma 2: Let $t=t_{1}(s)$ be an isolated zero trajectory, defined for $\left|s-s_{0}\right|<r, \quad s \in C_{s}^{+}, s_{0} \neq\left\{s_{t, i}\right\}$, and $d t_{1}(s) /$ $d s\left(s=s_{0}\right) \neq 0$. Then: (i) for any sufficiently small $R$, the curve $\Gamma_{1}: t=t_{1}(s)$ parts the disk $V_{R}:\left|t-t_{1}\left(s_{0}\right)\right|<R$ into two disjoint simply connected domains; (ii) let $V_{R}^{+}$be that part of $V_{R}$ lying to the left of $\Gamma_{1}$; if $R$ is sufficiently small, there exists a unique function $s_{1}(t)$, holomorphic in $V_{R}^{+}$and with continuous derivative in $\bar{V}_{R}^{+}$so that, for $s$ on $C_{s}^{+}, t_{1}(s) \in \Gamma_{1} \cap \bar{V}_{R}^{+}$, $s_{1}\left(t_{1}(s)\right) \equiv s$.

For part (i), we use the fact that $d t_{1} / d s$ is continuous at $s_{0}$, and, therefore, $d t_{1} / d s \neq 0$ for $\left|s-s_{0}\right|$ sufficiently small, $s \in C_{s}{ }^{+}$. Then $\Gamma_{1}$ is near $s_{0}$ a smooth arc in the sense of Ref. 18. Property (i) follows from statement $1^{\circ}$, p. 9 of Ref. 18.

To prove (ii), we show that the function $t_{1}(s)$ defined on $\bar{U}_{r}$ of Lemma 1 realizes a conformal mapping of $U_{r}$ (for $r$ small enough) onto a domain $d_{r}$ lying to the left of $\Gamma_{1}$. We shall then see that $t_{1}(s)$ maps actually $\bar{U}_{r}$ one-to-one onto $\bar{a}_{r}$ and $s_{1}(t)$ is simply the inverse function of this mapping. Finally, we show that $d_{r} \supset V_{R}^{+}$for $R$ small enough.

From Lemma 1, one deduces that $d t_{1}(s) / d s$ is a continuous function of $s, s \in \bar{U}_{r}$. Since $d t_{1} / d s\left(s=s_{0}\right) \neq 0$, we can choose $r$ so that $d t_{1} / d s \neq 0$ for $s \in \bar{U}_{r}$. In particular we can suppose that, e.g., $\operatorname{Re} d t_{1} / d s>0$, for $s \in \bar{U}_{r}$. It follows that, if $s^{\prime}, s^{\prime \prime} \in \bar{U}_{r}, s^{\prime} \neq s^{\prime \prime}$, then $t_{1}\left(s^{\prime}\right) \neq t_{1}\left(s^{\prime \prime}\right)$. Indeed:

$$
\begin{align*}
& \operatorname{Re}\left(\left(t_{1}\left(s^{\prime \prime}\right)-t_{1}\left(s^{\prime}\right)\right) /\left(s^{\prime \prime}-s^{\prime}\right)\right) \\
& \quad=\int_{0}^{1} \operatorname{Re} \frac{d t_{1}}{d s}\left(s^{\prime}+\lambda\left(s^{\prime \prime}-s^{\prime}\right)\right) d \lambda>0 \tag{4.3}
\end{align*}
$$

Thus, $t_{1}(s)$ applies conformally $U_{r}$ onto its image domain $d_{r}$ and applies $\bar{U}_{r}$ one-to-one onto its image. Since $t_{1}(s)$ is continuous in $\bar{U}_{r}$, the image of $\bar{U}_{r}$ is $\bar{a}_{r}$. Therefore, $\bar{a}_{r}$ contains a piece of $\Gamma_{1}$. Further, using the continuity of $d t_{1} / d s$ in $\bar{U}_{r}$, the Cauchy-Riemann equations and a mean value theorem, one verifies that if $\Delta s$ is real and sufficiently small,
$t\left(s_{0}+i \Delta s\right)-t\left(s_{0}\right)$ lies to the left of $t\left(s_{0}+\Delta s\right)-t\left(s_{0}\right)$, i.e., $d_{r}$ lies to the left of $\Gamma_{1}$.

Now, the inverse function of a one-to-one continuous mapping of a compact set is continuous itself (see Ref. 26, p. 310) and thus there exists a continuous function $s_{1}(t)$, defined on $\bar{d}_{r}$, holomorphic in $d_{r}$ and such that on $\Gamma_{1}, s_{1}\left(t_{1}(s)\right)=s$. The function $s_{1}(t)$ is differentiable where $d t_{1} / d s \neq 0$, i.e., in $\vec{a}_{r}$. Choose $R_{0}<\min \left|t_{1}(s)-t_{1}\left(s_{0}\right)\right|$, for $s$ on the semicircle $\left|s-s_{0}\right|=r$. Then $V_{R}^{+} \subset d_{r}$ if $R<R_{0}$, and this finishes the proof.

We next wish to follow trajectory functions, not necessarily isolated, on larger intervals of $C_{s}{ }^{+}$; we must allow for their intersections or for the possibility of multiple zeros. The following Lemma can be proved exactly as Lemma 1.

Lemma 3: If $A\left(s_{0}, t\right)$ has $N$ zeros inside the bounded domain $D \subset Q_{s_{0}}\left(s_{0} \neq s_{t, i}\right)$, there exists a neighborhood $U_{r}$ : $\left|s-s_{0}\right|<r, \operatorname{Im} s>0$, of $s_{0}$, so that $A\left(s_{0}, t\right)$ has $N$ zeros in $D$ for all $s$ in $\bar{U}_{r}$; these zeros are the roots of an equation

$$
\begin{equation*}
P(s, t)=t^{n}+a_{1}(s) t^{n-1}+\cdots+a_{n}(s)=0 \tag{4.4}
\end{equation*}
$$

where the functions $a_{1}(s), \ldots, a_{n}(s)$ are holomorphic in $U_{r}$, with a continuous derivative in $\bar{U}_{r}$.

To obtain the statement about the coefficients $a_{i}(s)$, we use the representation

$$
\begin{equation*}
\sum_{i=1}^{N}\left(t_{i}(s)\right)^{k}=\frac{1}{2 \pi i} \oint_{\partial D} t^{k} \frac{\partial A / \partial t}{A}(s, t) d t \tag{4.5}
\end{equation*}
$$

and express the $a_{i}(s)$ in terms of the sums in (4.5) by means of Newton's formulas, Eq. (2.18).

There are a number of consequences that can be drawn from this lemma.
(i) Consider first an "intersection" of several trajectories: $A\left(s_{0}, t\right)$ has a zero of the $n$th order at $t_{0}$, but for $s$ near $s_{0}$ it might have only isolated roots $t_{i}(s)$. Then the polynomial (4.4) can be written relatively to a domain $D:\left|t-t_{0}\right|<r$, enclosing no other zeros of $A\left(s_{0}, t\right)$, as

$$
P(s, t)=\left(t-t_{0}\right)^{n}+a_{1}^{\prime}(s)\left(t-t_{0}\right)^{n-1}+\cdots+a_{n}^{\prime}(s)(4.6)
$$

with the coefficients $a_{k}^{\prime}$ vanishing at $s_{0}$ [cf. Eq. (A1) of Appendix A]. Since the $a_{k}^{\prime}$ have a continuous derivative, $P(s, t)$ cannot vanish outside a circle $\left|t-t_{0}\right|=\epsilon$, if we choose $\left|s-s_{0}\right|$ so small that $\left|a_{k}^{\prime}(s)\right|<\epsilon^{k} /(2 n)$. Thus, the individual isolated trajectories must satisfy $\lim _{s \rightarrow s_{0}} t_{i}(s)=t_{i}\left(s_{0}\right)=t_{0}$, i.e., are continuous at $s_{0}$. The problem is whether we can follow them meaningfully on both sides of $s_{0}$.
(ii) If a zero $t=t(s)$ of $A(s, t)$ has higher multiplicity over intervals of $s$, then we verify just as in Lemma 1, that the function $t=t(s)$ is holomorphic in $U_{r}$, with continuous derivative in $\bar{U}_{r}$ (if $\bar{U}_{r}$ does not contain "thresholds"). The function $t(s)$ has an inverse $s(t)$, constructed as in Lemma 2, if $d t /$ $d s \neq 0$.
(iii) In Appendix $\mathbf{A}$, we show that, given a point $\left(s_{0}, t_{0}\right)$ in $\mathscr{M}$ with $A\left(s_{0}, t_{0}\right)=0$, we can part in a certain neighborhood $U_{0} \otimes V_{0}$ of $\left(s_{0}, t_{0}\right)$ the set of zeros of $A(s, t)$ passing through $\left(s_{0}, t_{0}\right)$ in several components; each component is described in $U_{0} \otimes V_{0}$ by an irreducible pseudopolynomial and is uniquely determined by just one root $t=t(s)$ defined on $U_{1} \subset U_{0}$, $s_{0} \notin U_{1}$, through analytic continuation in $U_{0}$. It may be that the point $s_{0}$ is not a branch point of the function $t(s)$. Given a domain $U_{r} \otimes V_{t} \subset \mathscr{M}$, there will exist in general several points $s_{r, k} \in U_{r}$, which are branch points of functions $t(s)$, $t(s) \in V_{t}$, describing locally the zeros of $A(s, t)$ in $\mathscr{H}$. We shall postulate by (A2) that such points do not accumulate to $C_{s}$, for any choice of $V_{t}$.
(iv) If this is granted, we can define unambiguously the continuation past $s_{0}$ of a zero trajectory $t=t_{1}(s)$, defined for $s \in C_{s}{ }^{+}, s<s_{0}$, by performing an analytic continuation along a semicircle $\left|s-s_{0}\right|=\epsilon, \operatorname{Im} s>0$, until we reach points on $C_{s}{ }^{+}$, with $s>s_{0}$. Since $A\left(s, t_{1}(s)\right) \equiv 0$ on this path, we can "tie" together zero trajectories $t_{i}(s)$ on larger intervals of energy, and talk about one "big" trajectory function; we denote the latter also by $t_{i}(s)$. The phrase "analytic continuation of $t_{i}(s)$ along $C_{s}$ " will be used having in mind this procedure.
(v) All the statements above are true if $s \in C_{s}^{+}$is a "threshold" $s_{t, k}$ provided the words "continuous derivative in $\bar{U}_{r}$ " are replaced by "continuous in $\bar{U}_{r}$. "
(A2) The set of points $(\bar{s}, \bar{t}) \in \mathscr{M}$ with $A(\bar{s}, \bar{t})=0$, where $\bar{s}$ is a branch point of a root $t=t(s)$ of $A(s, t)$ does not accumu-
late at $C_{s}^{0}\left(C_{s}^{0}=\left\{(s, t) \mid s \in C_{s}\right\}\right)$. Further, there are only a finite number of points $s_{k}, s_{k} \in C_{s}$, which do not have the property that $\lim _{s \rightarrow s_{k}} d t_{i} / d s$ exists and is finite and nonzero, for any trajectory $t_{i}(s)$ lying in $Q_{s}$. At such points, a change of variable can be done, $\zeta_{i, k}=\left(s-s_{k}\right)^{v_{i, k}}$ so that $\lim _{\zeta \rightarrow 0}$ $d t_{i} / d \zeta_{i, k}$ is finite and nonzero. The same is true for $t \in C_{t}$, $u \in C_{u}$ and the corresponding trajectory functions.

Several comments concerning (A2) follow.
(i) The functions $t_{i}(s)$ which can now be defined even at points where they do not correspond to isolated trajectories are, by (A2), Hölder-continuous functions of $s, s \in C_{s}$. For sufficiently small $r$, they are holomorphic in $U_{r}\left(s_{0}\right)$ and continuous in $\bar{U}_{r}\left(s_{0}\right), s_{0} \in C_{s}$ [by comment (i) following Lemmas 3]; $U_{r}\left(s_{0}\right)=\left\{s| | s-s_{0} \mid<r, \operatorname{Im} s>0\right\}$.
(ii) We need to assume that ${ }^{27} \lim _{\zeta \rightarrow 0} d t / d \zeta$ is nonzero only from one side of $s_{1}$, since we can show that it must be the same from the other side and that, in fact, $d t / d \xi$ is continuous as a function of $\zeta$ in the image $\bar{U}_{\xi}$ through $\zeta=\left(s-s_{1}\right)^{2}$ of $\bar{U}_{r}\left(s_{1}\right)$. To prove this, we have to show that $d t / d \xi$ is bounded in $\bar{U}_{\xi}$ by const $/ \zeta^{p}$, for some $p>0$, since the statement follows then by an application of the Phragmen-Lindelöf theorem to $d t / d \xi$ at $\xi=0$. To see this, we notice that: (a) the derivative of $\left(s-s_{1}\right)^{k} t(s)$ is continuous on $\left[s_{1}-r, s_{1}+r\right]$, for $k$ sufficiently large; (b) the function $\left(s-s_{1}\right)^{k} t(s)$ is continuous in $\bar{U}_{r}$; (c) we can represent $\left(s-s_{1}\right)^{k} t(s)$ by means of a Poisson formula in terms of its boundary values in $U_{r}$, and we can obtain its derivative by differentiating the formula and then integrating by parts (see Ref. 24, p. 43). The result is that $d / d s\left(\left(s-s_{1}\right)^{k} t(s)\right)$ can be written, up to factors as a Poisson integral, over its continuous boundary values, and therefore is itself continuous, and thus bounded in $\bar{U}_{r}$. This gives the desired bound on $d t / d s$.
(iii) It could be that trajectories intersect at some point $\left(s_{0}, t_{0}\right), s_{0} \in C_{s}$, but, nevertheless, $\lim _{s \rightarrow s_{0}} d t_{i} / d s$ exists and is finite along one (or several) of them. The same argument as above shows that $d t_{i} / d s$ is then a continuous function in $\bar{U}_{r}\left(s_{0}\right)$ (defined as above). The existence of the inverse function associated to each trajectory is then proved exactly as in Lemma 2.
(iv) The argument of comment (ii) above is valid also at thresholds $s_{t, i}$.
(v) Assumption (A2) allows us to define the inverse function $s_{1}(t)$ on the curve $\Gamma_{1}: t=t_{1}(s)$ even in the neighborhood of a point $s_{0}$ where $d t_{1} / d s=0$ or is not finite. Indeed, we can show that $t_{1}(\zeta)$ makes a one-to-one conformal mapping of $\bar{U}_{5}$ onto its image. If $\bar{U}_{5}$ is convex, the proof of Lemma 2 carries through unchanged (the curve $\Gamma_{1}$ is "piecewise smooth," according to Ref. 18). If it is not convex, it is easy to verify that, if $\lim _{\xi \rightarrow 0} d t_{1} / d \xi$ is finite, then the change of variables $\theta=\left(t-t_{1}\left(s_{0}\right)\right)^{1 / v}$ makes $\lim _{s \rightarrow s_{0}} d \theta / d s$ finite, and we can repeat the argument of the lemma for the inverse function $s_{1}(\theta)$. We can then go over to $\zeta(t)$.
(vi) The curves $\Gamma_{i}: t=t_{i}(s)$ have at most a finite number of cusps; the angle $\alpha$ of the cusp is related to the power $v_{i, k}$ of $\left(s-s_{k}\right)^{v_{i, k}}$ needed to render $\lim _{\xi_{i, k \rightarrow 0}} d t_{i} / d \xi_{i, k}$ finite by $\alpha=v_{i, k} \pi-2 n \pi$, with $n$ the smallest number for which $0<\alpha<2 \pi$.
(vii) The inverse functions $s_{i}(t)$ are Hölder-continuous
functions along $\Gamma_{i}$; they are defined in a neighborhood of $\Gamma_{i}$ on their left and can be obtained there starting from an element $s_{i}^{0}(t)$ by "analytic continuation along $\Gamma_{i}$." As in Sec. II, this means that, at a point $t_{0}$ where $d s_{i} / d t=0$, we must continue $s_{i}(t)$ along a circular path starting clockwise on the left of $\Gamma_{i}$ and proceed until the complex number $s_{i}(t)-s_{i}\left(t_{0}\right)$ rotates by an angle $\pi$. When this has happened, the argument $t$ has reached the branch of $\Gamma_{i}$ lying beyond $t_{0}$, and the function so obtained coincides with the inverse function already defined on that piece of $\Gamma_{i}$.
(A3) As $s$ moves along $C_{s}^{+}$, there are only a finite number of zero trajectories $t=t_{i}(s)$ in the complex $t$ plane. The same is true for $t \in C_{t}^{+}, u \in C_{u}^{+}$.

This assumption means (i) for each $s \in C_{s}{ }^{+}$, there exists only a finite number $N_{z}(s)$ of zeros $t_{i}(s)$ of $A(s, t)$ in the complex $t$ plane $Q_{s}$, including the cuts; (ii) the number $N_{z}(s)$ stays bounded as $s \rightarrow \infty$; (iii) among the intervals $I_{n}(s)$ of $C_{s}^{+}$on which the zero trajectories $t_{n}(s)$ are defined ("exist on the physical sheet of the $t$ plane'", there does not exist a sequence $I_{n_{k}}(s)=\left(s_{k}, s_{k}\right)$ of intervals with $s_{k} \rightarrow \infty$; in fact, there are only a finite number of such intervals $I_{n}(s)$, of finite or infinite length, (iv) (A3) is true for $s \in C_{s}{ }^{-}$by real analyticity.

We extend (A3) by an assumption analogous to (A), Sec. II: (A3') The set of points $(s, t) \in C_{s} \otimes C_{t}$, where $A(s, t)=0$ consists of isolated points. (The same is true for $C_{u} \otimes C_{t}$, $\left.C_{s} \otimes C_{u}.\right)$

We study now the behavior of the trajectory functions $t_{i}(s), s \in C_{s}^{+}$, as their values approach $C_{t}\left(t \geqslant 4 m^{2}, \operatorname{Im} t=0\right)$. From (A1) alone, we can prove:

Lemma 4: If for some sequence $s_{n} \rightarrow s_{0}, s_{n}<s_{0}$, $s_{n} \in C_{s}^{+}, \lim _{n \rightarrow \infty} t\left(s_{n}\right)=t_{0}, t_{0} \in C_{t}$, then
$\lim _{n \rightarrow \infty} t\left(s_{n}^{\prime}\right)=t_{0}$, for any other sequence $s_{n}^{\prime} \rightarrow s_{0}, s_{n}^{\prime}<s_{0}$.
The (simple) proof of this lemma is given in Appendix G.

As a consequence of this lemma, one can verify that the curve $\Gamma_{1}: t=t_{1}(s)$ has even a tangent at the end point $\left(s_{0}, t_{0}\right)$, if $\partial A / \partial t\left(s_{0}, t_{0}\right) \neq 0, \partial A / \partial s\left(s_{0}, t_{0}\right) \neq 0$. Indeed, in this case, along the trajectory

$$
\begin{equation*}
\frac{d t}{d s}=\frac{-\partial A / \partial s}{\partial A / \partial t(s, t)} \tag{4.7}
\end{equation*}
$$

and we use (A1) and Lemma 4 to show that the limit of the right-hand side exists, as $s \rightarrow s_{0}$.

The next assumption concerns the behavior of the trajectories at end points:
(A4) If $\left(s_{0}, t_{0}\right)$ is an end point of a trajectory $t=t(s)$, then $\lim _{s \rightarrow s_{0}}\left(s-s_{0}\right)^{\alpha} d t / d s$ exists and is finite and nonzero for some $\alpha$ with $\operatorname{Re} \alpha<1$. Further, we assume that the set of points with $d t / d s=-1$ does not accumulate at $\left(s_{0}, t\left(s_{0}\right)\right)$.

As a first consequence of (A4), a trajectory $t=t(s)$ with an end point at $\left(s_{0}, t_{0}\right)$ is Hölder continuous at $s_{0}$ and so is its inverse function $s=s(t)$ at $t_{0}$.

We now wish to investigate the continuation of the zero trajectory $t(s)$ clockwise along a small semicircle around $s_{0}$. We prove, namely:

Lemma 5: Let $t_{1}(s)$ be the continuation of the trajectory function with the same name, defined for $s<s_{0}, s \in C_{s}{ }^{+}$, $\operatorname{Im} t_{1}(\mathrm{~s})>0$, inside $U_{r}:\left|s-s_{0}\right|<r, \operatorname{Im} s>0$ $\left[t_{1}\left(s_{0}\right)=t_{0} \in C_{t}\right]$. Then, for any $r$, sufficiently small, either $t_{1}(s)$ can be continued throughout $U_{r}$ [and then $\left(s_{0}, t_{0}\right)$ is a
"false" end point of the trajectory] or the continuation stops along the image $\bar{\Gamma}_{2}: s=s_{2}(t)$ of a trajectory defined in the $t$ channel for $t>t_{0}$ and obeying $\lim _{t \rightarrow t_{0}} s_{2}(t)=s_{0}$. In this case, $\lim _{s \rightarrow \bar{T}_{2}} t_{1}(s)$ exists and coincides there with the inverse function $t_{2}(s)$ associated to $\bar{\Gamma}_{2}$.

Proof: We assume $\operatorname{Im} t_{1}(s)>0$, so that $t_{0} \in C_{t}^{+}$. We first subject the choice of $r$, defining $U_{r}$, to a number of conditions: (i) we can find $R$, in fact as small as we like, so that $A\left(s_{0}, t\right)$ does not vanish for $\left|t-t_{0}\right|=R, \operatorname{Im} t \geqslant 0$. This follows from the analyticity in $t$ of $A\left(s_{0}, t\right)$, its continuity on $C_{s} \otimes C_{t}$ and $\left(\mathrm{A}^{\prime}\right)$. Further, by (A1) we can find $r=r(R)$ so small that, for all $s \in U_{r}, A(s, t) \neq 0$ for $\left|t-t_{0}\right|=R$. As a consequence of this choice, all possible continuations of the trajectory functions $t=t(s), s \in U_{r}$, stay either contained in $V_{R}:\left|t-t_{0}\right|<R$, $\operatorname{Im} t>0$ or reach the boundary of $V_{R}$ on $\operatorname{Im} t=0$, $t \in\left[t_{0}-R, t_{0}+R\right]$. (ii) Using (A2), $d t / d s$ is finite and $\neq 0$ for $s \in U_{r}, t \in V_{R}$, if $r$ and $R$ are sufficiently small; otherwise, there would exist a set of points ( $s^{\prime}, t^{\prime}$ ), where $d t / d s=0$ or not finite accumulating to $C_{s}^{0}$ or $C_{t}^{0}$. (iii) We can choose $R$ so small that the image of no trajectories $s=s_{i}(t)$, defined for $t \in C_{t}^{+}, t \in\left[t_{0}-R, t_{0}+R\right]$, crosses $U_{r}$, unless these trajectories satisfy $\lim _{t \rightarrow t_{0}} s_{i}(t)=s_{0}$. Further, $R$ and $r$ can be chosen so that none of these trajectories have two end points in $\left[s_{0}-r, s_{0}+r\right] \otimes\left[t_{0}-R, t_{0}+R\right]$. As a consequence, the images of the various trajectories $\bar{\Gamma}_{i}: s=s_{i}(t)$ that satisfy $\lim _{t \rightarrow t_{0}} s_{i}(t)=s_{0}$ are open curves when restricted to $U_{r}$. (iv) The functions $s=s_{i}(t)$ have a continuous and nonvanishing derivative for $t \in\left[t_{0}-R, t_{0}\right)$ or $\left(t_{0}, t_{0}+R\right]$. As a consequence, the curves $\Gamma_{i}$ cross any semicircle $\left|s-s_{0}\right|=r_{1}<r$ in one point, for one value $t \in\left[t_{0}-R, t_{0}\right)$ or $\left(t_{0}, t_{0}+R\right]$ and in particular have no multiple points in $U_{r} .(\mathrm{v}) A(s, t) \neq 0$ if $(s, t) \in\left[s_{0}-r, s_{0}+r\right] \otimes\left[t_{0}-R, t_{0}+R\right],(s, t) \neq\left(s_{0}, t_{0}\right)$ Let $r_{0}$ be a number satisfying these conditions and $U_{r_{i}}$ the corresponding neighborhood.

Consider now the continuation of $t(s)$ along a path $\mathscr{P}_{r}$ : $\left|s-s_{0}\right|=r, \operatorname{Im} s>0, r<r_{0}$, starting on $\left[s_{0}-r_{0}, s_{0} \mid\right.$. Continuation along $\mathscr{P}_{r}$ stops only if, for some sequence $s_{n} \rightarrow \bar{s}$, $t\left(s_{n}\right) \rightarrow \bar{t}, \operatorname{Im} \bar{t}=0$. If we can find no such sequence for any semicircle $\mathscr{P}_{r}$, then $t(s)$ can be continued throughout $U_{r_{4}}$ and we are in the first case of the lemma. If such a sequence exists, then, with the same reasoning as in Lemma 4, we can verify that, for any other sequence $s_{n}^{\prime} \rightarrow \bar{s}, \lim _{n \rightarrow \infty} t\left(s_{n}^{\prime}\right)$ $=\bar{t}$; by (v) above [possible by (A3')] $\operatorname{Im} \bar{s}>0$ and [by (A1)] there exists one (or several) $t$ channel trajectories $s=s_{i}(t)$ passing through $(\bar{s}, \bar{t})$. They all satisfy $\lim _{t \rightarrow t_{0}} s_{i}(t)=s_{0}$.

Assume for simplicity there exists just one such trajectory: $s=s_{2}(t), \bar{s}=s_{2}(\bar{t})$. Now, let $t(\mathscr{P})$ be the image of $\mathscr{P}_{r}$ under $t(s)$ in $V_{R}$; we can define along $t(\mathscr{P})$ the inverse function $s=s_{1}(t)$ [by (ii) above]. We now show that $s_{1}(t)$ coincides with the analytic continuation to complex $t$ of the trajectory


FIG. 3. To the proof of Lemma 5.
function $s_{2}(t)$. This will establish that $t_{1}(s)$ coincides with the inverse function of that trajectory, as asserted by the lemma.

To prove this, we make a reasoning analogous to
Lemma 1: we surround $\bar{s}$ by a circle $c_{1}$ of radius $r_{1}, c_{1} \subset \bar{U}_{r_{0}}$, so that $A(s, \bar{t}) \neq 0$, for $s$ on $c_{1}$. There exists then a semidisk $V_{1}$ : $|t-\bar{t}|<r_{1}^{\prime}, \operatorname{Im} t>0, V_{1} \subset V_{R}$, so that $A(s, t) \neq 0$ for $s \in c_{1}$, $t \in \bar{V}_{1}$ and for each $t \in \bar{V}_{1}$ there exists just one zero in $d_{1}:\left\{s| | s-s_{0} \mid<r_{1}\right\}$, given by the analytic continuation of the trajectory $s_{2}(t)$ :

$$
\begin{equation*}
s_{2}(t)=\frac{1}{2 \pi i} \oint_{\left|s-s_{0}\right|=r_{1}} s \frac{\partial A / \partial s}{A}(s, t) d s \tag{4.8}
\end{equation*}
$$

The set of points $\left(s_{2}(t), t\right), t \in V_{1}$, given by (4.8) exhausts the zeros of $A(s, t)$ in $d_{1} \otimes V_{1}$. But $A(s, t)$ vanishes on the continuum $\left(s_{1}(t), t\right)$, with $t \in t(\mathscr{P})$ and this intersects $d_{1} \otimes V_{1}$. This means that $s_{1}(t) \equiv s_{2}(t)$ (see Fig. 3). If there are several trajectories passing through $(\bar{s}, \bar{t})$ we can only conclude that $s_{1}(t)$ coincides with the continuation of one of them, but this is sufficient.

The function $s_{2}(t)$ maps $V_{1}$ onto a domain lying to the left of $\bar{\Gamma}_{2}: s=s_{2}(t)$. The semicircle $\mathscr{P}_{r}$ lies to the left of $\bar{\Gamma}_{2}$ if the latter is such that $s_{2}(t)$ moves away from $s_{0}$, as $t$ increases. Thus $s=s_{2}(t)$ is defined on $\left[t_{0}, t_{0}+a\right], a>0$ (i.e., $t \in\left(t_{0}, t_{0}+a\right)$ and $\lim _{t \rightarrow t_{0}} s_{2}(t)=s_{0}$.

Consider now the domain $U$ delimited by $\bar{\Gamma}_{2}: s=s_{2}(t)$, the semicircle $\left|s-s_{0}\right|=r, \operatorname{Im} s \geqslant 0$, and the line $\operatorname{Im} s=0$, $s<s_{0}$. Since $\bar{\Gamma}_{2}$ has no multiple points, $U$ is simply connected. If we show that $t_{1}(s)$ is holomorphic at any point of $U$, then its continuation along any path in $U$ leads to the same value and the proof of the lemma is finished. To this end, define $t_{1}(s)$ at points of $U$ by analytic continuation starting from $s<s_{0}, s \in C_{s}^{+}$, along semicircles $\left|s-s_{0}\right|=\epsilon<r$, for decreasing $\epsilon$. Assume that, in this process, we find $\bar{s}_{1} \in U$, so that $\lim _{s \rightarrow \bar{s}_{1}} \operatorname{Im} t_{1}(s)=0$. As before, we conclude there must exist a trajectory $\bar{\Gamma}_{3}: s=s_{3}(t)$, passing through $\bar{s}_{1}, t>t_{0}$, so that, for $s \in \bar{\Gamma}_{3}, t_{1}(s)=t_{3}(s)$, the inverse function of $\bar{\Gamma}_{3}$. By assumption, $\bar{\Gamma}_{3}$ intersects $\left|s-s_{0}\right|=r$ in one point situated at the right of $\bar{\Gamma}_{2}$; consequently, $\bar{\Gamma}_{3}$ intersects $\bar{\Gamma}_{2}$ at a point $P$ with coordinates $(\bar{r}, \theta), \bar{r}<r$. In the neighborhood of $P$, the function $t_{1}(s)$ must coincide with both $\bar{t}_{2}(s)$ and $t_{3}(s)$, the inverse functions of $\bar{\Gamma}_{2}$ and $\bar{\Gamma}_{3}$. Then $\bar{\Gamma}_{2}=\bar{\Gamma}_{3}$ and $t_{1}(s)$ can be defined in all of $U$. This ends the proof of Lemma 5.

We now turn to the behavior of the trajectories $t_{i}(s)$ as $s$ or $t$ or both tend to infinity. We assume:
(A5) (i) If, as $|s| \rightarrow \infty$ along some direction $e^{i \theta_{0}}, 0 \leqslant \theta_{0}<\pi, t_{i}(s) \rightarrow t_{0},\left|t_{0}\right|$ finite, then, for some $\alpha$ with $\operatorname{Re} \alpha>0$, the function $C(s)=s^{\alpha}\left(t_{i}(s)-t_{0}\right)$ tends to $C_{0} \neq 0$ in all directions $0 \leqslant \theta<\pi$. The function $t_{i}(s)$ admits of an analytic continuation counterclockwise along any circle of sufficiently large radius in the $s$ plane until $u_{i}(s)=4 m^{2}-s-t_{i}(s)$ reaches $C_{u}{ }_{u}$. (ii) The function $C(s)$ admits of an asymptotic expansion uniformly valid in
$0 \leqslant \theta<\pi: C(s)=C_{0}+C_{1} / s^{\beta}+O\left(1 / s^{\beta+\epsilon}\right)$,
$\operatorname{Re} \beta, \epsilon>0, C_{1} \neq 0$; the same is true for the derivative of $C(s)$, up to $O\left(1 / s^{\beta+\epsilon+1}\right)$; (iii) if, as $|s| \rightarrow \infty$ along $e^{i \theta}$, both $\left|t_{i}(s)\right|,\left|u_{i}(s)\right| \rightarrow \infty$, there exists an angular interval $\phi_{1}<\theta<\phi_{2}, \theta=\arg s$, where $t_{i}(s)$ can be analytically continued, on sufficiently large circles, until $s, t_{i}(s)$ or $u_{i}(s)$ reach
$C_{s}, C_{t}$, or $C_{u}$. The asymptotic expansion
$t_{i}(s)=s^{\delta}\left(C_{0}+C_{1} / s^{\delta}+\boldsymbol{O}\left(1 / s^{\delta+\epsilon}\right)\right)$ holds uniformly in this angular interval, $\operatorname{Re} \delta, \epsilon>0, C_{1} \neq 0$ and the same is true for the derivative $d t_{i} / d s$; (iv) properties (i)-(iii) are valid if $s, t, u$ are interchanged in any order.

One may verify that (A5) (i) is true if the amplitude and its derivative $\partial A / \partial t$ obey for large $v=s-u$ a Regge formula, uniformly in all directions of the complex $v$ plane, in a neighborhood of $t_{0}$ :

$$
\begin{equation*}
A(v, t)=\gamma(t) v^{\alpha(t)}+\delta(t) v^{\beta(t)}+O\left(v^{\beta(t)-k}\right) \tag{4.9}
\end{equation*}
$$

with $\operatorname{Re} \alpha(t)>0, \operatorname{Re} \beta(t)<0, \alpha(t), \beta(t), \gamma(t), \delta(t)$ holomorphic in $\left|t-t_{0}\right|<r, \operatorname{Re}(\beta(t)-k)<\operatorname{Re} \beta\left(t_{0}\right)$ for $\left|t-t_{0}\right|<r, k>0$. A zero $t(v)$ of $A(v, t)$ forlarge $v, t(v) \rightarrow t_{0}$ as $|v| \rightarrow \infty$ can occur only if $\gamma\left(t_{0}\right)=0$. The validity of (A5) (i) follows then by evaluating

$$
\begin{equation*}
t(v)=\frac{1}{2 \pi i} \oint_{\left|t-t_{0}\right|=r_{1}<r} t \frac{\partial A / \partial t}{A}(v, t) d t . \tag{4.10}
\end{equation*}
$$

We next make an assumption similar to (4.9) about the amplitude itself.
(A6) For each fixed $s, s \in D_{s} \cup C_{s}{ }^{+} \cup C_{s}{ }^{-}$,
(i) $|A(s, t)|<C|t|^{N_{i}(s)}$, with $N_{\mathrm{l}}(s)$ a function that is finite for all finite $s$; (ii) for $t$ on $C_{t}$ or $C_{u}$, the phase $\phi_{s}(t)$ of $A(s, t)$ can be defined by continuity along $C_{t}$ or $C_{u}$, except for a finite number of points. The discontinuities at these points can be obtained by continuation of $A(s, t)$ along any sufficiently small semicircles around these points. The phase so defined obeys $\left|\phi_{s}(t)\right|<C_{1}(s), C_{1}(s)$ finite for finite $s$. An analogous statement is true for each $t$ and $u$ in the corresponding sets.

The functions $N_{1}(s), C_{1}(s)$ are allowed to increase indefinitely, as $s$ increases.

As in Sec. II, we consider now more closely the pattern of curves $\Gamma_{i}: t=t_{i}(s), s \in C_{s}$, or $\Gamma_{j}^{\prime}: t=t_{j}(u), u \in C_{u}$. Without loss of generality, we assume as in Sec. II that trajectories $t=$ const, $u=$ const or $s=$ const, do not occur. We denote by $\bar{\Gamma}_{i}, \bar{\Gamma}_{j}^{\prime}$ the sets of image points in the domain $D_{t}\left(t\right.$ plane $\left.\backslash C_{t}\right)$ of the functions $t_{i}(s), s \in C_{s}$, and $t_{j}(u)$, $u \in C_{u}$. Along $\bar{\Gamma}_{i}, \bar{\Gamma}_{j}^{\prime}$ one can define the inverse functions $s_{i}(t), u_{j}(t)$ as we have just seen. They may be many-valued. As in Sec. II, the sets $\bar{\Gamma}_{i}, \bar{\Gamma}_{j}^{\prime}$ may have multiplicity higher than unity [i.e., $t=t_{i}(s)$ may be a multiple zero of $A(s, t)=0$ or two curves $\Gamma_{i}: t=t_{i}(s), \Gamma_{j}: t=t_{j}(s)$ may have the same image set, although different domains of definition and possibly different orientations]. As we have seen in Sec. II, multiplicities higher than unity cause strictly inessential complications, and we assume from now on that the $\bar{\Gamma}_{i}$ 's or the $\bar{\Gamma} \bar{\Gamma}_{j}^{\prime}$ 's used in our argument are simple curves, with single-valued inverse, so that we shall not need to distinguish between $\Gamma_{i}$ and the image set $\bar{\Gamma}_{i}$.

Assume now that a trajectory $t=t_{1}(s)$ "enters" the physical sheet of the $t$ plane at $s_{0} \in C_{s}^{+}$. As $s$ increases along $C_{s}{ }^{+}$, the value of the function $t_{1}(s)$ may either stay inside $Q_{s}$, or return to the cut $C_{t}$ or reach a point $\bar{u}_{0} \geqslant 4 m^{2}$ on the $u$ cut $C_{u}$, for some $\bar{s}_{0}>s_{0}$. In this last case, the image $t=t_{1}(s)$ in $D_{t}$ approaches a point $\bar{t}_{0}=4 m^{2}-\bar{s}_{0}-\bar{u}_{0} \leqslant-4 m^{2}$ on the real axis of the $t$ plane. We cannot follow the trajectory $t=t_{1}(s)$ for $s>\bar{s}_{0}$ in general and thus the curve $\Gamma_{1}: t=t_{1}(s)$ appears to have in $D_{t}$ an "open end" at $t_{0}$. Loosely speaking, we
would like it to "return" somehow to $C_{t}$, so that we can part $D_{t}$ in subdomains $\mathscr{D}_{i}$ as we did with the disk $|\tau|<1 \mathrm{inSec}$. II and thus repeat the arguments we used there.

We can "move away" from $\bar{t}_{0}$ by applying Lemma 5 to the function ${ }^{28} u_{1}(s)=4 m^{2}-s-t_{1}(s)$ and conclude that it can be continued around $\bar{s}_{0}$ in the $s$ plane until one reaches either $\operatorname{Im} s=0, s>\bar{s}_{0}$, or a curve $\hat{\Gamma}_{2}^{\prime}: s=s_{2}(u)$, $u \in C_{u}, \lim _{u \rightarrow \bar{u}_{0}} s_{2}(u)=\bar{s}_{0}$, where it will coincide with the inverse function $u=\bar{u}_{2}(s)$. In the former case, the curve $\Gamma_{1}$ in the $t$ plane is continued by $t=t_{1}(s)=4 m^{2}-s-u_{1}(s)$ for $s>\bar{s}_{0}$. In the second case, define the function $t_{2}(u)=4 m^{2}-u-s_{2}(u)$ for $u \in C_{u}$, for which $\lim _{u \rightarrow \bar{u}_{0}} t_{2}(u)=\bar{t}_{0}$. Then, the curve $\Gamma_{2}^{\prime}: t=t_{2}(u)$ has in the $t$ plane an end point precisely, where $\Gamma_{1}: t=t_{1}(s)$ has its end. Moreover, its orientation is (Lemma 5) such that $s_{2}(u)$ moves away from $\bar{s}_{0}$ if $u$ moves in its natural sense (increasing on $C_{u}^{+}$, decreasing on $C_{u}^{-}$). Thus $t$ moves away from $\bar{t}_{0}$ on $\Gamma_{2}^{\prime}$ and $\Gamma_{2}^{\prime}$ can be regarded as a "continuation" of $\Gamma_{1}$. This can be made more precise.

Lemma 6: In case the analytic continuation of $u_{1}(s)$ stops at $\hat{\Gamma}_{2}^{\prime}: s=s_{2}(u)$ the inverse function $s_{1}(t)$ defined on $\Gamma_{1}$ can be analytically continued around $\bar{t}_{0}$ to the left of $\Gamma_{1}$, for $\left|t-\bar{t}_{0}\right|$ sufficiently small, until one reaches $\Gamma_{2}^{\prime}$; there $s_{1}(t)$ coincides with the function $\bar{s}_{2}(t)=4 m^{2}-t-u_{2}(t)$, with $u_{2}(t)$ the inverse function of $t=t_{2}(u)$.

To prove this statement, consider the equation

$$
\begin{equation*}
t=4 m^{2}-s-\bar{u}_{2}(s) \tag{4.11}
\end{equation*}
$$

where $\bar{u}_{2}(s)$ is the inverse function associated to
$\hat{\Gamma}_{2}^{\prime}: s=s_{2}(u)$. By Lemma 5 , the right-hand side of $(4.11)$ is holomorphic in the domain $\mathscr{U}$ bounded by $\operatorname{Im} s=0, s<\bar{s}_{0}$, the curve $\hat{\Gamma}_{2}^{\prime}: s=s_{2}(u), u \in C_{u}$, and an arc
$\left|s-\bar{s}_{0}\right|=r, \operatorname{Im} s>0$. Near each $s$ in $\mathscr{U}$, if $\tilde{t}$ is the value of the right-hand side, Eq. (4.11) has a unique solution $s=s(t)$, holomorphic in a neighborhood of $\tilde{t}$, since, by (A4) $d \bar{u}_{2} / d s \neq-1$, if $r$ is small enough. For $s$ on $\operatorname{Im} s=0, s<\bar{s}_{0}$, $\bar{u}_{2}(s)=u_{1}(s)$, and (4.11) reduces to $t=t_{1}(s)$, which defines the inverse function $s=s_{1}(t)$. Thus $s(t)$ is the analytic continuation of $s_{1}(t)$. Let us find the solution of (4.11) for $s$ on $\widehat{\Gamma}_{2}^{\prime}$. The value of the right-hand side is
$t=4 m^{2}-s_{2}(u)-u=t_{2}(u), u \in C_{u}$, i.e., $t$ lies on $\Gamma_{2}^{\prime}$. The equation $t=4 m^{2}-s_{2}(u)-u$ defines the inverse function $u_{2}(t), t \in \Gamma_{2}^{\prime}: t \equiv 4 m^{2}-s_{2}\left(u_{2}(t)\right)-u_{2}(t)$. We claim that $\bar{s}_{2}(t) \equiv s_{2}\left(u_{2}(t)\right)$ verifies (4.11) identically. Indeed, $4 m^{2}-s_{2}\left(u_{2}(t)\right)-\bar{u}_{2}\left(s_{2}\left(u_{2}(t)\right)\right)=4 m^{2}-s_{2}\left(u_{2}(t)\right)-u_{2}(t) \equiv t$. Thus, on $\hat{\Gamma}_{2}^{\prime}, s(t) \equiv \bar{s}_{2}(t)$. Now, as $s$ moves clockwise around $s_{0}$ in $\operatorname{Im} s>0$, starting at $s<s_{0}$, the right-hand side of (4.11) moves to the left of $\Gamma_{1}$. If $\mathscr{P}$ is the path described by it until $s$ reaches $\Gamma_{2}^{\prime}$, the continuation of $s_{1}(t)$ along $\mathscr{P}$ yields $\bar{s}_{2}(t) .{ }^{29}$

In Fig. 4, we show the pattern of the curves $\Gamma_{i}$ in the $t$ plane for the amplitude $A(s, t, u)=2\left(4 m^{2}-s\right)^{1 / 2}$ $+\left(4 m^{2}-t\right)^{1 / 2}+\left(4 m^{2}-u\right)^{1 / 2}+2$, which we discuss in Appendix J.

There is another way in which a curve $\Gamma_{1}: t=t_{1}(s)$ might have an "open end" in the $t$ plane: as $s \rightarrow \infty, s \in C_{s}^{+}$, $t_{1}(s)$ might tend to a finite (complex) limit $t_{0}$. Then, by (A5) (i), there exists a curve $\Gamma_{2}^{\prime}: t=t_{2}(u), u \in C_{u}^{-}$, with the property that $\lim _{u \rightarrow \infty} t_{2}(u)=t_{0}$. The angle between the tangents to the curves $\Gamma_{1}, \Gamma_{2}^{\prime}$ at their common point is, in general,


FIG. 4. The pattern of trajectories in the $t$ plane for $A(s, t, u)=2\left(4 m^{2}-s\right)^{1 / 2}+\left(4 m^{2}-t\right)^{1 / 2}+\left(4 m^{2}-u\right)^{1 / 2}$.
different from $\pi$. Indeed, by (A5) (ii), $\lim _{s \rightarrow \infty} s^{\alpha}\left(t_{i}(s)-t_{0}\right)$ is independent of the direction of $s$ and thus, for $t$ near $t_{0}$,
$\left.\left(t-t_{0}\right)\right|_{t \in \Gamma_{2}^{\prime}}=\left.\exp (-i \pi \alpha)\left(t-t_{0}\right)\right|_{t \in \Gamma_{1}}$.
The inverse function $s_{1}(t)$ is the solution of the equation

$$
\begin{equation*}
s^{\alpha}\left(t-t_{0}\right)=C(s) \tag{4.12}
\end{equation*}
$$

for $t$ on $\Gamma_{1}$. By (A5) (ii) the derivative $d t / d s$ does not vanish if $|s|$ is large enough, and, consequently, Eq. (4.12) can be solved for $\left|t-t_{0}\right|$ sufficiently small. Equation (4.12) can be solved also for $t$ on $\Gamma_{2}^{\prime}$ and for $t$ on neither $\Gamma_{1}$ or $\Gamma_{2}^{\prime}$ : this defines the analytic continuation of $s_{1}(t)$ around $t_{0}$, until we reach $\Gamma_{2}^{\prime}$. Weobtainthere $\bar{s}_{2}(t)=4 m^{2}-t-u_{2}(t)$, with $u_{2}(t)$ the inverse function of $\Gamma_{2}^{\prime}$.

We are now finally in a position to imitate the treatment of Sec. II: we join several curves $\Gamma_{i}, \Gamma_{i}^{\prime}$ with each other and with pieces of the sets $C_{t}^{+}, C_{t}^{-}$by considering the analytic continuation (in the sense described in this section) along $C_{t}$, $\Gamma_{i}, \Gamma_{i}^{\prime}$ of a zero trajectory function $s(t)$ defined in the $t$ channel. We have seen that if, at some $t_{0}, s(t)$ or $u(t)=4 m^{2}-t-s(t)$ becomes real and larger than $4 m^{2}$, either we can continue beyond $t_{0}$ or there exists a curve $\Gamma_{1}: t_{1}=t_{1}(s)$ [or $\left.\Gamma_{1}^{\prime}: t=t_{1}(u)\right]$, so that the inverse function $s_{1}(t)$ defined on it is the analytic continuation of $s(t)$. Assume we continue now $s_{1}(t)$ along $\Gamma_{1}$ : the continuation can be done until $\Gamma_{1}$ reaches $C_{t}$ or $u_{1}(t)$ reaches $C_{u}$, or $\left|s_{1}(t)\right| \rightarrow \infty$ as $t \rightarrow t_{0}$, or $\left|s_{1}(t)\right| \rightarrow s_{0}$ (maybe infinite), as $t \rightarrow \infty$ on $\Gamma_{1}$. In this last case, by (A5) (i), (iii), and (iv) we can continue $s_{1}(t)$ along an arc of a circle of large enough radius in the $t$ plane, until $t$ reaches $C_{t}$ or
$u_{1}(t)=4 m^{2}-t-s_{1}(t)$ reaches $C_{u}$, i.e., $t$ reaches a curve $\Gamma_{i}^{\prime}: t=t_{i}(u)$. There $s_{1}(t)$ coincides with $4 m^{2}-t-u_{i}(t)$, with $u_{i}(t)$ the inverse function of $\Gamma_{i}^{\prime}$. In all the former cases we can also continue $s_{1}(t)$ further. By (A3), we must return to the original function, after a finite number of steps. We call $\widetilde{\Gamma}_{1}$ the closed path made up of the set of curves $\Gamma_{i}, \Gamma_{i}^{\prime}$ and intervals $\left(t_{i}, t_{i+1}\right)$ of $C_{t}^{+}, C_{t}^{-}$that are needed to return $s(t)$ to its original value. There can exist closed paths entirely contained in $D_{t}$ (as in Fig. 4). As in Sec. II, a sense is attached to a path $\widetilde{\Gamma}_{k}$ : that of increasing (decreasing) $t$ for $t \in C_{t}^{+}\left(C_{t}{ }^{-}\right)$and that defined on each component $\Gamma_{i}, \Gamma_{i}^{i}$. Every curve $\Gamma_{i}, \Gamma_{i}^{\prime}$ falls uniquely into one path $\widetilde{\Gamma}_{k}$. We call $\mathscr{P}_{t}$ the union of all image points of $\Gamma_{i}, \Gamma_{j}^{\prime}$. We make now a last simplifying assumption.
(A7) A curve $\Gamma_{i}$ does not intersect itself or another curve $\Gamma_{j}\left(\Gamma_{j}^{\prime}\right)$ an infinite number of times.

As a consequence of (A7), the complement of $\mathscr{P}_{t}$ consists of a finite number of domains $\mathscr{D}_{i}$ (some of them unbounded). All roots $s(t)$ of the equation $A(s, t)=0$ are bounded if $t$ is the interior of some domain $\mathscr{D}_{k}$. Indeed, if $|s(t)| \rightarrow \infty$ as $t \rightarrow t_{0}$, then we have seen that (A5) (i) allows us to find the inverse function $t(s)$, satisfying Eq. (4.11) as $|s| \rightarrow \infty$ for all directions $0 \leqslant \theta<\pi$ (or $\pi<\theta \leqslant 2 \pi$ by real analyticity). We let then $s \rightarrow \infty$ along $C_{s}^{+}$; this generates $\Gamma_{i}: t=t_{i}(s)$ with $\lim _{s \rightarrow \infty} t_{i}(s)=t_{0}$, so that $t_{0} \notin$ int $\mathscr{D}_{k}$.

Before stating the analog of the theorems of Sec. II, we introduce two notations.
(i) We consider the function

$$
\begin{equation*}
W(t)=\exp (-\theta(t))=\exp \left(-\left(4 m^{2}-t\right)^{1 / 4}\right) \tag{4.13}
\end{equation*}
$$

where the root is chosen with a cut along $t>4 \mathrm{~m}^{2}$ and positive real for $t<4 m^{2}$. The modulus of $W(t)$ decreases more quickly than any power in any direction of the complex $t$ plane, including the cuts. Also, the integral

$$
\begin{equation*}
I\left(\Gamma_{i}\right)=\int_{\Gamma_{i}}|\exp (-\theta(t))||d t| \tag{4.14}
\end{equation*}
$$

converges for every $\Gamma_{i}$. This is a consequence of (A1), (A2), (A4), (A5): $I\left(\Gamma_{i}\right)$ can be transformed into an integral along $C_{s}$ or $C_{u}$; the Jacobian $|d t / d s|$ can diverge at most like $1 /\left(s-s_{0}\right)^{n}(n>0)$ at finite $s_{0}$ or like $s^{k}, k>0$ as $s \rightarrow \infty$. In both cases, (4.14) converges.
(ii) We divide $C_{t}^{+}, C_{t}^{-}$into intervals $\left(t_{j}, t_{j+1}\right)$,
$-\mathrm{N} \leqslant \mathrm{j} \leqslant \mathrm{N}, t_{0}=4 m^{2}$, so that the number $n_{j}$ of roots $s_{l}(t), l=1, \ldots, n_{j}$ of $A(s, t)=0, s_{l}(t) \in Q_{t}, t \in C_{t}$, is constant for $t \in\left(t_{j}, t_{j+1}\right)$. Negative (positive) indices of $t_{j}$ refer to $C_{t}{ }^{-}\left(C_{t}^{+}\right)$.

We can now state:
Theorem 4.1: Define:

$$
\begin{align*}
\mathscr{N}(t)= & \frac{1}{2 \pi i W(t)}\left(\sum_{j} \int_{\left.\Gamma_{j} \Gamma_{j}^{\prime}\right)} \frac{W\left(t^{\prime}\right)}{t^{\prime}-t} d t^{\prime}\right. \\
& \left.+\sum_{j} n_{j} \int_{t_{j}}^{t_{j+1}} \frac{W\left(t^{\prime}\right)}{t^{\prime}-t} d t^{\prime}\right) \tag{4.15}
\end{align*}
$$

with the sense of $\Gamma_{j}\left(\Gamma_{j}^{\prime}\right)$ used above and $W(t)$ of Eq. (4.13). Then:
(i) for $t \in \mathscr{D}_{k}, \mathscr{N}(t)=N_{k}$, an integer;
(ii) if the boundary of $\mathscr{D}_{k}$ contains $\left(t_{j}, t_{j+1}\right) \in C_{t}$, $N_{k}=n_{j}$;
(iii) let $N(t)$ be the number of roots of $A(s, t)$ in $\mathscr{M}$, at a given $t \in \mathscr{D}_{k} ; N(t)$ is independent of $t$, for $t \in D_{k}: N(t)=\bar{N}_{k} ;$
(iv) $N_{k}=\bar{N}_{k}$.

Proof: From the remark following Eq. (4.14), $\mathscr{N}(t)$ is well defined. If we group together all $\Gamma_{i}, \Gamma_{i}^{\prime}$ and intervals $\left(t_{j}, t_{j+1}\right)$ that make up a closed path $\widetilde{\Gamma}_{l}$, we can write

$$
\begin{equation*}
\mathscr{N}(t) W(t)=\sum_{l} \frac{1}{2 \pi i} \int_{\tilde{r}_{1}} \frac{W\left(t^{\prime}\right)}{t^{\prime}-t} d t^{\prime} \tag{4.16}
\end{equation*}
$$

The integral over each $\widetilde{\Gamma}_{l}$ gives rise in every $\mathscr{D}_{k}$, by the residue theorem, to an integer times $W(t)$. Then (i) follows by addition over the $\widetilde{\Gamma}_{I}$.

It follows from the real analyticity of $A(s, t)$ that to each interval $\left(t_{j}, t_{j+1}\right)$ on $C_{t}^{+}$, there corresponds an interval $\left(t_{-j-1}, t_{-j}\right)$ on $C_{t}^{-}$, with $t_{-j-1}=t_{j+1}, t_{-j}=t_{j}$, and
$n_{-j}=n_{j}$. Applying the Plemelj discontinuity formulas across $\left(t_{j}, t_{j+1}\right)$ to $\mathscr{N}(t) W(t)$, we obtain:
$\mathscr{N}\left(t_{+}\right) \exp \left(-\theta\left(t_{+}\right)\right)-\mathscr{N}\left(t_{-}\right) \exp \left(-\theta\left(t_{-}\right)\right)$

$$
\begin{equation*}
=n_{j} \cdot 2 i \operatorname{Im}\left(\exp \left(-\theta\left(t_{+}\right)\right)\right) \tag{4.17}
\end{equation*}
$$

where $\theta\left(t_{+}\right)$is the value of $\theta(t)$ on $C_{t}^{+}$. Equation (4.17) is an identity for $t \in\left(t_{j}, t_{j+1}\right)$ and can be satisfied for integer $\mathscr{N}\left(t_{+}\right), \mathscr{N}\left(t_{-}\right)$only if $\mathscr{N}\left(t_{+}\right)=\mathscr{N}\left(t_{-}\right)=n_{j}$. This proves (ii).

To prove (iii) and (iv), we consider, at fixed $\bar{t} \in C_{t}^{+}$, $\bar{t} \in\left(t_{1}, t_{2}\right)$ a contour $\mathscr{C}_{L}$ running along and a small distance away from the $s$ and $u$ cuts and closing by large pieces of circle of radius $L$ in the complex $s$ plane; $L$ is chosen so that $\mathscr{C}_{L}$ encloses all $n_{1}$ zeros of $A(s, \bar{t})$. Now,

$$
\begin{equation*}
N(t)=\frac{1}{2 \pi i} \oint_{\mathscr{F}_{L}} \frac{\partial A / \partial s}{A}(s, t) d s \tag{4.18}
\end{equation*}
$$

is, for $t=\bar{t}$, independent of $L$ (for $L$ sufficiently large). Let $\mathscr{D}_{1}$ be the domain adjacent to $\left(t_{1}, t_{2}\right)$. Since $A(s, \bar{t}) \neq 0$ for $s$ on $\mathscr{C}_{L}$, we can find a small neighborhood $\mathscr{U}$ of $\bar{t}$, so that $A(s, t) \neq 0$ for $t \in \mathscr{U} \cap \overline{\mathscr{D}}_{1}, s \in \mathscr{C}_{L}$. Then, by (A1), we conclude that $N(t)$ is independent of $t$, for $t \in \mathscr{Z} \cap \mathscr{D}_{1}$, and $N(t)=N \bar{t})=n_{1}$. Altering slightly the contour $\mathscr{C}_{L}$, we can verify with the same argument that $N(t)$ is actually constant in the neighborhood of any point of $\overline{\mathscr{U}} \cap \overline{\mathscr{D}}_{1}$ and, in fact, in a neighborhood (contained in $\left.\mathscr{D}_{1}\right)$ of any point of $\mathscr{D}_{1} \cup\left(t_{1}, t_{2}\right)$. Thus, $N(t)=N_{1}=n_{1}$ for $t \in \mathscr{D}_{1}$. Since $\mathscr{N}(t)=n_{1}$ for $t \in \mathscr{D}_{1}$, (iii) and (iv) are proved for domains adjacent to $C_{t}$ (and not containing points $t$ with $\operatorname{Im} t=0, t \leqslant-4 m^{2}$-see below).

Consider now a boundary $\Gamma_{1}$ between $\mathscr{D}_{1}$ and $\mathscr{D}_{2}$ and assume $\mathscr{D}_{2}$ lies to the left of $\Gamma_{1}$. Then, as $t$ approaches $\Gamma_{1}$ from $\mathscr{D}_{2}$, one of the roots $s(t)$ of $A(s, t)=0$ approaches $s_{0} \in C_{s}$ [or $u_{0} \in C_{u}$ if the boundary is $\Gamma_{1}^{\prime}: t=t_{1}(u), u \in C_{u}$ ]. By surrounding the remaining $N_{1}\left(\bar{t}_{1}\right)$ zeros, $\bar{t}_{1} \in \Gamma_{1}$, by a contour running like $\mathscr{C}_{L}$ and avoiding a neighborhood of $s_{0}$, one concludes, as in Sec. II, that, if $\Gamma_{1}$ has unit multiplicity

$$
\begin{equation*}
\lim _{\substack{t \rightarrow \bar{t}_{1} \\ t \in \mathscr{A}_{2}}} N(t)-\lim _{\substack{t \rightarrow \bar{t}_{1} \\ t \in \mathscr{L}_{1}}} N(t)=1 \tag{4.19}
\end{equation*}
$$

This is precisely the discontinuity obtained from (4.15) by the Plemelj formulas. The fact that $N(t)=N\left(\bar{t}_{1}\right)+1=N_{2}=$ constant for $t \in \mathscr{D}_{2}$ can be shown as for $t \in \mathscr{D}_{1}$, provided $\mathscr{D}_{2}$ does not contain a piece of the real axis $\operatorname{Im} t=0, t<-4 m^{2}$.

We are careful about this last point, since for $t$ real, $t<-4 m^{2}$, the contour $\mathscr{C}_{L}$ can no longer be a simple closed curve: the $s$ and $u$ cuts overlap. However, $\mathscr{N}(t)$ has no discontinuity across $\operatorname{Im} t=0, t<-4 m^{2}$, unless a curve $\Gamma_{i}$ runs along it. Thus, we only have to convince ourselves that, for $t_{0}$ on $\operatorname{Im} t=0, t_{0}<-4 m^{2}, t_{0} \in \mathscr{D}_{2}, A(s, t)$ has indeed the same number of zeros as for $\operatorname{Im} t \neq 0$. To verify this (rather obvious) statement, it is enough to observe that, e.g., as $t \rightarrow t_{0}, \operatorname{Im} t \rightarrow 0, \operatorname{Im} t>0$, no root $s(t)$ of $A(s, t)=0$ can stay enclosed in the fiat rectangle $\left(4 m^{2},-t_{0},-t_{0}-i \operatorname{Im} t\right.$, $4 m^{2}-i \operatorname{Im} t$ ) contained between the overlapping cuts. Indeed, if this were the case, $t_{0}$ would belong to a $\Gamma_{i}$. Thus, for Im $t$ small we can modify the contour $\mathscr{C}_{L}$ to two disjoint semicircles and their diameters below and above the cuts (see Fig. 5). For $N(t)$ defined via (4.18) through an integral over


FIG. 5. The contour $\mathscr{C}_{L}$ for overlapping cuts.
these two contours, the continuity as $\operatorname{Im} t \rightarrow 0$ is obvious. Since the procedure can now be extended from $\mathscr{D}_{2}$ to any finite number of domains $\mathscr{D}_{i}$, the proof of Theorem 4.1 is finished.

Following Sec. II, we now consider the symmetric combinations of the roots $s_{j}^{(i)}(t), u_{j}^{(i)}(t)$ of $A(s, t)=0$, for $t$ inside a domain $\mathscr{D}_{i}, j=1,2, \ldots, N_{i}$. The sums

$$
\begin{equation*}
S_{i, k}(t)=\sum_{j=1}^{N_{i}}\left(s_{j}^{(i)}(t)\right)^{k}, \quad U_{i, k}(t)=\sum_{j=1}^{N_{i}}\left(u_{j}^{(i)}(t)\right)^{k} \tag{4.20}
\end{equation*}
$$

are holomorphic and one-valued functions of $t$, for $t \in \mathscr{D}_{i}$. As $t$ approaches $t_{0}$ on a boundary of $\Gamma_{i}$, one of the roots $s_{j}^{(i)}(t)$ may diverge, however, not worse than const $/\left(t-t_{0}\right)^{p}, p>0$, according to (A5) (i). To each $\bar{t}_{0, j} \in D_{t}$, where one of the roots $s_{l}^{(n)}(t)$ diverges, we associate a factor $B\left(t, \bar{t}_{0, j}\right)^{p_{j}}$, defined by

$$
\begin{equation*}
B\left(t, \bar{t}_{0, j}\right)=\frac{z-z_{0, j}}{1-z z_{0, j}^{*}}, \quad z=\frac{1-\left(1-t / 4 m^{2}\right)^{1 / 2}}{1+\left(1-t / 4 m^{2}\right)^{1 / 2}} . \tag{4.21}
\end{equation*}
$$

If $\bar{t}_{0, j} \in C_{r}$, we associate to it the same $B\left(t, t_{0, j}\right)$, however, with $t$ in the definition of $z$ replaced by $t_{1}=\left(1-t / 4 m^{2}\right)^{1 / 2}$. In (4.21), $z_{0, j}$ are the images through $z(t)\left[\right.$ or $\left.z\left(t_{1}(t)\right)\right]$ of $\bar{t}_{0, j}$. According to (A3), there are only a finite number of points $t_{0, j}$. Further, if $|t| \rightarrow \infty$ in an unbounded domain $\mathscr{D}_{i}$, then . by (A5) (iii) the functions $S_{i, k}(t), U_{i, k}(t)$ are polynomially bounded. We conclude that the functions

$$
\begin{align*}
\widetilde{S}_{i, k}(t) & =\prod_{j}\left(B\left(t, t_{0, j}\right)^{p} \eta^{k} \exp (-\theta(t)) S_{i, k}(t)\right. \\
& \equiv G_{k}(t) S_{i, k}(t) \tag{4.22}
\end{align*}
$$

are one valued and holomorphic in $\mathscr{D}_{i}$, continuous in $\overline{\mathscr{D}}_{i}$ and vanish as $|t| \rightarrow \infty$ in an unbounded $\mathscr{D}_{i}$ [ similar definition for $\left.\widetilde{U}_{i, k}(t)\right]$. We can now state

Theorem 4.2: Define

$$
\begin{align*}
\Omega_{s}^{(k)}(t)= & \frac{1}{2 \pi i G_{k}(t)}\left(\sum_{i} \int_{\Gamma_{b} \Gamma_{i}} \frac{\left(s_{l}\left(t^{\prime}\right)\right)^{k} G_{k}\left(t^{\prime}\right)}{t^{\prime}-t} d t\right. \\
& \left.+\sum_{j} \int_{t_{j}}^{t_{j+1}} \frac{\sum_{l^{\prime}=1}^{n_{j}}\left(s_{p_{i}}\left(t^{\prime}\right)\right)^{k} G_{k}\left(t^{\prime}\right)}{t^{\prime}-t} d t^{\prime}\right),(  \tag{4.23}\\
\Omega_{u}^{(k)}(t)= & \frac{1}{2 \pi i G_{k}(t)}\left(\sum_{T} \int_{\Gamma_{b} \Gamma_{i}} \frac{\left(u_{l}\left(t^{\prime}\right)\right)^{k} G_{k}\left(t^{\prime}\right)}{t^{\prime}-t} d t^{\prime}\right. \\
& \left.+\sum_{j} \int_{t_{j}}^{t_{j+1}} \frac{\sum_{l=1}^{n_{j}}\left(u_{p_{i}}\left(t^{\prime}\right)\right)^{k} G_{k}\left(t^{\prime}\right)}{t^{\prime}-t} d t^{\prime}\right) . \tag{4.24}
\end{align*}
$$

Then, if $t \in \mathscr{D}_{i}$

$$
\begin{equation*}
\Omega_{s}^{\langle k\rangle}(t)=S_{i, k}(t), \Omega_{u}^{(k)}(t)=U_{i, k}(t) . \tag{4.25}
\end{equation*}
$$

The integrations in (4.23) and (4.24) are performed in the same way as in (4.15); $s_{p}\left(t^{\prime}\right), \ldots, s_{p_{j}}\left(t^{\prime}\right)$ are the $n_{j}$ roots of $A(s, t)=0$ in $Q_{t}$ for $t \in\left(t_{j}, t_{j+1}\right)$.

Proof: In each $\mathscr{D}_{i}$ one can obtain $S_{i, k}(t)$ by means of a Cauchy integral along the boundary $\partial \mathscr{D}_{i}$

$$
\frac{1}{2 \pi i G_{k}(t)} \oint_{\partial \mathscr{D}_{i}} \frac{S_{i, k}\left(t^{\prime}\right) G_{k}\left(t^{\prime}\right)}{t^{\prime}-t} d t^{\prime}=\left\{\begin{array}{cl}
S_{i, k}(t), & t \in \mathscr{D}_{i}  \tag{4.26}\\
0, & t \in \mathrm{C} \mathscr{D}_{i}
\end{array}\right.
$$

since $\widetilde{S}_{i, k}(t)$ is continuous in $\overline{\mathscr{D}}_{i}$. As in Sec. II, one shows that, if $\mathscr{D}_{i}$ lies to the left of $\Gamma_{i}$ (assumed simple)

$$
\begin{equation*}
\widetilde{S}_{i, k}(t)-\widetilde{S}_{i-1, k}(t)=\left(s_{i}(t)\right)^{k} G_{k}(t) \tag{4.27}
\end{equation*}
$$

Equation (4.25) follows then by addition of Eqs. (4.26) using the constraints (4.27) and verifying that the sense of the integrals is correct. The same can be done for $U_{i, k}(t)$. This ends the proof.

The analog of Eq. (2.12) is

$$
\lim _{t \rightarrow t_{0} \in C_{t}^{+1-}} \Omega_{s}^{(k)}(t)=S_{i . k}\left(t_{0} \pm i \epsilon\right)
$$

$$
\begin{equation*}
\lim _{t \rightarrow t_{0} \in C_{t}^{+(-)}} \Omega_{s}^{(k)}(t)=U_{i, k}\left(t_{0} \pm i \epsilon\right) \tag{4.28}
\end{equation*}
$$

The values on the left-hand sides of Eq. (4.28) can be obtained directly from experiment up to a discrete ambiguity. In general, an arbitrary resolution of the discrete ambiguity in the $s, t, u$ channels will lead to a violation of Eqs. (4.28). These latter represent conditions to be satisfied by the zero trajectories in order that the construction of amplitudes with Mandelstam analyticity be possible.

Theorem 4.2 achieves in fact the construction of the Cousin data in the Mandelstam domain: from knowledge of the zero trajectories on the boundary of $\mathscr{M}$, we have obtained the values of the symmetric sums $(4.20)$ in each domain $\mathscr{D}_{i}$. We can now construct two functions $\mathscr{F}_{s}(s, t)$, $\mathscr{F}_{u}(u, t)$ by means of Eqs. (2.17) and (2.18) of Sec. II with the appropriate replacements and $N=\max \mathscr{N}(t)$. In each domain $\mathscr{D}_{i}$, these functions equal a polynomial in $s$ or $u$ of degree $N_{i}$, with coefficients that are holomorphic in $t$. These polynomials (one of them suffices) describe completely the zeros of $A(s, t)$ in the cut complex $s$ plane $Q_{t}$ at each $t$ in $\mathscr{D}_{i}$. For reference:

$$
\begin{equation*}
\mathscr{F}_{s}(s, t)=\frac{\sum_{p=0}^{N} \alpha_{p}(t) s^{N-p}}{s^{N-N(t)}} \tag{4.29}
\end{equation*}
$$

with $\alpha_{p}(t)$ defined as a function of $\Omega_{s}^{(k)}(t)$ by (2.18).

## V. THE MANDELSTAM DOMAIN. CONSTRUCTION OF THE AMPLITUDE

In the first part of this section, we construct the Cousin function $C(s, t)$ which vanishes in $\mathscr{M}$ at those points where the amplitude vanishes and nowhere else and, in contrast to
$\mathscr{F}_{s}(s, t), \mathscr{F}_{u}(u, t)$ of the previous section, is holomorphic in all of $\mathscr{M}$. In the second part, we construct the amplitude $A(s, t)$, similarly to Sec. III.

We define first:

$$
\begin{align*}
K_{0}(s, t)= & \exp \left(-\sum_{i} \frac{1}{2 \pi i w(t)} \int_{\Gamma_{i}} \frac{\ln \left(s-s_{i}\left(t^{\prime}\right)\right)}{t^{\prime}-t} w\left(t^{\prime}\right) d t^{\prime}\right) \\
& \times \exp \left(-\sum_{j} \frac{1}{2 \pi i w(t)} \int_{\Gamma_{j}^{\prime}} \frac{\ln \left(u_{j}\left(t^{\prime}\right)-u\right)}{t^{\prime}-t} w\left(t^{\prime}\right) d t^{\prime}\right) \\
\equiv & K_{0 s}(s, t) K_{0 u}(s, t) \tag{5.1}
\end{align*}
$$

with (a possible choice)

$$
\begin{equation*}
w(t)=W(t)=\exp \left(-\left(4 m^{2}-t\right)^{1 / 4}\right) . \tag{5.2}
\end{equation*}
$$

In (5.1), the curves $\Gamma_{i}$ are obtained from the $s$ channel zero trajectories $\Gamma_{i}: t=t_{i}(s), s \in C_{s}^{+}, s \in C_{s}{ }^{-}$, whereas $\Gamma_{j}^{\prime}: t=t_{j}(u), u \in C_{u}^{+}$are obtained from the $u$ channel. The sense of integration is the one of the previous section (i.e., $s$ increasing, $s \in C_{s}{ }^{+}$; decreasing, $\left.s \in C_{s}^{-}\right)$; the weight $w(t)$ guarantees convergence of the integrals.

The determination of the logarithm is chosen as follows: (i) for a curve $\Gamma_{i}: t=t_{i}\left(s^{\prime}\right), s^{\prime} \in C_{s}^{+}$, we take $\ln \left(s-s_{i}\left(t^{\prime}\right)\right)$ positive imaginary for $s<4 m^{2}$; we can continue in $s$ throughout $D_{s}$, so that $\ln \left(s-s_{i}\left(t^{\prime}\right)\right)$ has a right-hand cut for $s>s_{i}\left(t^{\prime}\right)$. As a consequence, the integral

$$
\begin{equation*}
I_{i}(s, t)=\frac{1}{2 \pi i} \int_{\Gamma_{i}} \frac{\ln \left(s-s_{i}\left(t^{\prime}\right)\right)}{t^{\prime}-t} \frac{w\left(t^{\prime}\right)}{w(t)} d t^{\prime} \tag{5.3}
\end{equation*}
$$

has, at fixed $t$, a cut for $s>\min s_{i}\left(t^{\prime}\right), t^{\prime} \in \Gamma_{i}$; (ii) by the real analyticity of $A(s, t)$, to each $\Gamma_{i}: t=t_{i}\left(s^{\prime}\right), s^{\prime} \in C_{s}{ }^{+}$, there corresponds a curve $\Gamma_{j} \equiv \Gamma_{i}^{*}: t=t_{j}\left(s^{\prime}\right), \quad s^{\prime} \in C_{s}^{-}$,

$$
t_{j}\left(s^{\prime}\right)=t_{i}^{*}\left(s^{\prime *}\right), \quad s^{\prime} \in C_{s}^{-} ; \text {for } t^{\prime} \in \Gamma_{i}^{*}, \text { we choose }
$$

$\ln \left(s-s_{j}\left(t^{\prime}\right)\right)$ to be negative imaginary for $s<4 m^{2}$. We continue this choice in $D_{s}$ so that $\ln \left(s-s_{j}\left(t^{\prime}\right)\right)$ has a right-hand cut in $s$, for $s>s_{j}\left(t^{\prime}\right)$. As a consequence, the same expression (5.3) taken along $\Gamma_{i}^{*}$, has, at fixed $t$, a cut for $s>\min s_{j}\left(t^{\prime}\right)$, $t^{\prime} \in \Gamma_{i}^{*}$ and is equal at real $s, t$ to the complex conjugate of (5.3). A minus sign comes from the opposite sense of integration on $\Gamma_{i}^{*}$. (iii) For a curve $\Gamma_{j}^{\prime}: t=t_{j}\left(u^{\prime}\right), u^{\prime} \in C_{u}^{+}$, we take $\ln \left(u_{j}\left(t^{\prime}\right)-u\right)$ to be real for $u<4 m^{2}$. The continuation in $D_{u}$ is made so that $\ln \left(u_{j}\left(t^{\prime}\right)-u\right)$ has a right-hand cut in $u$, for $u>u_{j}\left(t^{\prime}\right)$. (iv) For $t^{\prime} \in \Gamma_{j}^{\prime *}$, defined as above in the $s$ channel, $\Gamma_{j}^{\prime *} \equiv \Gamma_{k}^{\prime}: t=t_{k}(u), u \in C_{u}^{-}, t_{k}(u)=t_{j}^{*}\left(u^{*}\right)$, we choose $\ln \left(u_{k}\left(t^{\prime}\right)-u\right)$ again as real for $u<4 m^{2}$, and continue it with a right-hand cut in $D_{u}$. As a consequence, the integrals

$$
\begin{equation*}
I_{i}^{\prime}(s, t)=\frac{1}{2 \pi i} \int_{\Gamma_{i}^{\prime}} \frac{\ln \left(u_{i}\left(t^{\prime}\right)-u\right)}{t^{\prime}-t} \frac{w\left(t^{\prime}\right)}{w(t)} d t^{\prime} \tag{5.4}
\end{equation*}
$$

have a right-hand cut for $u>\min u_{i}\left(t^{\prime}\right)$, at fixed $t$, and the same holds for the integral over $\Gamma_{i}^{\prime *}$. As for the curves $\Gamma_{i}$, the integral over $\Gamma_{i}^{\prime}$ is for real $t, u$ minus the complex conjugate of the integral over $\Gamma_{i}^{* *}$.

By this definition of the logarithm, we ensured that $K_{0}(s, t)$ is real for $s, t, u$ real. However, there may appear end point singularities of $I_{i}(s, t), I_{i}^{\prime}(s, t)$, Eqs. (5.3) and (5.4) leading to zeros or poles of $K_{0}(s, t)$ as a consequence of these definitions: (i) If the continuation of a curve $\Gamma_{i}$ is the curve $\Gamma_{i}^{*}$ [as is possible if, e.g., a zero $t=t(s)$ of $A(s, t)$ becomes real as $s \rightarrow 4 m^{2}, \operatorname{Im} s=-\epsilon<0$ and is then continued analytically
to $\operatorname{Im} s=\epsilon>0$ ], then there is a discontinuity in the argument of $\ln \left(s-s_{i}\left(t^{\prime}\right)\right)$ in (5.3) as $t^{\prime} \rightarrow t_{0}, t_{0}$ real, $s_{i}\left(t_{0}\right)=4 m^{2}$ : for $s<4 m^{2}$, real, $\ln \left(s-4 m^{2}\right)=i \pi$, if we take the limit from $\Gamma_{i}$ and $\ln \left(s-4 m^{2}\right)=-i \pi$, if we take the limit from $\Gamma_{i}^{*}$. One can verify this leads to a zero of $K_{0}(s, t)$ at $t=t_{0}$ for all $s$. No such discontinuity occurs when $\Gamma_{i}^{\prime}$ is continued by $\Gamma_{i}^{\prime *}$. (ii) Assume now a curve $\Gamma_{i}$ terminates at a point $t_{0}$ on $\operatorname{Im} t=0, t<-4 m^{2}$. It is then "continued", in the sense of Lemma 6 by a curve $\Gamma_{j}^{\prime}\left(\Gamma_{j}^{\prime *}\right)$ and, by real analyticity there must also exist a curve $\Gamma_{i}^{*}$ "beginning" at $t_{0}$. This situation leads to a zero of $K_{0 s}(s, t)$ at $t_{0}$ for all $s$; however, the sense of integration cannot be a priori known so that, in general, a pole might also appear at $t_{0}$. The curves $\Gamma_{j}^{\prime}$ with an end at $t_{0}$ lead in a similar way to a zero or pole of $K_{0 u}(u, t)$ for all $u$. In $K_{0}(s, t)$ these singularities may cancel, so that we can only state that, in general, $K_{0}(s, t) \sim\left(t-t_{0 i}\right)^{2 k} i, k_{i}=-1,0,1$ at these points. (iii) Let $\bar{t}_{0 j}$ be those end points of curves $\Gamma_{i}: t=t_{i}(s), t_{i}(s) \rightarrow \bar{t}_{0 j}$ as $s \rightarrow \infty, s \in C_{s}^{+}$or $s \in C_{s}{ }^{-}$. By (A5) (i) (and real analyticity) they are also end points of a curve $\Gamma_{j}^{\prime}, u \in \mathrm{C}_{\mathrm{u}}^{-}$, or $u \in C_{u}^{+}$. We show in Appendix $H$ [part (ii)] that $K_{0}(s, t) \sim\left(t-t_{0 j}\right)^{-2}$ at these points.

We define thus:

$$
\begin{equation*}
K(s, t)=\prod_{i}\left(t-t_{0, i}\right)^{p_{i}} \prod_{j}\left(t-t_{0 j}\right)^{2} K_{0}(s, t) . \tag{5.5}
\end{equation*}
$$

In (5.5), $p_{i}=-1$ for points of the category (i), $p_{i}=-2 k_{i}$ for points of category (ii).

Theorem 5.1: Define

$$
\begin{equation*}
C(s, t)=\mathscr{F}_{s}(s, t) K(s, t) \tag{5.6}
\end{equation*}
$$

Then: (i) $C(s, t)$ is holomorphic in $\mathscr{M}$; (ii) is real analytic; (iii) for $s \in C_{s}$, it is holomorphic as a function of $t$ in the corresponding cut $t$ plane; (iv) property (iii) holds for $u \in C_{u}$; (v) it is continuous at those $(s, t, u) \in \overline{\mathscr{M}}$ with $s \in C_{s}$ or $u \in C_{u}$, and the other coordinate in $Q_{s}$ or $Q_{u} ;(\operatorname{vi}) A(s, t) / C(s, t)$ is nonvanishing in $\mathscr{M}$; for $s \in C_{s}$ or $u \in C_{u}$, it is nonvanishing in the corresponding cosine plane $Q_{s}$ or $Q_{u}$.

Proof: At each fixed $t \notin \Gamma_{i}, K_{0 s}(s, t)$ is holomorphic in the neighborhood of any point $s \in D_{s}$. Since $D_{s}$ is simply connected, $K_{0 s}(s, t)$ is holomorphic and one valued there. Similarly, $K_{0 u}(u, t)$ is holomorphic and one valued in $D_{u}$. We conclude that $K_{0}(s, t)$ is holomorphic and one valued in $D_{s} \cap D_{u}$ at each $t \notin \Gamma_{i}$.

We can differentiate (5.1) with respect to $t$ at each $t \notin \Gamma_{i}$ and thus $K_{0}(s, t)$ is in fact holomorphic in $\mathscr{D}_{i} \otimes D_{s} \cap \mathscr{D}_{i} \otimes D_{u}$, with respect to both $s$ and $t$. (See Ref. 23.) The function $\mathscr{F}_{s}(s, t)$ is manifestly holomorphic in $s$ and $t$ in the domain above and thus, so is $C(s, t)$, Eq. (5.6).

At fixed $s, K_{0}(s, t)$ has discontinuities along $\Gamma_{i}$ and $\Gamma_{i}^{\prime}$. The poles and zeros in $t$ have been removed by the factors in (5.5). There exists apart from this a cut for $t=-s-x, \operatorname{Im} x=0, x>0$, coming from the logarithm in the exponent of $K_{0 u}(u, t)$. The function $\mathscr{F}_{s}(s, t)$ has discontinuities along $\Gamma_{i}, \Gamma_{i}^{\prime}$, and a cut for $t \geqslant 4 m^{2}$, present in $\Omega_{s}^{(k)}(s, t)$, Eq. (4.15). To establish holomorphy of $C(s, t)$ in $\mathscr{M}$, we show now that the discontinuities across $\Gamma_{i}$ of $\mathscr{F}_{s}(s, t)$ and $K(s, t)$ remove each other in their product.

At points interior to $D_{s}$, there is no difficulty in applying Plemelj's formulas to $C(s, t)$ since the integrands are

Hölder continuous. If $\mathscr{D}_{i+1}$ lies to the left and $\mathscr{D}_{i}$ to the right of $\Gamma_{i}$, which is assumed simple, and if $t$ is not a cusp, we repeat the argument of Sec. III to obtain

$$
\begin{align*}
& \lim _{\substack{t \rightarrow \Gamma_{i} \\
t \in \mathscr{O}_{i+1}}} \mathscr{F}_{s}(s, t) K(s, t)=F_{i+1}(s, t) \bar{K}(s, t)\left(s-s_{i}(t)\right)^{-1 / 2} \\
& \times \exp \left(-P \frac{1}{2 \pi i} \int_{\Gamma_{i}} \frac{\ln \left(s-s_{i}\left(t^{\prime}\right)\right)}{t^{\prime}-t} \frac{w\left(t^{\prime}\right)}{w(t)} d t^{\prime}\right) \\
&= F_{i}(\mathrm{~s}, \mathrm{t}) \bar{K}(s, t)\left(s-s_{i}(t)\right)^{1 / 2} \\
& \times \exp \left(-P \frac{1}{2 \pi i} \int_{\Gamma_{i}} \frac{\ln \left(s-s_{i}\left(t^{\prime}\right)\right)}{t^{\prime}-t} \frac{w\left(t^{\prime}\right)}{w(t)} d t^{\prime}\right) \\
&= \lim _{t \rightarrow \Gamma_{i}} \mathscr{F}_{s}(s, t) K(s, t) \\
& \tag{5.7}
\end{align*}
$$

where we have used the fact that $F_{i+1}(s, t)=\left(s-s_{i}(t)\right)$ $\times F_{i}(s, t), t \in \Gamma_{i}$, and $F_{k}(s, t)$ is the determination of $\mathscr{F}_{s}(s, t)$ in $\mathscr{D}_{k}$; we have written in (5.7) $K(s, t)=\bar{K}(s, t) k_{i}(s, t)$ with $\hbar_{i}(s, t)$ the factor of $K_{0 s}$ corresponding to $\Gamma_{i}$. If $t$ is a cusp of $\Gamma_{i}$, application of $(\mathrm{E} 1)$ shows that $C(s, t)$ is holomorphic there. Thus, $C(s, t)$ is holomorphic in $t$ at all points of $\Gamma_{i}$, except possibly the end points. Since at fixed $t$ on $\Gamma_{i}$, Eq. (5.7) is holomorphic and one valued for $s$ in $D_{s}$, we have succeeded in enlarging the analyticity domain of $C(s, t)$ to $\left(\mathscr{D}_{i}\right.$ $\left.\cup \mathscr{D}_{i+1}\right) \otimes D_{s} \cap\left(\mathscr{D}_{i} \cup \mathscr{D}_{i+1}\right) \otimes D_{u}$.

Consider now a curve $\Gamma_{j}^{\prime}$ : only $K_{0 u}(u, t)$ has a discontinuity there; however, we have to take care that $\mathscr{F}_{s}(s, t)$ is a polynomial in $s$ rather than $u$. We use then the fact that, for $t$ on $\Gamma_{j}^{\prime}, u_{j}(t)-u=s-\bar{s}_{j}(t)\left[\bar{s}_{j}(t)\right.$ is defined in Lemma 6] and obtain

$$
\begin{align*}
& \lim _{\substack{t \rightarrow \Gamma_{j}^{\prime} \\
t \in \mathscr{S}_{j+1}}} \mathscr{F}_{s}(s, t) K(s, t) \\
&= F_{j+1}(s, t) \bar{K}(s, t) \psi(s, t) /\left(u{ }_{j}(t)-u\right)^{1 / 2} \\
&= F_{j+1}(s, t) \bar{K}(s, t) \psi(s, t) /\left(s-\bar{s}_{j}(t)\right)^{1 / 2} \\
&= F_{j}(s, t)\left(u_{j}(t)-u\right)^{1 / 2} \bar{K}(s, t) \psi(s, t) \\
&= \lim _{\substack{t \rightarrow \Gamma_{j}^{\prime} \\
t \in \mathscr{O}_{j}}} \mathscr{F}_{s}(s, t) K(s, t)
\end{align*}
$$

with

$$
\begin{equation*}
\psi(s, t)=\exp \left(-P \frac{1}{2 \pi i} \int_{\Gamma_{j}^{\prime}} \frac{\ln \left(s+t-\bar{s}_{j}\left(t^{\prime}\right)-t^{\prime}\right)}{t^{\prime}-t} d t^{\prime}\right) . \tag{5.9}
\end{equation*}
$$

The reason why we chose opposite signs for $s$ and $u$ in the logarithms appearing in $K_{0 s}$ and $K_{0 u}$ is now apparent: the coefficient of the highest power of $s$ in each of the determinations of $\mathscr{F}_{s}(s, t)$ is unity and we would have obtained a minus sign on the right-hand side of (5.8) had we not made this choice. We have achieved thus analyticity of $C(s, t)$ in $\left(\mathscr{D}_{j} \cup \mathscr{D}_{j+1}\right) \otimes D_{s} \cap\left(\mathscr{D}_{j} \cup \mathscr{D}_{j+1}\right) \otimes D_{u}$, and we can clearly obtain by this method analyticity in $D_{t} \otimes D_{s}$ $\cap D_{t} \otimes D_{u}$, except for isolated planes $t=$ const. These correspond to intersections of several $\Gamma_{i}$ 's or end points of $\Gamma_{i}, \Gamma_{i}^{\prime}$ (with the definitions of the previous section, such end points can lie in $D_{t}$ ).

The case of the intersection of several trajectories is treated precisely as in Sec. II (possibly with the care indicated in Appendix E for cusps). We have still to discuss (i) those points $\bar{t}$ on $\operatorname{Im} t=0, t<-4 m^{2}$ at which a curve $\Gamma_{i}: t=t_{i}(s)$ is "continued" (in the sense of Lemma 6) by $\Gamma_{j}^{\prime}: t=t_{j}(u)$; (ii) those points $\bar{t}_{0, j} \in D_{i}$, with the property that $\lim _{s \rightarrow \infty}$ $t_{i}(s)=\bar{t}_{0, j}$.

We show in Appendix $H$ that $C(s, t)$ is holomorphic in $s$ and $t$ even in the neighborhood of such points, and thus $C(s, t)$ is holomorphic in all of $\mathscr{M}$.

Statement (ii) of the theorem is obvious, since the branches of the logarithm in $K_{0}(s, t)$ have been chosen so as to make it real for $s, t$ real and $\Omega_{s}^{(k)}(t)$ is real analytic by its property (4.25).

Take now $s=s_{0}, s_{0} \in C_{s}$. The argument of the logarithm in $K_{0 s}(s, t)$ in (5.1) has to be defined with care, since we distinguish ${ }^{30}$ between curves $\Gamma_{i}: t=t_{i}\left(s^{\prime}\right), s^{\prime} \in C_{s}^{+}, \Gamma_{j}^{(*)}: t=t_{j}\left(s^{\prime}\right)$, $s^{\prime} \in C_{s}{ }^{-}:$If $s_{0} \in C_{s}^{+}, t^{\prime} \in \Gamma_{i}: \arg \left(s_{0}-s_{i}\left(t^{\prime}\right)\right)=0$ if $s_{0}>s_{i}\left(t^{\prime}\right)$, $\arg \left(s_{0}-s_{i}\left(t^{\prime}\right)\right)=\pi$ if $s_{0}<s_{i}\left(t^{\prime}\right)$; if $t^{\prime} \in \Gamma_{j}^{(*)}$, then $\arg \left(s_{0}-s_{j}\left(t^{\prime}\right)\right)=-2 \pi$, if $s_{0}>s_{j}\left(t^{\prime}\right)$, but $=-\pi$ if $s_{0}<s_{j}\left(t^{\prime}\right)$. If $s_{0} \in C_{s}{ }^{-}, t^{\prime} \in \Gamma_{i}: \arg \left(s_{0}-s_{i}\left(t^{\prime}\right)\right)=2 \pi$ if $s_{0}>s_{i}\left(t^{\prime}\right), \arg \left(s_{0}-s_{i}\left(t^{\prime}\right)\right)=\pi$ if $s_{0}<s_{i}\left(t^{\prime}\right)$; if $t^{\prime} \in \Gamma_{j}^{(*)}$, $\arg \left(s_{0}-s_{i}\left(t^{\prime}\right)\right)=0$, if $s_{0}>s_{j}\left(t^{\prime}\right)$, and $\arg \left(s_{0}-s_{j}\left(t^{\prime}\right)\right)^{\prime}=-\pi$ if $s_{0}<s_{j}\left(t^{\prime}\right)$. With this, the functions $C\left(s_{0}, t\right)$ are well defined and even analytic at all points $t$, with $t \neq t_{i}\left(s_{0}\right)$ for some $i$. The behavior at $t_{0}=t_{i}\left(s_{0}\right)$ is explored as in Appendix E : if $t_{i}\left(s_{0}\right)$ is a regular point of $\Gamma_{i}$, we can repeat the proof without change. If $t_{0}=t_{i}\left(s_{0}\right)$ is a cusp, we can still do the same, provided we show that $\lim _{t \rightarrow t_{0}}\left(s i_{i n}(t)-s_{0}\right) /\left(t-t_{0}\right)_{n}^{p}, p>0$ is the same from all directions as $t \rightarrow t_{0}$. This follows from (A2) and the continuity of $d \zeta / d t$ at the points of $\Gamma_{i}$, with the notation of (E9).

As for (iv), we define first the logarithm for $u$ in $C_{u}$ (we do not distinguish between $\left.\Gamma_{i}^{\prime}, \Gamma_{i}^{(*)}\right)$ : if $u \in C_{u}^{+}$, $\arg \left(u_{i}-u\right)=0$ if $u<u_{i}\left(t^{\prime}\right)$ and $\arg \left(u_{i}-u\right)=-\pi$ if $u>u_{i}\left(t^{\prime}\right)$; if $u \in C_{u}{ }^{-}, u_{i}\left(t^{\prime}\right) \in \Gamma_{i}, \arg \left(u_{i}-u\right)=0$ if $u<u_{i}\left(t^{\prime}\right)$ and $\arg \left(u_{i}-u\right)=\pi$ if $u>u_{i}\left(t^{\prime}\right)$. The property in (iv) is then proved precisely as for $s \in C_{s}$, noting that $s_{i}(t)-s=u-u_{i}(t)$ for $t$ on $\Gamma_{i}$.

The proof of ( $v$ ) follows Appendix $E$ in detail and the proof of (vi) is the same as that of the analogous statement in Theorem 3.1:K $(s, t)$ is constructed soas to be nonvanishing in $\mathscr{H}$. This concludes the proof of Theorem 5.1.

We can now construct

$$
\begin{equation*}
E(s, t)=A(s, t) / C(s, t), \tag{5.10}
\end{equation*}
$$

which is holomorphic and free of zeros in $\mathscr{M}$ and also in the cosine planes corresponding to $s$ or $u$ on the cuts. Moreover, its modulus is known in the "extended physical region" $\mathscr{P}_{s} \cup \mathscr{P}_{t} \cup \mathscr{P}_{u}$. At each fixed $s, t$ or $u$ on the cut, its extension to the corresponding cosine plane is also assumed to be known. We can compute

$$
\begin{equation*}
L(s, t)=\ln ( \pm E(s, t)) . \tag{5.11}
\end{equation*}
$$

For a function $f(s, t)$ continuous and nonvanishing in $\mathscr{M}$, we define $\ln f(s, t)$ along each ray $s=4 m^{2} / 3$ $+\lambda\left(s_{1}-4 m^{2} / 3\right), t=4 m^{2} / 3+\lambda\left(t_{1}-4 m^{2} / 3\right)$, $0<\lambda<\infty$, passing through $s=t=u=4 m^{2} / 3$ and
$\left(s_{1}, t_{1}, u_{1}\right)$ by continuity from the value $\ln f\left(4 m^{2} / 3,4 m^{2} / 3\right)$; one can verify that $\mathscr{M}$ is such that, if $\left(s_{1}, t_{1}, u_{1}\right) \in \mathscr{M}$, then the ray passing through $\left(s_{1}, t_{1}, u_{1}\right)$ is entirely contained in $\mathscr{M}$.
With this definition $\ln f(s, t)$ is continuous in $\mathscr{M}$ and, if $f(s, t)$ is holomorphic in $\mathscr{M}$, so is $\ln f(s, t)$ [which can be written as $\int_{\text {ray }}^{(s, t, t)} f^{\prime}(s(\lambda), t(\lambda)) / f(s(\lambda), t(\lambda)) d \lambda$.] Wecanchoosethesignof $E(s, t)$ in (5.11) so that $L(s, t)$ is real for $s, t, u$ real.

Then, at fixed $s \in C_{s}{ }^{+}$,

$$
\begin{equation*}
L(s, t)+L^{*}\left(s, t^{*}\right)=\ln \left(E(s, t) E^{*}\left(s, t^{*}\right)\right)+2 k \pi i=h_{1}(s, t) . \tag{5.12}
\end{equation*}
$$

With the above definition of the logarithm,
$\ln \left(E(s, t) E^{*}\left(s, t^{*}\right)\right)$ can be chosen real for $t$ real, $s \in C_{s}^{+}$and thus $k=0$. Clearly, at fixed $u \in C_{u}{ }^{+}$, it is true that

$$
\begin{equation*}
L(u, t)+L^{*}\left(u, t^{*}\right)=\ln \left(E(u, t) E^{*}\left(u, t^{*}\right)\right)=h_{2}(u, t) . \tag{5.13}
\end{equation*}
$$

By real analyticity, $L^{*}\left(s, t^{*}\right)=L\left(s^{*}, t\right)$, etc. We define

$$
\begin{equation*}
l(s, t)=\frac{L(s, t)}{\left(4 m^{2}-s\right)^{1 / 2}\left(4 m^{2}-u\right)^{1 / 2}} \tag{5.14}
\end{equation*}
$$

with the root negative imaginary above the cut $s \geqslant 4 m^{2}$ ( $u \geqslant 4 m^{2}$ ). We can then write (5.12) and (5.13) as
$l(s, t)-l\left(s^{*}, t\right)=\frac{i h_{1}(s, t)}{\left(s-4 m^{2}\right)^{1 / 2}\left(4 m^{2}-u\right)^{1 / 2}}, \quad s \in C_{s}^{+}$,
$l(u, t)-l\left(u^{*}, t\right)=\frac{i h_{2}(u, t)}{\left(4 m^{2}-s\right)^{1 / 2}\left(u-4 m^{2}\right)^{1 / 2}}, u \in C_{u}^{+}$.

We show below that for $t \in \mathscr{D}_{i}, l(s, t)$ satisfies an unsubtracted dispersion relation as a consequence of assumption (A6). If this is granted, we can write, using (5.15) and (5.16)

$$
\begin{align*}
l(s, t)= & \frac{1}{2 \pi} \int_{4 m^{2}}^{\infty} \frac{h_{1}\left(s^{\prime}, t\right) d s^{\prime}}{\left(s^{\prime}-4 m^{2}\right)^{1 / 2}\left(4 m^{2}-u^{\prime}\right)^{1 / 2}\left(s^{\prime}-s\right)} \\
& +\frac{1}{2 \pi} \int_{4 m^{2}}^{\infty} \frac{h_{2}\left(u^{\prime}, t\right) d u^{\prime}}{\left(u^{\prime}-4 m^{2}\right)^{1 / 2}\left(4 m^{2}-s^{\prime}\right)^{1 / 2}\left(u^{\prime}-u\right)} . \tag{5.17}
\end{align*}
$$

This defines $E(s, t)$ completely, and the construction of $A(s, t)$ is finished:

$$
\begin{equation*}
A(s, t)= \pm C(s, t) E(s, t) \tag{5.18}
\end{equation*}
$$

We must still show that $l(s, t)$ satisfies the dispersion relation (5.17). To this end, we notice first that, at each fixed $t$, as a consequence of (A6), the amplitude $A(s, t)$ can be written as

$$
\begin{equation*}
A(s, t)=\Omega_{t}(s) \Omega_{t}(u) P(s, t) \tag{5.19}
\end{equation*}
$$

with $P(s, t)$ a polynomial in $s$, and $\left[\phi_{t}(s)\right.$ is the phase of $\left.A(s, t), s \in C_{s}\right]$

$$
\begin{equation*}
\Omega_{t}(s)=\exp \left[\frac{s}{\pi} \int_{4 m^{2}}^{\infty} \frac{\phi_{t}\left(s^{\prime}\right)}{s^{\prime}\left(s^{\prime}-s\right)} d s^{\prime}\right] \tag{5.20}
\end{equation*}
$$

The argument that the representation (5.19) is valid under assumption (A6) is standard; with more general assumptions than here it can be found in, e.g., Ref. 31. Further, $C(s, t)$ can be written as $\mathscr{F}_{s}(s, t) K(s, t)$ and $\mathscr{F}_{s}(s, t)$ reduces for $t \in \mathscr{D}_{i}$ to a polynomial in $s, F_{i}(s, t)$. By construction, $F_{i}(s, t)$ and $P(s, t)$
have the same roots at fixed $t$, so that we can write

$$
\begin{equation*}
E(s, t)=c_{0}(t) \Omega_{t}(s) \Omega_{t}(u) / K(s, t) \tag{5.21}
\end{equation*}
$$

with $c_{0}(t)$ a constant at each fixed $t$. None of the factors on the right-hand side vanishes for $s \in Q_{t}$ and our purposes will be attained if we show that, for $f(s, t)$ equal in turn to $\Omega_{t}(s), \Omega_{t}(u), K(s, t)$,

$$
\begin{equation*}
l_{f}(s, t)=\frac{\ln f(s, t)}{\left(4 m^{2}-s\right)^{1 / 2}\left(4 m^{2}-u\right)^{1 / 2}} \tag{5.22}
\end{equation*}
$$

satisfies a dispersion relation. To this end, it is enough to show that: (i) $\operatorname{Im} l_{f}(s, t)<K /|s|^{\alpha}$, for some $\alpha>0$ and that, (ii), as $|s| \rightarrow \infty$ in all directions of the complex plane

$$
\begin{equation*}
\left|l_{f}(s, t)\right|<\text { const } \frac{|\ln | \sin \theta|\mid}{|s|^{\alpha}}=B(|s|, \theta) . \tag{5.23}
\end{equation*}
$$

If this is so, then, by (i) the right-hand side of Eq. (5.17) can be written for each $\operatorname{Im} l_{f}$ and defines a function $\bar{l}_{f}(s, t)$ which obeys the bound (5.23) as $|s| \rightarrow \infty$, in all complex directions. The difference $\Delta_{f}=l_{f}(s, t)-\bar{l}_{f}(s, t)$ is thus a function holomorphic for all finite $s$ and satisfying the bound (5.23). Writing then that $\left|\Delta_{f}(s, t)\right|$ is less than the modulus of a function having no zeros inside the circle of radius $k|s|, k>1$ and having a modulus on that circle equal to $B(k|s|, \theta)$, Eq. (5.23), we can verify that $\left|\Delta_{f}(s, t)\right|$ can in fact be bounded by arbitrarily small numbers, provided $k$ is chosen sufficiently large. Thus, $\Delta_{f}(s) \equiv 0$.

We must therefore verify (i) and (ii) above. From (5.20) and (A6), for $s$ sufficiently large, $\operatorname{Re} \ln \Omega_{t}(s)<$ const $\times \ln s$, for $s \in C_{s}$ and the same is true for $\Omega_{t}(u)$. Also, one can verify that, for $s$ complex, if (A6) (ii) is true

$$
\begin{equation*}
\left|\ln \Omega_{t}(s)\right| \leqslant \text { const } \ln (|s| /|\sin \theta|), \tag{5.24}
\end{equation*}
$$

which implies ( 5.23 ) for $f=\Omega_{t}(s), \Omega_{t}(u)$. There might still exist isolated points where $\operatorname{Re}\left(\ln \Omega_{t}(s)\right)$ increases logarithmically [the isolated zeros of $A(s, t)$ ]. Then, the difference $\Delta_{\Omega}$ between $l_{\Omega}$ and $\bar{l}_{\Omega}$ in the argument above might have isolated singularities at these points; however, these are such that $\lim _{s \rightarrow s_{0}}\left(s-s_{0}\right) \Delta_{\Omega}(s)=0\left(s_{0}\right.$ is such a point $)$; this means $\Delta_{\Omega}(s)$ is holomorphic at $s_{0}$ and there is no change in the proof. Thus, if $f=\Omega_{t}(s), \Omega_{t}(u), l_{f}(s, t)$ does satisfy a dispersion relation. To show that $l_{K}$ satisfies it, we shall establish for the exponent $I(s, t)$ of $K_{0 s}(s, t)$ the bound

$$
\begin{equation*}
|I(s, t)|<\widehat{K}(r, t)|\ln | s \| \tag{5.25}
\end{equation*}
$$

with $r$ the distance from $t$ to the boundary $\partial \mathscr{D}_{i}$ of $\mathscr{D}_{i}$. This bound is valid for all $s$ in $D_{s} \cup C_{s}^{+} \cup C_{s}^{-}$and its verification finishes the proof if $t \in \mathscr{D}_{i}$. It is enough to consider the contribution $I_{i}(s, t)$ of a single curve $\Gamma_{i}$; we write

$$
\begin{equation*}
\left|I_{i}(s, t)\right| \leqslant \frac{1}{2 \pi r|w(t)|} \int_{a_{i}}^{b_{i}}\left|\ln \left(s-s^{\prime}\right)\left\|w\left(t_{i}\left(s^{\prime}\right)\right)\right\| \frac{d t_{i}}{d s^{\prime}}\right| d s^{\prime} \tag{5.26}
\end{equation*}
$$

where $b_{i}$ can be finite or infinite. If $b_{i}$ is finite, then (5.25) is straightforward. If $b_{i}$ is not finite, we write

$$
\begin{align*}
\left|I_{i}(s, t)\right| \leqslant & \frac{1}{2 \pi r}\left[\int_{a_{i}}^{|s|-1}+\int_{|s|-1}^{|s|+1}+\int_{|s|+1}^{\infty}\right] \\
& \times\left(\frac{\left|\ln \left(s-s^{\prime}\right)\right|}{|w(t)|}\left|w\left(t_{i}\left(s^{\prime}\right)\right)\right|\left|\frac{d t_{i}}{d s^{\prime}}\right| d s^{\prime}\right) \\
= & I_{i 1}(s, t)+I_{i 2}(s, t)+I_{i 3}(s, t) \tag{5.27}
\end{align*}
$$

Clearly,

$$
\begin{align*}
\left|I_{i 1}(s, t)\right| & \leqslant \frac{1}{2 \pi r} \max _{a<s^{\prime}<|s|-1}\left|\ln \left(s-s^{\prime}\right)\right| \frac{1}{|w(t)|} \\
& \times \int_{a}^{\infty}\left|w\left(s^{\prime}\right)\left\|\frac{d t_{i}}{d s^{\prime}}\right\| d s^{\prime}\right| \leqslant \frac{M_{i}(t)}{2 \pi r}|\ln | \mathrm{s}| | . \tag{5.28}
\end{align*}
$$

For $I_{i 2}(s, t)$, we use (for $s \neq s^{\prime}$ )

$$
\begin{align*}
\left|\ln \left(s-s^{\prime}\right)\right| & \leqslant|\ln | s-s^{\prime}| |+\text { const; }|\ln | s-s^{\prime}| | \\
& \leqslant \ln \max \left(1 /\left|s^{\prime}-\left|s \|,\left|s^{\prime}+|s|\right|\right)\right.\right. \\
& \leqslant-\ln \left|s^{\prime}-|s|\right|+\ln \left|s^{\prime}+|s|\right|, \\
\left|I_{i 2}(s, t)\right| & \leqslant \frac{M_{i}^{\prime}(t)}{2 \pi r}+\frac{\ln |s|}{2 \pi r} M_{i}^{\prime \prime}(t) . \tag{5.29}
\end{align*}
$$

For the third integral, we write

$$
\begin{align*}
\left|\ln \left(s-s^{\prime}\right)\right| & \leqslant \ln \left|s-s^{\prime}\right|+\text { const } \leqslant \ln \left(|s|+s^{\prime}\right)+\text { const } \\
& \leqslant \ln s^{\prime}+\text { const }, \tag{5.30}
\end{align*}
$$

where we have used that $|s|<s^{\prime},\left|s-s^{\prime}\right|>1$. The resulting integral converges and tends to zero as $|s| \rightarrow \infty$. This proves (5.25) for $t \in \mathscr{D}_{i}$. With more careful estimates, we show in Appendix I that the factor $\widehat{K}(r, t)$ in (5.25) does not get unbounded as $t$ approaches $\Gamma_{i}$, but rather stays finite if $t$ is not such that $\left|s_{i}\left(t^{\prime}\right)\right| \rightarrow \infty$ as $t^{\prime} \rightarrow t$. In the latter case, we can only show that $|I(s, t)|<\widehat{K}(t) \ln ^{2}|s|$, which is still enough to justify (5.24). This is also shown in Appendix I.

This ends the construction of $A(s, t)$.
Clearly, we could have obtained $A(s, t)$ starting from the modulus in the $s$ and $t$ channels instead of $s$ and $u$. As in Sec. III, there is the difficulty that $C(s, t)$ is singular at the end points of the curves $\Gamma_{i}$ but, at each fixed $s,|\ln C(s, t)|$ is integrable, so that the construction can still be done. The condition that the amplitude obtained by the two routes is the same gives a continuous set of sum rules, to be fulfilled by the modulus in the $t$ channel, if the problem is to have a solution.

An example of the construction of $A(s, t)$ in $\mathscr{M}$ is given in Appendix J.

## VI. CONCLUSIONS

Equations (5.18), (5.17), (5.14), (5.11), (5.6), (5.5), (5.1), (4.29), (4.23), (2.18), and (4.15) allow an explicit construction of the amplitude $A(s, t, u)$, holomorphic in the Mandelstam domain, starting from its modulus in the three channels and a certain resolution of the discrete ambiguity in all channels. This achieves the aim stated in the Introduction.

The sequence of equations above has been derived starting from an amplitude $A(s, t, u)$ obeying analyticity in two variables in the Mandelstam domain and certain restrictions (A1)-(A7), Sec. IV. In the course of the paper, it turned out that the data of the problem-the modulus and the position of the zero trajectories-must be suitably restricted in order to be compatible with the analyticity properties of $A(s, t, u)$. These restrictions are given by conditions (4.28) for the position of the zero trajectories and by the equality of the results of the two possible constructions (5.18), starting from the modulus distribution in the $s$ and $u$ channels and $s$ and $t$ channels in turn.

In fact, we can state that equations (4.28) are sufficient conditions for picking out a resolution of the discrete ambi-
guity that is consistent with two-variable analyticity. Indeed, given oriented curves $\Gamma_{i}, \Gamma_{j}^{\prime}\left[\right.$ i.e., functions $t_{i}(s), t_{j}(u)$, $\left.s \in C_{s}, u \in C_{u}\right]$ and sets of $n_{j}$ functions $s_{k_{l}}(t), l=1, \ldots, n_{j}$ defined on intervals $\left(t_{j}, t_{j+1}\right)$ of $C_{t}$, we can construct a function $C(s, t)$, holomorphic in two variables in the Mandelstam domain and having the prescribed zero trajectories, as $s, t$ or $u$ take on physical values. The function $C(s, t)$ is given by Eq. (5.6).

In general, Eqs. (4.28) are not sufficient to eliminate all but one solution of the discrete ambiguity. It is easy to find examples where coherent reflections are possible, so that the identities (4.28) are left unimpaired. It is interesting to notice that, because of the reflection symmetry of the patterns of zeros in $D_{t}$, another solution of the discrete ambiguity leaves the pattern completely unchanged, except for the reversal of the sense of some curves $\Gamma_{i}\left(\Gamma_{i}^{i}\right)$ and the replacement of the inverse functions $\sigma_{i}(\tau)$ of these curves by their complex conjugate; one might also need the replacement of some functions $\sigma_{i}(\tau)$ on $C_{t}$ by their conjugate.

It is presumably true that if several solutions to (4.28) are available, and the given modulus of $A(s, t)$ satisfies the consistency conditions for one of the solutions, then it satisfies them for all the others. However, a proof of this statement is lacking at present.

The construction of amplitudes holomorphic in the Mandelstam domain required the use of a number of assumptions. We introduced them proceeding by analogy with the construction of Sec. II and III of amplitudes $f(\sigma, \tau)$, holomorphic in a neighborhood of $\overline{\mathscr{B}}=\{|\sigma| \leqslant 1 \otimes|\tau| \leqslant 1\}$. Let us recall these assumptions and their role shortly.

Assumption (A1) concerns the continuity of the amplitude at boundary points; it ensures that we can talk locally about zero trajectories and that their images in the $t$ plane have a continuous tangent vector, except for some special points. Assumption (A2) allows one to "continue" zero trajectories on larger intervals of energy and specifies the nature of the cusps. Assumption (A3) is the most drastic one: there are a finite number of zero trajectories. This is in particular violated if the amplitude saturates the Froissart bound ${ }^{32,33}$ or obeys some form of geometrical scaling. ${ }^{34}$ If (A3) is dropped, one has to account for the convergence of the various series occurring in (4.15) and (4.23). Assumption (A3') states, e.g., that there are no zero trajectories running along the cuts of the $t$ plane as $s$ moves on $C_{s}$. By a treatment similar to Appendix C, (A3') may be dropped. Assumption (A4) restricts the behavior of the trajectories at end points and ensures that continuations of the inverse functions around these points can be performed (Lemma 6). Assumption (A5) restricts the behavior of zeros at infinity and (A6) restricts the behavior of both the modulus of the amplitude at large $s, t, u$ and of its phase along the cuts. Finally (A7) is rather artificial and ensures that only a finite number of domains occur in the complement of the images of the curves $\Gamma_{i}$ in $D_{i}$. Presumably this assumption is unnecessary.

The problem of constructing amplitudes starting from experimental information, in such a way that they are compatible with analyticity in two variables, has been considered in the past in other works from a somewhat different point of view. In Ref. 35 the authors set up a family of functions,
holomorphic in $\mathscr{M}$, so that any amplitude satisfying an unsubtracted Mandelstam representation may be expended in terms of them. Applications to $\pi \pi$ scattering are discussed in Ref. 36. The clear difficulty of this method is that the functions in question are not orthogonal in the physical region, but rather in the double spectral domain. Consequently, the number of terms needed by the expansion to reproduce the details of the amplitude is very large and not easy to control.

In Ref. 37 (and papers cited therein) the authors discuss a two-variable (energy and angle) expansion of the amplitude, up to a given energy, in a certain channel, in terms of basis functions of irreducible representations of $O(4)$. It is, however, not their concern to ensure the correct global analyticity properties of the amplitude.

The interest in the problem of constructing scattering amplitudes given the modulus in the three channels stems mainly from the fact that its statement is very simple, and the differences between the treatment in one complex variable and that in two variables are substantial. It appeared to the author as a surprise that such a construction can be performed explicitly. From a practical point of view, it is difficult to ascertain at present whether these methods can be applied in particle physics. However, related procedures are certainly of interest in optics, in the problem of phase retrieval from a single, two-dimensional intensity distribution. ${ }^{38,39}$

## APPENDIX A: WEIERSTRASS' PREPARATION THEOREM

We use Weierstrass' preparation theorem many times in this paper. In this Appendix, we recall it and make some comments on its use and on the implicit function theorem in complex function theory.

One possible statement of Weierstrass' theorem for the case of two variables is (Ref. 16, p. 86):

Let $F(s, t)$ be holomorphic in $s, t$ in a domain $D$ and let $F\left(s_{0}, t_{0}\right)=0,\left(s_{0}, t_{0}\right) \in D$, but $F\left(s_{0}, t\right) \not \equiv 0$. Then, there exists a neighborhood $U \times V$ of $\left(s_{0}, t_{0}\right)$, where $F(s, t)$ can be written in the form

$$
\begin{align*}
F(s, t) & =\left(\left(t-t_{0}\right)^{n}+a_{1}(s)\left(t-t_{0}\right)^{n-1}+\cdots+a_{n}(s)\right) \Omega(s, t) \\
& =W_{s_{0}}(s, t) \Omega(s, t) \tag{Al}
\end{align*}
$$

where $n$ is an integer $\geqslant 1, \Omega(s, t)$ is a holomorphic and nonvanishing function of $s, t$ in $U \times V, a_{1}(s), a_{2}(s), \cdots a_{n}(s)$ are holomorphic functions of $s$, for $s$ in $U$ and

$$
\begin{equation*}
a_{1}\left(s_{0}\right)=a_{2}\left(s_{0}\right)=\cdots=a_{n}\left(s_{0}\right)=0 \tag{A2}
\end{equation*}
$$

Thus the zeros of $F(s, t)$ can be described in the neighborhood $U \times V$ of $\left(s_{0}, t_{0}\right)$ by a "Weierstrass pseudopolynomial" $W_{s_{0}}(s, t)$ "with peak at $s_{0}$."

If one drops the assumption $F\left(s_{0}, t\right) \neq 0$, then it can be shown (Ref. 16, p. 89) that, for two complex variables the decomposition of $F(s, t)$ in $U \times V$ reads

$$
\begin{equation*}
F(s, t)=\left(s-s_{0}\right)^{\rho} W_{s_{0}}(s, t) \Omega(s, t) \tag{A3}
\end{equation*}
$$

for some integer $p$.
a. We first point out that Weierstrass' theorem contains the usual implicit function theorem for holomorphic functions.

To this end, we verify first that $\partial F / \partial t\left(s_{0}, t_{0}\right) \neq 0$ implies
that $p=0$ and $n=1$ in (A3). Then we see from (A1) that if $F\left(s_{0}, t_{0}\right)=0$ and $\partial F / \partial t\left(s_{0}, t_{0}\right) \neq 0, F$ holomorphic in a domain $D_{1} \otimes D_{2}\left(\ni\left(s_{0}, t_{0}\right)\right)$, there exists a neighborhood $U$ of $s_{0}$ and a function $t(s)=t_{0}-a_{1}(s)$, holomorphic in $U$, with values in $D_{2}$, such that $t\left(s_{0}\right)=t_{0}$ and $F(s, t(s)) \equiv 0$, for $s \in U$, as stated by the implicit function theorem.
b. Weierstrass' theorem makes precise the behavior of the solutions $t(s)$ of $F(s, t)=0$ at points where $\partial F /$ $\partial t(s, t)=0$.

Namely, the solutions $t(s)$ of $F(s, t)=0$ can have at most algebraic branch points of order ( $2 \leqslant) \mathrm{p} \leqslant \mathrm{n}$ at points $s_{0}, t_{0}$ where $\partial F / \partial t\left(s_{0}, t_{0}\right)=0$. In the neighborhood of these points a solution $t(s)$ can be expanded as

$$
\begin{equation*}
t(s)=t_{0}+a_{1}\left(s-s_{0}\right)^{1 / p}+a_{2}\left(s-s_{0}\right)^{2 / p}+\cdots \tag{A4}
\end{equation*}
$$

and the expansion has a finite radius of convergence.
To show how these statements follow from Weierstrass' theorem, we shall quote some intermediate steps of the proof, to be found in Ref. 16, p. 92 ff. These statements may also clarify the meaning of Weierstrass' theorem:

1. Each pseudopolynomial $W_{s_{0}}(s, t)$ can be written in a unique manner as a product of irreducible pseudopolynomials $W_{s_{0}}^{(i)}(s, t)$, with the same peak

$$
\begin{equation*}
W_{s_{0}}(s, t)=\prod_{i} W_{s_{0}}^{(i)}(s, t) \tag{A5}
\end{equation*}
$$

(see Ref. 16, p. 94).
2. For an irreducible pseudopolynomial $W_{s_{0}}(s, t)$ all the roots of the equation in $t: W_{s_{0}}(s, t)=0$ are distinct, if $s$ lies in a sufficiently small neighborhood $U_{0}$ of $s_{0}\left(s \neq s_{0}\right)$ (see Ref. 16, p. 94).

Consequently, we can apply the implicit function theorem to the equation $W_{s_{0}}(s, t)=0$ at all points in $U_{0} \times \mathscr{C}$, except for $\left(s_{0}, t_{0}\right)$ to find a solution $t(s)$ and then its continuation as $s$ moves in $U_{0}$ around $s_{0}$.
3. If $W_{s_{0}}(s, t)$ is irreducible, then any root $t(s)$ of $W_{s_{0}}(s, t)=0$ at $s \neq s_{0}, s \in U_{0}$, can be obtained from any other one $t\left(s_{1}\right), s_{1} \in U_{0}^{\prime} \subset U_{0}, s_{0} \notin U_{0}^{\prime}$, by analytic continuation along a suitable path in $U_{0}$, avoiding $s_{0}$ (cf. Ref. 16, p. 109).

As a consequence, if $W_{s_{0}}(s, t)$ is irreducible and has degree $p$ with respect to $t$, if we continue analytically a root $t\left(s_{1}\right)$, defined on $U_{0}^{\prime} \subset U_{0}, s_{0} \notin U_{0}^{\prime}$, along a path surrounding $s_{0}$, we recover the function with which we started after precisely $p$ turns. In other words, $W_{s_{0}}(t)$ defines a function $t(s)$ which has a branch point of order $p$ at $s_{0}$.

We now introduce the variable $u$ by $s=s_{0}+u^{P}$. The function $t=t\left(s_{0}+u^{P}\right)=t(u)$ is then uniform with respect to $u$ in a neighborhood $\mathscr{U}$ of $u=0$ and, since it is bounded, it is holomorphic in $\mathscr{U}$. We can thus write

$$
\begin{equation*}
t(u)=\sum_{n} c_{n} u^{n}=\sum_{n} c_{n}\left(s-s_{0}\right)^{n / p} \tag{A6}
\end{equation*}
$$

and the expansion converges in a disk contained in $\mathscr{U}$.
c. Thus, a solution $t(s)$ of $F(s, t)=0$ with $F(s, t)$ holomorphic in a domain $D_{s} \times D_{t}$, will be a holomorphic function of $s$ in $D_{s}$ except for isolated algebraic branch points.

There will exist, in general, several solutions $t(s)$ with $t$ in $D_{t}$ for $s$ in $D_{s}$. Assume that for each $s$ in $D_{s}$ there are $n$
solutions with $t$ in $D_{t}$. Then, although each of these functions have in general branch points in $D_{s}$, the symmetric sums

$$
\begin{equation*}
S_{k}(s)=\sum_{i=1}^{n}\left(t_{i}(s)\right)^{k}, k=1,2, \ldots, n \tag{A7}
\end{equation*}
$$

are holomorphic functions for $s$ in $D_{s}$.
This can be seen in two ways: the first is applying Weierstrass' theorem to those points where one of the $t_{i}$ 's has branch points. If we continue $S_{k}(\mathrm{~s})$ around such a point, we get a function which is uniform (and thus, since bounded, holomorphic even at $s_{0}$ ) because we just permute the indices of the branches of the algebraic function $t(s)$. The other method used in fact to prove Weierstrass' theorem (see Ref. 16, p. 86), is to write $S_{k}(\mathrm{~s})$ as

$$
\begin{equation*}
S_{k}(\mathrm{~s})=\frac{1}{2 \pi i} \oint_{\partial D_{t}} t^{k} \frac{\partial F / \partial t(s, t)}{F(s, t)} \tag{A8}
\end{equation*}
$$

where the integral is performed counterclockwise along the boundary of $D_{t}$, where $F(s, t) \neq 0$ for $s$ in $D_{s}$ (and we assumed for simplicity that $D_{t}$ is bounded and the length of $\partial D_{t}$ is finite). The functions $S_{k}(s)$ in (A7) are holomorphic in $D_{s}$, since the integrand is holomorphic in $D_{s}$ and the integral is done on a finite interval.

If the $S_{k}(s)$ are known, one can construct algebraically the "symmetric combinations" of the roots $t_{i}(s)$, defined as

$$
\begin{gather*}
\beta_{1}(s)=-\sum_{i=1}^{n} t_{i}(s) \\
\beta_{2}(s)=\sum_{i>j} t_{i}(s) t_{j}(s)  \tag{A9}\\
\vdots \\
\beta_{n}(s)=\prod_{i=1}^{n} t_{i}(s)(-1)^{n}
\end{gather*}
$$

These functions are holomorphic functions of $s$ in $D_{s}$ and are the coefficients of a polynomial $P(s, t)$ which vanishes in $D_{s} \otimes D_{t}$ precisely where $F(s, t)$ vanishes

$$
\begin{equation*}
P(s, t)=\sum_{k=0}^{n} t^{k} \beta_{n-k}(s) . \tag{A10}
\end{equation*}
$$

Thus, in $D_{s} \otimes D_{t}$, we can write

$$
\begin{equation*}
F(s, t)=P(s, t) \Omega(s, t) \tag{A11}
\end{equation*}
$$

with $\Omega(s, t)$ nonvanishing in $D_{s} \otimes D_{l}$.

## APPENDIX B: THE CURVES $\gamma_{1}: \tau=\tau_{1}(\sigma)$

We prove in this Appendix properties (a)-(f) of the curves $\gamma_{i}$, defined in Sec. II. We denote by $\bar{\gamma}_{i}$ the image set in the $\tau$ plane of the trajectory function $\gamma_{i}: \tau=\tau_{i}(\sigma),|\sigma|=1$.

The curve $\gamma_{i}$ has clearly a continuous tangent (i.e., $d \operatorname{Re} \tau / d \operatorname{lm} \tau$ or the reciprocal are continuous functions of the parameter $\sigma$ ) at all points $\tau_{0}$ where $d \tau_{i} / d \sigma \neq 0$ and finite. At such points, we can define an inverse function $\sigma_{i}(\tau)$, $d \sigma_{i} / d \tau \neq 0$, holomorphic in the neighborhood of $\tau_{0}$. The function $\sigma_{i}(\tau)$ has unit modulus on $\gamma_{i}$.

If $d \tau_{i} / d \sigma$ is not finite at $\sigma=\sigma_{0}, \tau_{i}\left(\sigma_{0}\right)=\tau_{0}$, we know from Eq. (A4) that the change of variable $\tilde{\sigma}=\left(\sigma-\sigma_{0}\right)^{1 / p}$, $p>1$, integer, renders $d \tau_{i} / d \tilde{\sigma}$ finite or zero. Thus, $\left|d \tau_{i} / d \sigma\right|$ is integrable at $\sigma_{0}$. Several curves $\gamma_{j}: \tau=\tau_{j}(\sigma)$ meet at $\tau_{0 j}=\tau_{j}\left(\sigma_{0}\right)$; we have a choice as to the definition of $\gamma_{i}$ on
both sides of $\tau_{0}$. As stated in the text, we choose as continuation the image through $\tau_{i}(\tilde{\sigma})$ of a line making an angle $\pi / p$ in the $\tilde{\sigma}$ plane with the original direction (in a clockwise sense). We obtain thus, in general, a cusp of $\gamma_{i}$. The inverse function $\sigma_{i}(\tau)$ maybe holomorphic in a neighborhood of $\tau_{0}=\tau_{i}\left(\sigma_{0}\right)$, or have a branch point at $\tau_{0}$.

If $d \tau_{i} / d \sigma=0$ at $\sigma=\sigma_{0}$, a cusp of $\gamma_{i}$ might appear, although not necessarily [compare the situations of $\tau-(\sigma-1)^{2}=0$ which has a cusp at $\tau=0$ with that of $\tau-(\sigma-1)^{3}=0$ which has no cusp]. It is not necessary that other $\gamma_{l}$ meet $\gamma_{i}$ at $\tau_{0}$, but this may certainly be so [see $\left.\tau^{2}-(\sigma-1)^{5}=0\right]$. The inverse function $\sigma_{i}(\tau)$ has a branch point at $\tau_{0}$ and is Hölder continuous along $\gamma_{i}$, with some rational index.

We next show that there are only a finite number of points along $|\sigma|=1$, where $d \tau_{i} / d \sigma$ is not finite or zero. To this end, assume that an infinite sequence of such points existed; then it would accumulate at $\left(\sigma_{0}, \tau_{0}\right)$ in
$\overline{\mathscr{B}},\left|\sigma_{0}\right|=1$ and $f\left(\sigma_{0}, \tau_{0}\right)=0$. From Weierstrass' preparation theorem, the zeros of $f(\sigma, \tau)$ are described in a neighborhood $U_{\sigma_{0}} \times U_{\tau_{0}}$ of ( $\sigma_{0}, \tau_{0}$ ) by a finite product of irreducible pseudopolynomials $W_{\sigma_{0}}^{(k)}(\sigma, \tau)$, with coefficients holomorphic in $U_{\sigma_{0}}$. Each $W_{o_{0}}^{(k)}(\sigma, \tau)$ describes locally a function $\tau_{k}(\sigma)$ and for at least one of these, say $\tau_{1}(\sigma)$, and infinity of points $\sigma_{n} \rightarrow \sigma_{0}$ should exist where $d \tau_{1} / d \sigma=\infty$ or zero. However, (see Appendix A), there exists a neighborhood $U_{0}$ of $\sigma_{0}$, so that all functions $\tau_{k}(\sigma)$, described by $W_{\sigma_{0}}^{(k)}(\sigma, \tau)$, $k=1,2, \ldots$, are holomorphic in $U_{0}$, except at $\sigma_{0}$. Consequently, there cannot be an accumulation to $\sigma_{0}$ of points $\sigma_{n}$, with $d \tau_{1} / d \sigma$ not finite or zero, except if $\tau_{1}(\sigma)$ is holomorphic at all $\sigma_{n}$, and $d \tau_{1} / d \sigma\left(\sigma_{n}\right)=0$. This implies, however, that $\tau_{1}(\sigma)=$ const $=\tau_{0}$, a situation which we can exclude for simplicity.

The argument shows that, even if all zero surfaces of $f(\sigma, \tau)$ are included, the number of points where $d \tau_{i} / d \sigma=0$ or infinite in $\overline{\mathscr{B}}$ is finite.

We now consider property (c): if a curve $\gamma_{1}$ stays entirely contained in $|\tau|<1$, then we must show that it has to be closed. To this end we consider the images $\mathscr{J}_{k}=\left(\tau_{i}^{(k)}\left(\sigma_{1}\right)\right.$, $\left.\tau_{i}^{(k)}\left(\sigma_{2}\right)\right)$ of an interval $\left(\sigma_{1}, \sigma_{2}\right)$ along $|\sigma|=1\left(\left|\sigma_{1}\right|=1,\left|\sigma_{2}\right|=1\right)$, under the successive branches $\tau_{i}^{(k)}(\sigma)$, reached by counterclockwise continuation along $|\sigma|=1$ (with the usual convention). According to property (a), we are free to assume that there are no branch points of $\tau_{i}(\sigma)$ on $\left(\sigma_{1}, \sigma_{2}\right)$. Also, if $N$ is the number of roots in $\tau$ of $f(\sigma, \tau)=0$ in $|\tau|<1$ at $\sigma \in\left(\sigma_{1}, \sigma_{2}\right)$, it stays constant along $\left(\sigma_{1}, \sigma_{2}\right)$ if the latter is sufficiently small; thus the zero trajectories of $f(\sigma, \tau)$ consist on $\left(\sigma_{1}, \sigma_{2}\right)$ of $N$ functions of $\sigma, \tilde{\tau}_{j}(\sigma)$, $j=1,2, \ldots, N$, holomorphic on $\left(\sigma_{1}, \sigma_{2}\right)$ and whose images are the segments $I_{j}=\left(\tilde{\tau}_{j}\left(\sigma_{1}\right), \tilde{\tau}_{j}\left(\sigma_{2}\right)\right)$. It follows that the images $\mathscr{J}_{k}$ must coincide with a subset of the $I_{j}$ 's. Thus, by analytic continuation, we can obtain only a finite number of images $\mathscr{J}_{k}$. Let the sequence of distinct images obtained by continuation from $\mathscr{J}_{1}$ be $\mathscr{J}_{1}, \mathscr{J}_{2}, \ldots, \mathscr{J}_{m}$. We still have to show that, if we continue $\tau_{1}(\sigma)$ further (with the usual convention at branch points), we have to reach $\mathscr{F}_{1}$, so that, indeed, the curve will be closed. Assume we obtained, however, $\mathscr{J}_{k}, k \neq 1,(1<k<m)$. If we continue counterclockwise further, we must obtain a loop consisting of $\left(\mathscr{J}_{k}\right.$,
$\left.\mathscr{J}_{k+1}, \ldots, \mathscr{J}_{m}\right)$ by the uniqueness of analytic continuation. But continuing around $|\sigma|=1$ in the reverse sense, starting from $\left(\sigma_{1}, \sigma_{2}\right)$ and $\mathscr{J}_{k}$ we obtain either $\mathscr{J}_{k-1}$ or $\mathscr{J}_{m}$, and $\mathscr{J}_{k-1} \neq \mathscr{J}_{m}$, if $k \neq 1$. This is, however, impossible and proves our statement.

Consider now the situation of a curve $\gamma_{1}$ that "enters" $|\tau|<1$; this means that, at some $\sigma=\sigma_{0}$ on $|\sigma|=1$, $\left|\tau_{1}\left(\sigma_{0}\right)\right|=1$ and that, for $\sigma$ sufficiently close to $\sigma_{0},\left|\tau_{1}(\sigma)\right|<1$ for $\sigma$ on one side ("forward") of $\sigma_{0},\left|\tau_{1}(\sigma)\right|>1$ on the other side. We claim that there must exist $\sigma_{0}^{\prime}$, $\left|\sigma_{0}^{\prime}\right|=1$, such that (i) the analytic continuation of $\tau_{1}(\sigma)$, counterclockwise along $|\sigma|=1$ reaches again $|\tau|=1$ at $\sigma=\sigma_{0}^{\prime} ;$ (ii) $\tau_{1}(\sigma)$ takes on values larger than unity in a neighborhood of $\sigma_{0}^{\prime}$ on $|\sigma|=1\left(\gamma_{1}\right.$ "leaves" $\left.|\tau| \leqslant 1\right)$.

To this end, we consider again a segment $\left(\sigma_{1}, \sigma_{2}\right)$ in a sufficiently small neighborhood of $\sigma_{0}$, on the unit circle; we can assume that all the roots $\tau_{i}(\sigma)$ of $f(\sigma, \tau)=0$ in $|\tau|<1+\epsilon_{0}<1+\epsilon$ are regular functions on $\left(\sigma_{1}, \sigma_{2}\right)$ and consider again the images $\mathscr{J}_{\mathrm{k}}$ of $\left(\sigma_{1}, \sigma_{2}\right)$ through the continuations $\tau_{1}^{(k)}(\sigma)$ of $\tau_{1}(\sigma)$ counterclockwise around $|\sigma|=1$. By definition, there is one of them, $\mathscr{J}_{1}$, which contains points with $|\tau|=1+\epsilon_{1}, \epsilon_{0}>\epsilon_{1} \geqslant 0$ and is traversed from $|\tau|>1+\epsilon_{1}$ to $|\tau|<1+\epsilon_{1}$. Now, if with increasing $k$, $\tau_{1}^{(k)}(\sigma)$ leaves $|\tau| \leqslant 1+\epsilon_{0}$, it must cross $|\tau|=1$ at some $\sigma_{0}^{\prime}$ and the proof is finished. So assume $\tau_{1}^{(k)}(\sigma)$ stays inside $|\tau|<1+\epsilon_{0}$ for all $k$; then, we have seen that we must reach $\mathscr{J}_{1}$ again, for sufficiently large $k[k>N, N=$ the number of roots in $|\tau|<1+\epsilon_{0}$ of $\left.f(\sigma, \tau)=0, \sigma \in\left(\sigma_{1}, \sigma_{2}\right),|\sigma|=1\right]$. Moreover, we must traverse $\mathscr{J}_{1}$ from large $|\tau|$ to small $|\tau|$ on $\left(\sigma_{1}, \sigma_{2}\right)$. But, since $\tau(\sigma)$ is a continuous function of $\sigma$, there must then exist $\sigma_{1}^{\prime},\left|\sigma_{1}^{\prime}\right|=1$, so that $\tau(\sigma)$ crosses $|\tau|=1+\epsilon_{1}$ from $|\tau|<1+\epsilon_{1}$ to $|\tau|>1+\epsilon_{1}$. There must then exist also a $\sigma_{0}^{\prime}$ with the same property with respect to $|\tau|=1$. Property (c) is thus justified.

We now go over to property ( d ): if there existed an infinite number of $\gamma_{i}$ 's, they can at most be of the type with "two ends": otherwise, they would lead to an infinite number of roots of $f(\sigma, \tau)=0$ at fixed $\sigma,|\sigma|=1$. Assume that a sequence of "endpoints" $\tilde{\tau}_{j}$ of curves $\gamma_{j}: \tau=\tau_{j}(\sigma)$ existed, $\left|\tilde{\tau}_{j}\right|=1, \tilde{\tau}_{j}=\tau\left(\bar{\sigma}_{j}\right),\left|\tilde{\sigma}_{j}\right|=1$ and accumulated at some $\left(\sigma_{0}, \tau_{0}\right),\left|\sigma_{0}\right|=1,\left|\tau_{0}\right|=1$. By continuity, $f\left(\sigma_{0}, \tau_{0}\right)=0$. Applying Weierstrass' theorem to $f(\sigma, \tau)$ in a neighborhood $U_{\sigma_{0}} \times U_{\tau_{0}}$ of $\left(\sigma_{0}, \tau_{0}\right)$, we conclude there must exist an irreducible pseudopolynomial $W_{\sigma_{0}}(\sigma, \tau)$ vanishing on an infinite subsequence $\left\{\tilde{\sigma}_{j_{k}}, \tilde{\tau}_{j_{k}}\right\}$ of $\left\{\tilde{\sigma}_{j}, \tilde{\tau}_{j}\right\}$. As a consequence, the function $\tau(\sigma)$ defined by $W_{\sigma_{0}}(\sigma, \tau)=0$ must obey: $\tau(\sigma) \tau^{*}\left(1 / \sigma^{*}\right)=1$ [and $\left.\tau\left(\tilde{\sigma}_{j_{k}}\right)=\tilde{\tau}_{j_{k}}\right]$. But on the other hand, by hypothesis, in any neighborhood of each $\tilde{\sigma}_{j}$, there exist points $\sigma_{j}^{\prime},\left|\sigma_{j}^{\prime}\right|=1$, with $\left|\tau_{j}\left(\sigma_{j}^{\prime}\right)\right| \neq 1$, and such that $f\left(\sigma_{j}^{\prime}, \tau_{j}\left(\sigma_{j}^{\prime}\right)\right) \equiv 0$; as $\sigma_{j}^{\prime} \rightarrow \tilde{\sigma}_{j}, \tau_{j}\left(\sigma_{j}^{\prime}\right) \rightarrow \tilde{\tau}_{j}$. Thus, for $\sigma$ in a neighborhood of $\tilde{\sigma}_{j_{k}},|\sigma|=1, f(\sigma, \tau)$ vanishes both at a point on $|\tau|=1$ and at $\tau_{j_{k}}\left(\sigma_{j}^{\prime}\right) ;$ at $\sigma=\tilde{\sigma}_{j_{k}}, f(\sigma, \tau)$ has thus at least a double zero, i.e., $\partial f / \partial \tau\left(\tilde{\sigma}_{j_{k}}, \tilde{\tau}_{j_{k}}\right)=0$. It follows by continuity that $\partial f / \partial \tau\left(\sigma_{0}, \tau_{0}\right)=0$. Further, from Weierstrass' preparation theorem applied to $\partial f / \partial \tau$ at $\left(\sigma_{0}, \tau_{0}\right)$ we conclude as above that part of its zeros must be described by the same pseudopolynomial $W_{\sigma_{0}}(\sigma, \tau)$ as for $f(\sigma, \tau)$. Thus, $f(\sigma, \tau)$ has at $\tau=\tau(\sigma)$ a zero of the second order for each $\sigma$ in
a neighborhood of $\sigma_{0}$. But then $f\left(\check{\sigma}_{j_{k}}, \tau\right)$ must have a zero of the third order (at least) at $\tau=\tilde{\tau}_{j_{k}}$, etc. Since this can be repeated indefinitely, $\partial^{\prime} f / \partial \tau^{\prime}\left(\tilde{\sigma}_{j_{k}}, \tau\right)=0$ at $\tau=\tilde{\tau}_{j_{k}}$ for all $l$; thus $f\left(\tilde{\sigma}_{j_{k}}, \tau\right) \equiv 0$, for all $j_{k}$, or $f \equiv 0$, a situation which we can a priori exclude. This concludes the proof of property (d).

We now discuss property (e): assume two trajectories $\gamma_{1}$, $\gamma_{2}$ are such that they intersect an infinite number of times. By this we mean there exist two sequences of points $\left\{\sigma_{n}\right\},\left\{\sigma_{n}^{\prime}\right\}$, so that $\tau_{1}\left(\sigma_{n}\right)=\tau_{2}\left(\sigma_{n}^{\prime}\right)=\tau_{n}$. The sequence $\tau_{n}$ accumulates at $\tau_{0},\left|\tau_{0}\right| \leqslant 1$. There exists a neighborhood of $\tau_{0}$, so that the inverse functions $\sigma_{1}(\tau), \sigma_{2}(\tau)$ are holomorphic in it apart from a possible branch point at $\tau_{0}$. Both $\sigma_{1}(\tau), \sigma_{2}(\tau)$ have unit modulus on $\gamma_{1}, \gamma_{2}$, respectively. Consider then $\sigma_{2}\left(\tau_{1}(\sigma)\right)$. At the intersection points $\tau_{n},\left|\sigma_{n}\right|=\left|\sigma_{1}\left(\tau_{n}\right)\right|=1$, and $\sigma_{n} \rightarrow \sigma_{0}$, as $n \rightarrow \infty$. Since $\left|\sigma_{2}\left(\tau_{n}\right)\right|=1$, it follows that $\left|\sigma_{2}(\sigma)\right|=1$, if $|\sigma|=1$, i.e., $\left|\sigma_{2}(\tau)\right|=1$ for $\tau$ on $\gamma_{1}$. Assume now that at $\tau=\tau_{n}, d \sigma_{2} / d \tau \neq 0$. Then a sufficiently small neighborhood $U_{\tau_{n}}$ of $\tau_{n}$ is mapped one-to-one by $\sigma_{2}(\tau)$ onto a domain $U_{\sigma_{n}}$ containing $\sigma_{n}$ and part of $|\sigma|=1$. Both sets $\sigma_{2}\left(\gamma_{1} \cap U_{\tau_{n}}\right), \sigma_{2}\left(\gamma_{2} \cap U_{\tau_{n}}\right)$ are contained in $U_{\sigma_{n}}$,are segments of the unit circle, and contain $\sigma_{n}$. Thus the mapping $\sigma_{2}(\tau)$ assumes the same value at points on $\gamma_{1}$ and $\gamma_{2}$, as close as one wishes to $\tau_{n}$ and this is impossible, unless $\gamma_{1}, \gamma_{2}$ coincide. If, however, $d \sigma_{2} / d \tau\left(\tau=\tau_{n}\right)=0$, for all $n$, it follows that $\sigma_{2}(\tau)=\sigma_{20}=$ const. This latter situation we can exclude by dividing first $f(\sigma, \tau)$ by $\sigma-\sigma_{20}$ (the corresponding curve $\gamma_{2}$ consists of the whole plane). This proves property (e). The same reasoning shows that no $\gamma_{i}$ can intersect itself an infinite number of times.

The fact that $\mathrm{C}\left(U_{i} \gamma_{i}\right)$ consists of a finite number of domains [property (f)] follows directly from (e) and (d). Property (6) is evident from the proof of (a) and (c).

## APPENDIX C: COMPLEMENT TO SEC. II

We discuss the modifications needed in the definitions of $\mathscr{N}(\tau)$, Eq. (2.4) and $\Omega^{(k)}(\tau)$, Eq. (2.10) if assumption (A), Sec. II, is dropped. Thus, we assume that there exists at least a root $\sigma=\sigma(\tau)$ of $f(\sigma, \tau)=0$ so that $|\sigma(\tau)|=1$, at least for some interval $\left(\tau_{1}, \tau_{2}\right)$ of values of $\tau$ on the circle $|\tau|=1$.

We notice first that, if $\epsilon>0$ is sufficiently small, assumption (A) is valid for $\tau$ on any circle of radius $1>R>1-\epsilon$. To verify this, suppose it were not true: there would exist then a sequence $\epsilon_{n} \rightarrow 0$ with the property that, on each circle $|\tau|=1-\epsilon_{n}$, an interval $\left(\tau_{n}^{\prime}, \tau_{n}^{\prime \prime}\right)$ exists, so that a root $\sigma_{n}(\tau)$ of $f(\sigma, \tau)=0$ has unit modulus, $\left|\sigma_{n}(\tau)\right|=1$, for $\tau \in\left(\tau_{n}^{\prime}, \tau_{n}^{\prime \prime}\right)$. Apply then Weierstrass' preparation theorem to a neighborhood $U_{\sigma_{0}} \times U_{\tau_{0}}$ of the point $\left(\sigma_{0}, \tau_{0}\right),\left|\sigma_{0}\right|=1,\left|\tau_{0}\right|=1$, which is an accumulation point for the intervals $\left(\tau_{n}^{\prime}, \tau_{n}^{\prime \prime}\right)$ and their images $\left(\sigma_{n}\left(\tau_{n}^{\prime}\right), \sigma_{n}\left(\tau_{n}^{\prime \prime}\right)\right)$, $\left|\sigma_{n}(\tau)\right|=1, \tau \in\left(\tau_{n}^{\prime}, \tau_{n}^{\prime \prime}\right)$. A root $\sigma(\tau)$ of at least an irreducible Weierstrass pseudopolynomial (with peak at $s_{0}$ ) must then obey $\sigma(\tau) \sigma^{*}\left(\left(1-\epsilon_{n}\right)^{2} / \tau^{*}\right)=1, \tau \in U_{\tau_{\mathrm{a}}}$, since for $n$ sufficiently large, $U_{\tau_{1}} \cap\left(\tau_{n}^{\prime}, \tau_{n}^{\prime \prime}\right) \neq 0$. However, this entails $\sigma\left(\left(1-\epsilon_{n}\right)^{2} / \tau\right)=\sigma\left(\left(1-\epsilon_{m}\right)^{2} / \tau\right)$, for an infinite sequence of integers $m$, which is impossible, unless $\sigma(\tau)$ is a constant.

As a consequence, if we use the definitions (2.4) of $\mathscr{N}(\tau)$ and (2.10) of $\Omega^{(k)}(\tau)$, for some circle of radius $|\tau|=1-\epsilon, \epsilon>0$ and sufficiently small, we can expect both Theorems 2.1 and 2.2 to stay true, only provided we know
values of $n_{i}$ and of $\sigma(\tau),|\tau|=1-\epsilon$, that we should put in. We now show that this information can be obtained in a simple manner from the one on $|\tau|=1$ for $|\sigma| \leqslant 1$ : on each interval $\left(\tau_{i}, \tau_{i+1}\right)$ of $|\tau|=1$ where the number of zeros of $f(\sigma, \tau)$ in $|\sigma| \leqslant 1$ is constant, divide these into three classes:(i) $n_{1 i}$ zeros with $|\sigma(\tau)|<1$; (ii) $n_{2 i}$ zeros with $|\sigma(\tau)|=1$, moving counterclockwise as $\tau$ moves counterclockwise on $|\tau|=1$; (iii) $n_{3 i}$ zeros moving clockwise at a counterclockwise motion of $\tau$ on $|\tau|=1$; then $n_{i}=n_{1 i}+n_{2 i}$ in Eq. (2.4) and only $\sigma_{i}(\tau)$ in classes (i) and (ii) should be used in Eq. (2.10).

To see this, it is enough to check that, in a domain $\mathscr{D}_{1}$ adjacent to $|\tau|=1, n(\tau)$ is indeed $n_{1 i}+n_{2 i}$. Since $n(\tau)$ is constant in $\mathscr{D}_{1}$, it suffices to find it in the neighborhood $U_{1} \cap(|\tau|<1)$ of a certain point $\tau_{1},\left|\tau_{1}\right|=1$, where $\sigma_{i}(\tau)$ are regular functions, with $d \sigma_{i} / d \tau \neq 0$. Clearly, the $n_{1 i}$ zeros stay inside $|\sigma|<1$ for $\tau$ in $U_{1} \cap(|\tau|<1)$. But $\sigma_{i}(\tau)$ maps $U_{1} \cap(|\tau|<1)$ onto the outside of $|\sigma|<1$ in case (iii) and on the inside of $|\sigma|<1$ in case (ii) (as one sees from the CauchyRiemann equations|. This proves our assertion.

As an example, if $f(\sigma, \tau)=\left(1-\sigma^{3} \tau\right)\left(\sigma^{2}-\tau\right)$ on $|\sigma|=1$, there are five roots of the equation $f(\sigma, \tau)=0$, all of them with unit modulus. However, for $|\tau|=1-\epsilon$, only two roots are inside the unit disk $|\sigma| \leqslant 1$. Thus $n=2$ and only $\sigma= \pm \sqrt{\tau}$ should be used in Eqs. (2.4) and (2.10).

The construction of Sec. II was performed ignoring the possible isolated zeros of $f(\sigma, \tau)$ present on $|\sigma|=1 \otimes|\tau|=1$, i.e., which are not end points of $\gamma_{i}$. Since the constructions of Theorems 2.1 and 2.2 require integrals over $\gamma_{i}$ in order to find the Cousin data in $\overline{\mathscr{B}}$, this procedure seems justified. We show now directly that, indeed, if a zero of $f(\sigma, \tau)$ on $|\sigma|=1 \otimes|\tau|=1$ is isolated in $\partial \mathscr{B}$ (it is not an end point of $\left.\gamma_{i}\right)$, it is also isolated in $\overline{\mathscr{B}}$ [i.e., it is not a limit point of zeros of $f(\sigma, \tau)$ in $\mathscr{B}$ ]. Consequently, it will not affect the counting of zeros in the domains $\mathscr{D}_{i}$, as done in Theorem 2.1.

Indeed, assume ( $\sigma_{0}, \tau_{0}$ ) were such an isolated zero, $\left|\sigma_{0}\right|=\left|\tau_{0}\right|=1$, and let $U_{\sigma_{0}}, U_{\tau_{0}}$, be sufficiently small neighborhoods of $\sigma_{0}, \tau_{0}$. By Weierstrass' theorem, there exists (at least) a function $\tau(\sigma)$, holomorphic in $U_{\sigma_{0}}$, possibly with a branch point at $\sigma_{0}$, so that $f(\sigma, \tau(\sigma)) \equiv 0, \tau\left(\sigma_{0}\right)=\tau_{0}$. By hypothesis, (i) if $\sigma \in U_{\sigma_{0}},|\sigma|=1,|\tau(\sigma)|>1$, and we may assume $\tau(\sigma) \in U_{\tau_{0}}$; also, (ii) if $|\sigma|<1, \sigma \in U_{\sigma_{0}},|\tau(\sigma)| \neq 1$, $\tau(\sigma) \in U_{\tau_{0}}$. Assume nevertheless that, for $|\sigma|<1$, (a determination of) $\tau(\sigma)$ is such that $|\tau(\sigma)|<1$. Join then $\sigma \in U_{\sigma_{0}}$, $|\sigma|<1$ to $\bar{\sigma}_{1}$ on $|\sigma|=1$ by a small line contained in $U_{\sigma_{0}}$ and continue $\tau(\sigma)$ along it. Since, for $|\sigma|=1,|\tau(\sigma)|>1$, there must exist $\bar{\sigma}, \bar{\sigma} \in U_{\sigma_{0}},|\bar{\sigma}|<1$, so that $|\tau(\bar{\sigma})|=1$. This, however, is impossible by hypothesis (ii) above about $\tau(\sigma)$. Thus, our assertion is proved. As an example,
$f(\sigma, \tau)=\sigma(1+\tau)-2$ has an isolated zero at $\sigma=\tau=1$.

## APPENDIX D: THE CHOICE OF BRANCHES OF THE LOGARITHM IN EQ. (3.1)

We show in this Appendix that the determinations of the logarithm in the integrand of Eq. (3.1) can be chosen so that $\mathscr{K}_{1}(\sigma, \tau)$ is real analytic. We treat separately open curves $\gamma_{i}$ (with ends on $|\tau|=1$ ) and closed curves (contained in $|\tau| \leqslant 1)$.
(i) if $\gamma_{1}$ ends on $|\tau|=1$ at $\tau=\tau_{a}$, take for $|\sigma|<1$, $\operatorname{Im} \sigma=0$, any branch of $\ln \left(\sigma-\sigma_{1}\left(\tau_{a}\right)\right)$ and then continue it
along $\gamma_{1}$. Since $f(\sigma, \tau)$ is real analytic, to $\gamma_{1}: \tau=\tau_{1}(\sigma)$ there corresponds a curve $\gamma_{2} \equiv \gamma_{1}^{*}: \tau=\tau_{2}(\sigma)=\tau_{1}^{*}\left(\sigma^{*}\right)$, which ends on $|\tau|=1$ at $\tau=\tau_{a}^{*}$. Assume first $\gamma_{1}^{*} \neq \gamma_{1}$. We choose the logarithm for $\tau \in \gamma_{2}$, [along which the function $\sigma_{2}(\tau)=\sigma_{1}^{*}\left(\tau^{*}\right)$ is defined] so that $\ln \left(\sigma-\sigma_{2}(\tau)\right)=\ln$ $\left(\sigma-\sigma_{1}\left(\tau^{*}\right)\right)^{*}$. It is enough to choose this at $\tau=\tau_{a}^{*}(\operatorname{Im} \sigma=0)$ and follow by continuity along $\gamma_{2}$ in the sense opposite to the one assigned in Sec. II [a possible example is $f(\sigma, \tau)=(\sigma / 2$ $\left.-\tau)^{2}+1\right]$. Once a choice of branches is made for $\sigma$ real, it follows by continuity for all $|\sigma|<1$.

Assume now $\gamma_{1}^{*} \equiv \gamma_{1}$. This means that to each function element $\tilde{\tau}(\sigma)$ defining $\gamma_{1}$ locally, there corresponds an element $\tilde{\tau}^{\prime}(\sigma)=\tilde{\tau}^{*}\left(\sigma^{*}\right)$, which can be obtained from the former by analytic continuation (with the usual convention at branch points) along $|\sigma|=1$, and such that $|\tilde{\tau}(\sigma)|<1$ in the course of the process. Especially consider the function element $\tilde{\tau}_{a}(\sigma)$ in the neighborhood of the point $\sigma_{a}$ where $\gamma_{1}$ "enters" the unit disk $|\tau| \leqslant 1$. Then $\tilde{\tau}_{e}(\sigma)=\tilde{\tau}_{a}^{*}\left(\sigma^{*}\right)$ is a function element describing $\gamma_{1}$ as it "goes out" of $|\tau| \leqslant 1$. Now, $\tilde{\tau}_{e}(\sigma)$ can be obtained from $\tilde{\tau}_{a}(\sigma)$ by analytic continuation (in the counterclockwise sense) along a path $\mathscr{P}$ consisting of none or several copies of the unit circle plus the arc ( $\sigma_{a}, \sigma_{a}^{*}$ ) along $|\sigma|=1$ (with possible indentations). It is easy to verify that the path $\mathscr{P} / 2$ has an end at $\sigma_{1}=+1$ or $\sigma_{1}=-1$. We claim that the function element $\tilde{\tau}^{\prime}(\sigma)$ obtained in a neighborhood of $\sigma_{1}$, by continuation along $\mathscr{P} / 2$ from $\tilde{\tau}_{a}(\sigma)$ is real for $\sigma$ real. Indeed, $\tilde{\tau}^{\prime}(\sigma)$ can also be obtained by continuation along $\mathscr{P} * / 2$ starting from $\tilde{\tau}_{e}(\sigma)=\tilde{\tau}_{a}^{*}\left(\sigma^{*}\right)$. The two results must be identical, so that $\tilde{\tau}^{\prime}(\sigma)=\tilde{\tau}^{\prime} *(\sigma)$ for $\sigma$ real. This shows that $\tau_{1} \equiv \tilde{\tau}\left(\sigma_{1}\right)$ is real.

If $\sigma_{1}=-1$, we choose the logarithm in (3.1) so that $\operatorname{Im} \ln \left(\sigma-\sigma_{1}\left(\tau_{1}\right)\right)=\operatorname{Im} \ln (\sigma+1)=0$ for $\sigma$ real, $-1<\sigma<1$, and then follow by continuity along $\gamma_{1}$. Here, $\sigma_{1}(\tau)$ is the inverse function associated to $\gamma_{1}$. In particular, it will follow that $\ln \left(\sigma-\sigma_{1}\left(\tau_{a}\right)\right)=\ln \left(\sigma-\sigma_{1}\left(\tau_{e}\right)\right)^{*}$.

If $\sigma_{1}=+1$, consider $\sigma_{1}^{\prime}$ near $\sigma_{1}$ on the path $\mathscr{P} / 2$ joining $\sigma_{a}$ to $\sigma_{1}$, and $\sigma_{1}^{\prime \prime}$ near $\sigma_{1}$ on the path $\mathscr{P} * / 2$ joining $\sigma_{a}^{*}$ to $\sigma_{1}$. We choose, for $-1<\sigma<1$, $\operatorname{Im} \ln \left(\sigma-\sigma_{1}\left(\tau_{1+}\right)\right) \equiv \operatorname{Im} \ln \left(\sigma-\sigma_{1}^{\prime}\right)=\pi$,
$\operatorname{Im} \ln \left(\sigma-\sigma_{1}\left(\tau_{1-}\right)\right) \equiv \operatorname{Im} \ln \left(\sigma-\sigma_{1}^{\prime \prime}\right)=-\pi$, and then follow by continuity along $\mathscr{P} / 2$ and $\mathscr{P} * / 2$. There is a discontinuity of $2 \pi i$ in the logarithm of Eq. (3.1) at $\tau=\tau_{1}$. It always causes a pole in $\mathscr{K}_{1}(\sigma, \tau)$ so that in Eq. (3.2), $k_{1}=1$. If $\sigma_{1}=1$, the point $\tau_{1}$ will be among the points $\tau_{o i}$ [Eq. (3.2)] [the case $\sigma_{1}=+1$ occurs in $f(\sigma, \tau)=\sigma / 2-\tau-1$, the case $\sigma_{1}=-1$ in $\left.f(\sigma, \tau)=\sigma / 2-\tau+1\right]$.
(ii) Assume now $\gamma_{1}$ is closed. It can happen that, if $\tau_{1}(\sigma)$ is any function element locally defining it, its conjugate $\tau_{1}^{\prime}\left(\sigma^{*}\right)=\tau_{1}^{*}(\sigma)$ is obtained from it by an analytic continuation along $|\sigma|=1$ or not. In the former case, $\gamma_{1} \equiv \gamma_{1}^{*}$; in the latter case, another closed curve (denoted by $\gamma_{2} \equiv \gamma_{1}^{*}$ ) exists, generated by continuation of $\tau_{2}(\sigma)=\tau_{1}^{*}\left(\sigma^{*}\right)$ along $|\sigma|=1$.

Consider this latter case first [as an example, consider $\left.f(\sigma, \tau)=(\sigma / 8-\tau)^{2}+1 / 4\right]$. Since both $\gamma_{1}, \gamma_{1}^{*}$ are closed they contain (in turn) points $\tau_{1,2}(\sigma=-1)=\tau_{0}, \tau_{0}^{*}$. If $\tilde{\tau}_{1}(\sigma)$ is a function element of $\gamma_{1}$, in the neighborhood of $\sigma=-1$, we choose $\tilde{\tau}_{2}(\sigma)=\tau_{1}^{*}\left(\sigma^{*}\right)$ and define (for $\operatorname{Im} \sigma=0$ ) $\operatorname{Im} \ln \left(\sigma-\sigma_{1}\left(\tau_{0}\right)\right)=\operatorname{Im} \ln \left(\sigma-\sigma_{2}\left(\tau_{0}^{*}\right)\right)$
$=\operatorname{Im} \ln (\sigma+1)=0,\left[\sigma_{1}(\tau), \sigma_{2}(\tau)\right.$ represent the local inverses of $\left.\tilde{\tau}_{1}(\sigma), \tilde{\tau}_{2}(\sigma)\right]$, and then continue along $\gamma_{1}$ in the counterclockwise sense, and along $\gamma_{1}^{*}$ in the clockwise sense. If $\sigma_{1}(\tau)$ rotates $p$ times around $|\sigma|=1$, until it reaches its original value by continuation along $\gamma_{1}$, there will be a discontinuity of the logarithm of $2 \pi p i$ at $\tau_{0}$ leading to a pole of $\mathscr{K}_{1}(\sigma, \tau)$. Thus, $\tau_{0}$ belongs to the collection of $\tau_{o i}$, of Eq. (2.3), with $k_{1}=p$. One can verify that for $\gamma_{1}^{*}$, the discontinuity leads again to a pole of $\mathscr{K}_{1}(\sigma, \tau)$ at $\tau=\tau_{0}^{*}$, with the same value of $k_{2}=k_{1}=p$.

Consider now the case $\gamma_{1} \equiv \gamma_{1}^{*}$. Among the $k$ distinct function elements $\tau_{1}^{\prime}(\sigma), \ldots, \tau_{1}^{(k)}(\sigma)$ defining $\gamma_{1}: \tau=\tau_{1}(\sigma)$ in the neighborhood of $\sigma=-1$ (assuming for simplicity $d \tau_{1}{ }^{(k)} / d \sigma \neq 0$ and finite at $\sigma=-1$ ), there exists either one whose inverse satisfies $\sigma_{1}^{\prime}(\tau)=\sigma_{1}^{\prime *}\left(\tau^{*}\right)$ or a pair with complex conjugate inverses, $\sigma_{1}^{\prime}(\tau), \sigma_{1}^{\prime \prime}(\tau), \sigma_{1}^{\prime}(\tau)=\sigma_{1}^{\prime *}\left(\tau^{*}\right)$.

In the former case, let $\tau_{1}^{\prime}(\sigma=-1)=\tau_{a}, \tau_{a}$ real; in the latter $\tau_{1}^{\prime}(\sigma=-1)^{*}=\tau_{1}^{\prime \prime}(\sigma=-1)^{*}=\tau_{a}$ complex. Choose in both situations, for $\sigma$ real, $\operatorname{Im} \ln \left(\sigma-\sigma_{1}^{\prime}\left(\tau_{a}\right)\right)$ $=\operatorname{Im} \ln (\sigma+1)=0=\operatorname{Im} \ln \left(\sigma-\sigma_{i}^{\prime \prime}\left(\tau_{a}^{*}\right)\right)$.

Consider now the first case. Let $\mathscr{P}$ be the path described along $|\sigma|=1$ by $\sigma_{1}^{\prime}$ as we return it to its original value along $\gamma_{1}$. The point on $|\sigma|=1$ reached after $\mathscr{P} / 2$ is either $\sigma_{0}=+1$ or -1 . The value $\tau_{1}^{\prime}\left(\sigma_{0}\right)=\tau_{0}$ obtained from $\tau_{1}^{\prime}(\sigma)$ by continuation to that point is real as one checks by obtaining it along $\mathscr{P} * / 2$. Let $r$ be the number (integer or half-integer) of turns of $|\sigma|=1$ contained in $\mathscr{P} / 2$. Defining the logarithm along $\gamma_{1}$ by continuation along $\mathscr{P} / 2$ and $\mathscr{P} * /$ 2 away from $\tau_{a}$, we obtain a discontinuity of $2 r \times 2 \pi i$ at $\tau_{0}$ (counted in the integration sense), thus, $\tau_{0} \in\left\{\tau_{o i}\right\}$ of Eq. (3.2) and the corresponding $k_{1}=+2 r$ [for an example, see Appendix F Example 1].

We now turn to the second case. Let $\mathscr{P}$ be the path along $|\sigma|=1$ needed to obtain $\tau_{1}{ }^{\prime \prime}(\sigma)$ from $\tau_{1}^{\prime}(\sigma)$ by counterclockwise continuation. Again, the value obtained at $\mathscr{P} / 2$ (at $\sigma_{e}=+1$ ) is a real number $\tau_{e}$. The discontinuity of the logarithm at $\tau_{e}$ is again $2 r \times 2 \pi i$, if we define it by continuity from $\tau_{1}^{\prime}(\sigma=-1)=\tau_{a}$, and $\tau_{1}^{\prime \prime}(\sigma=-1)=\tau_{a}^{*}$ along $\mathscr{P} / 2$ and $\mathscr{P} * / 2$. If $\mathscr{P}_{1}$ is the path along $|\sigma|=1$ needed to obtain $\tau_{i}^{\prime \prime}(\sigma)$ from $\tau_{i}^{\prime}(\sigma)$ by clockwise continuation, we obtain again a real value $\tau_{e}^{\prime}\left(\sigma_{e}^{\prime}\right), \sigma_{e}^{\prime}=+1$ being reached after $\mathscr{P}_{1} / 2$. The discontinuity at $\tau_{e}^{\prime}$, in the integration sense is given by $2 r_{1} \times 2 \pi i$, where $r_{1}$ is defined in the same way as $r$ above, with respect to $\mathscr{P}_{1}$. Thus $\gamma_{1}$ is parted into two halves $\gamma_{1}^{\prime}, \gamma_{1}^{\prime *}$, with ends at $\tau_{e}, \tau_{e}^{\prime} ; \tau_{e}, \tau_{e}^{\prime}$ belong to the set $\left\{\tau_{o i}\right\}$ of Eq. (3.2) with values $k_{e}=r, k_{e}^{\prime}=r_{1}$. An example is afforded by $f(\sigma, \tau)=\tau^{2}-\sigma / 2$.

We now verify that, indeed, this choice of branches makes $\mathscr{K}(\sigma, \tau)$, Eq. (3.2) real analytic, i.e., real for $\sigma, \tau$ real. It follows from the above discussion that the points $\left\{\tau_{o i}\right\}$ in Eq. (3.2) are either real or fall into complex conjugate pairs. Consider next the factors of $\mathscr{K}_{1}(\sigma, \tau)$, Eq. (3.1), corresponding to the various $\gamma_{i}$. If $\gamma_{i} \neq \gamma_{i}^{*} \equiv \gamma_{i+1}$ (closed or "open") then, as $\sigma_{i}(\tau)$ moves counterclockwise in the integral along $\gamma_{i}$, $\sigma_{i+1}\left(\tau^{*}\right)=\sigma_{i}^{*}(\tau)$ moves clockwise, and thus against the integration sense, $\tau^{*} \in \gamma_{i+1}$. Reversing the sense of the integral on $\gamma_{i+1}$ we obtain, according to the choice above for the determinations of the logarithm, the difference of two com-
plex conjugate expressions in the exponent of $\mathscr{K}_{1}(\sigma, \tau)$, if $\sigma, \tau$ are real. The factor $1 /(2 \pi i)$ ensures then that the result is purely real. If $\gamma_{1} \equiv \gamma_{1}^{*}$, we have seen that, in both the "open" and "closed" case, we can part the curve into two halves, $\gamma_{1}^{\prime}, \gamma_{1}^{\prime *}$, so that if $\tau_{1}(\sigma)$ generates $\gamma_{1}^{\prime}, \tau_{1}^{*}(\sigma)$ generates $\gamma_{1}^{\prime *}$. The logarithms are constructed so as to be complex conjugate to each other, for $\sigma$ real, in correspondent points $\tau_{1}\left(\sigma^{\prime}\right), \tau_{1}^{*}\left(\sigma^{\prime}\right)$ on $\gamma_{1}^{\prime}, \gamma_{1}^{\prime *}$. Thus, reversing the sense of integration on $\gamma_{1}^{\prime *}$ and taking the factor $1 /(2 \pi i)$ into account, we again obtain a real contribution to $\mathscr{K}_{1}(\sigma, \tau)$.

## APPENDIX E: BEHAVIOR OF C $(\sigma, \tau)$ AT SOME SPECIAL POINTS

(a) Consider a cusp of a curve $\gamma_{1}: \tau=\tau_{1}\left(\sigma^{\prime}\right)$ at $\sigma^{\prime}=\sigma_{0}$, $\tau_{1}\left(\sigma_{0}\right)=\tau_{0}$ and let $\sigma$ in Eq. (3.4) have $|\sigma|<1$. The angle $\alpha$ of the cusp is measured clockwise on the left of $\gamma_{1}$, with respect to the sense described in Sec. II. In general, there might be several curves $\gamma_{l}, l=2,3, \ldots, k$ meeting at $\tau_{0}$ and having there a cusp. Consider a domain $D$ around $\tau_{0}, D \subset(|\tau|<1)$ and such that it intersects no other curves $\gamma_{1}$ but those meeting at $\tau_{0}$, and contains no other cusps of these latter. Every curve $\gamma_{l}, l=1,2, \ldots, k$ divides $D$ into two parts $D_{l_{+}}, D_{l_{-}}, D_{l+}$ lying to the left of $\gamma_{1}$. Plemelj's formulas can still be applied (see Ref. 18, p. 428) to obtain the value at $\tau_{0}$ of the factor $\kappa_{l}(\sigma, \tau)$ corresponding to $\gamma_{l}$ :

$$
\begin{align*}
\lim _{\substack{\tau \rightarrow \tau_{0} \\
\tau \in D_{l+}}} k_{l}(\sigma, \tau)= & \left(\sigma-\sigma_{l}\left(\tau_{0}\right)\right)^{\alpha / 2 \pi-1} \\
& \times \exp \left[-\frac{1}{2 \pi i} P \int_{\gamma_{1}} \frac{\ln \left(\sigma-\sigma_{l}\left(\tau^{\prime}\right)\right)}{\tau^{\prime}-\tau} d \tau^{\prime}\right] \tag{E1}
\end{align*}
$$

$$
\begin{aligned}
\lim _{\substack{\tau \rightarrow \tau_{0} \\
\tau \in D_{t-}}} \hbar_{l}(\sigma, \tau)= & \left(\sigma-\sigma_{I}\left(\tau_{0}\right)\right)^{\alpha / 2 \pi} \\
& \times \exp \left[-\frac{1}{2 \pi i} P \int_{\gamma_{I}} \frac{\ln \left(\sigma-\sigma_{l}\left(\tau^{\prime}\right)\right)}{\tau^{\prime}-\tau} d \tau^{\prime}\right]
\end{aligned}
$$

If there is just one curve $\gamma_{1}$ having a cusp at $\tau_{0}$, use of Eq. (3.5) establishes as in Sec. III the holomorphy of $C(\sigma, \tau)$ at $\tau_{0}$. In general, there are $2 k$ domains $\mathscr{D}_{i}$, whose boundaries have $\tau_{0}$ as a common point (see Appendix F for an example with $k=2$ ). Let $F_{i}(\sigma, \tau)$ be the determinations of $\mathscr{F}(\sigma, \tau)$ in $\mathscr{D}_{i}$, $i=1, \ldots, 2 k$. From Sec. III, we know that the $2 k$ functions $F_{i}(\sigma, \tau) \Pi_{l=1}^{t} k_{l}(\sigma, \tau), i=1, \ldots, 2 k$ are the analytic continuations of each other through the curves $\gamma_{l}$ (for $\tau \in D, \tau \neq \tau_{0}$ ). To prove that $C(\sigma, \tau)$ is holomorphic at $\tau_{0}$, we only have to show that the $2 k$ functions above are bounded there. But this is manifest for $F_{i}\left(\sigma, \tau_{0}\right)$ and for each of the $h_{l}(\sigma . \tau)$ from (E1) (for $|\sigma|<1$ ) [see Fig. 6 for a diagram in the case of $\left.f(\sigma, \tau)=\sigma-1-\tau^{3}\right]$.
(b) We discuss now the behavior of $C\left(\sigma_{0}, \tau\right),\left|\sigma_{0}\right|=1$ in a neighborhood of those points $\tau_{0}$ of $\gamma_{1}: \tau=\tau_{1}(\sigma)$, for which $\tau_{1}\left(\sigma_{0}\right)=\tau_{0}$. For $\tau$ near $\tau_{0}$, the relevant factor of $\mathscr{K}\left(\sigma_{0}, \tau\right)$ is defined by Eq. (3.4), with the branch of $\ln \left(\sigma_{0}-\sigma_{1}\left(\tau^{\prime}\right)\right)$ chosen such that, as $\sigma_{1}\left(\tau^{\prime}\right)$ moves past $\sigma_{0}$, in the counterclockwise sense, Eq. (3.8) holds. We noticed in Sec. III that $C\left(\sigma_{0}, \tau\right)$ is one valued and holomorphic in a neighborhood of $\tau_{0}$, except


FIG. 6. To the discussion of the behavior of $C(\sigma, \tau)$ at cusps of $\gamma_{i}$ [Appendix E, Subsection (a)].
maybe at $\tau_{0}$ itself. We wish to show that in fact $\lim _{\tau \rightarrow \tau_{0}} C\left(\sigma_{0}, \tau\right)=0$. This establishes both the holomorphy of $C\left(\sigma_{0}, \tau\right)$ at $\tau=\tau_{0}$ and the fact that $C\left(\sigma_{0}, \tau\right)$ vanishes precisely at those points where $f\left(\sigma_{0}, \tau\right)$ vanishes.

Assume first that $\tau_{0}$ is a "regular" point of $\gamma_{1}$ : this means that $d \sigma_{1} / d \tau\left(\tau=\tau_{0}\right) \neq 0$ and finite. For $\tau$ near $\tau_{0}$, we write [restricting $\gamma_{1}$ to a neighborhood $\left(\tau_{a}, \tau_{b}\right)$ of $\tau_{0}$ ]

$$
\begin{align*}
\kappa_{1}\left(\sigma_{0}, \tau\right)= & \exp \left[-\frac{1}{2 \pi i} \int_{\tau_{a}}^{\tau_{b}}\left[\ln \left(\frac{\sigma_{0}-\sigma_{1}\left(\tau^{\prime}\right)}{\tau_{0}-\tau^{\prime}}\right)\right] /\left(\tau^{\prime}-\tau\right) d \tau^{\prime}\right] \\
& \times \exp \left[-\frac{1}{2 \pi i} \int_{\tau_{a}}^{\tau_{b}} \frac{\ln \left(\tau_{0}-\tau^{\prime}\right)}{\tau^{\prime}-\tau} d \tau^{\prime}\right] \\
\equiv & k_{11}\left(\sigma_{0}, \tau\right) k_{21}\left(\tau_{0}, \tau\right) \tag{E2}
\end{align*}
$$

In $\kappa_{21}\left(\tau_{0}, \tau\right)$ we choose a branch of the logarithm with a cut in the $\tau^{\prime}$ plane, starting at $\tau_{0}$ and running along $\gamma_{1}$ in the sense of integration, and we let $\lim _{\tau^{\prime} \rightarrow \tau_{0}} \Delta \arg \left(\tau_{0}-\tau^{\prime}\right)=-\pi$ for $\tau^{\prime}$ above the cut. The integration in (E2) is performed along the lower lip of the cut. The branch of the logarithm in $k_{11}\left(\sigma_{0}, \tau\right)$ is chosen so that Eq. (E2) holds [recall that the value of $\ln \left(\sigma_{0}-\sigma_{1}\left(\tau^{\prime}\right)\right)$ is already defined by the convention of Appendix D]. As in Sec. III, Eq. (3.6), one can verify that ( $\mathscr{D}_{2}$ lies to the left of $\gamma_{1}$ )

$$
\begin{align*}
& \lim _{\substack{\tau \rightarrow \tau_{0} \\
\tau \in \mathscr{O}}} k_{11}\left(\sigma_{0}, \tau\right)=\left(d \sigma_{1} / d \tau\right)_{\tau=\tau_{0}}^{-1 / 2} \psi\left(\sigma_{0}, \tau_{0}\right)  \tag{E3}\\
& \lim _{\substack{\tau \rightarrow \tau_{0} \\
\tau \in \mathscr{Z}}} k_{1}\left(\sigma_{0}, \tau\right)=\left(d \sigma_{1} / d \tau\right)_{\tau=\tau_{0}}^{1 / 2} \psi\left(\sigma_{0}, \tau_{0}\right)
\end{align*}
$$

with $\psi\left(\sigma_{0}, \tau_{0}\right)$ finite. Writing $\sigma_{0}-\sigma_{1}(\tau)=\left(\sigma_{0}-\sigma_{1}(\tau)\right) /$ $\left(\tau_{0}-\tau\right) \times\left(\tau_{0}-\tau\right)=F^{\prime}\left(\sigma_{0}, \tau\right) F^{\prime \prime}\left(\tau_{0}, \tau\right)$, one verifies that the function $C_{1}\left(\sigma_{0}, \tau\right)$ defined as $F^{\prime}\left(\sigma_{0}, \tau\right) \kappa_{11}\left(\sigma_{0}, \tau\right) \tau \in \mathscr{D}_{2}$, and $k_{11}\left(\sigma_{0}, \tau\right), \tau \in \mathscr{D}_{1}$ is holomorphic at $\tau=\tau_{0}$. To evaluate $k_{21}\left(\tau_{0}, \tau\right) \equiv \exp -\left(Q_{1}\left(\tau_{0}, \tau\right)\right)$ we consider the following integral, performed clockwise on a path $\mathscr{C}$ consisting of the segment $\left(\tau_{a}, \tau_{b}\right)$ of $\gamma_{1}$, however, along the upper lip of the cut for $\tau^{\prime} \in\left(\tau_{0}, \tau_{b}\right)$ and an arc $\mathscr{C}_{1}$ ending at $\tau_{a}, \tau_{b}$ which avoids $\gamma_{1}$ and is entirely contained in $\mathscr{D}_{2}$ (see Fig. 7),


FIG. 7. To the discussion of the behavior of $C(\sigma, \tau)$ at points $\left(\sigma, \tau=\tau_{i}(\sigma)\right),|\sigma|=1$ (Appendix E, Subsection (b)].

$$
\begin{align*}
I\left(\tau_{0}, \tau\right) & =\frac{1}{2 \pi i} \int_{\mathscr{C}} \frac{\ln \left(\tau_{0}-\tau^{\prime}\right)}{\tau^{\prime}-\tau} d \tau^{\prime} \\
& =\left\{\begin{array}{cc}
-\ln \left(\tau_{0}-\tau\right), & \tau \in \mathscr{D}_{2} \\
0, & \tau \in \mathscr{D}_{1}
\end{array} .\right. \tag{E4}
\end{align*}
$$

Adding $I\left(\tau_{0}, \tau\right)$ to $Q_{1}\left(\tau_{0}, \tau\right)$, we obtain

$$
\begin{align*}
Q_{1}\left(\tau_{0}, \tau\right)= & \int_{\tau_{0}}^{\tau_{b}} \frac{d \tau^{\prime}}{\tau^{\prime}-\tau} \\
& +\frac{1}{2 \pi i} \int_{\mathscr{C}_{1}} \frac{\ln \left(\tau_{0}-\tau^{\prime}\right)}{\tau^{\prime}-\tau} d \tau^{\prime}-I\left(\tau_{0}, \tau\right) \tag{E5}
\end{align*}
$$

The second integral is holomorphic at $\tau=\tau_{0}$, and the first one has a singular contribution canceled by $I\left(\tau_{0}, \tau\right)$ if $\tau \in \mathscr{D}_{2}$. Thus the remaining factor $C_{21}\left(\tau_{0}, \tau\right)$ defined as $\left(\tau_{0}-\tau\right) k_{21}\left(\tau_{0}, \tau\right)$ for $\tau \in \mathscr{D}_{2}$ and $k_{21}\left(\tau_{0}, \tau\right)$ for $\tau \in \mathscr{D}_{1}$ is holomorphic at $\tau_{0}$ and has there a simple zero as announced.

If $\tau_{0}$ is not a regular point of $\gamma_{1}$, more care is required: it can in particular happen (though not necessarily) that several curves $\gamma_{I}$ meet at such a point [if $d \sigma_{1} / d \tau\left(\tau_{0}\right)=0$ ], each of them having a cusp (see Appendix B). This possibility corresponds to a multiple zero of $C\left(\sigma_{0}, \tau\right)$ at $\tau=\tau_{0}$. However, a cusp of $\gamma_{1}$ does not necessarily occur at an "irregular" point of $\gamma_{1}$ (see Fig. 1). We call nevertheless $\alpha_{0}$, the "total angle of the cusp" at $\tau_{0}$ the total angular variation measured clockwise of $\tau(\sigma)$ around $\tau_{0}$ when $\sigma$ moves clockwise on the half circle $\left|\sigma-\sigma_{0}\right|=\epsilon$ contained in $|\sigma|<1$ (cf. with the curve $c^{\prime}$ in the $\tau$ plane in Fig. 1). For a regular point $\tau_{0}$, the angle is $\pi$. "Irregular" points of $\gamma_{1}$ are characterized by $\alpha_{0} \neq \pi$. If $\tau_{0}$ is not regular, $\gamma_{1}$ might still have a continuous tangent at $\tau_{0}$ (see Fig. 1). The total angle $\alpha_{0}$ is related to the power $\mu$-a rational number-of $\left(\tau-\tau_{0}\right)$ needed to render $\lim \left(\sigma_{1}(\tau)-\sigma_{1}\left(\tau_{0}\right)\right) /$ $\left(\tau-\tau_{0}\right)^{\mu}$ finite and $\neq 0$. One can verify that $\alpha_{0}=\pi / \mu$.

The "geometrical" angle $\alpha$ of the cusp, as defined at the beginning of this Appendix and occuring in Eq. (E1) is $\alpha=\alpha_{0}-2 k \pi$, where $k$ is chosen so that $0<\alpha<2 \pi$.

We shall show that each factor of $\mathscr{K}(\sigma, \tau)$ corresponding to a (simple) curve $\gamma_{1}$ passing through $\tau_{0}$ produces a simple zero of $C\left(\sigma_{0}, \tau\right)$, so that a zero of the desired order is
obtained. The proof is analogous to some extent to the one for the situation with $d \sigma_{1} / d \tau\left(\tau_{0}\right) \neq 0$ and finite.

To this end, we consider again a domain $D$ surrounding $\tau_{0}$ and contained in $|\tau|<1$, so that no other curves $\gamma_{k}$ intersect it, apart from those passing through $\tau_{0}$, and so that the latter curves have no other irregular points in it. A curve $\gamma_{1}$ passing through $\tau_{0}$ divides it into two parts, $D_{1+}, D_{1-}, D_{1_{+}}$ lying to the left of $\gamma_{1}$. It is convenient to change variables to $\left(\tau_{0}-\tau\right)^{\mu}=v$, where $\mu=\pi / \alpha_{0}$. This maps the two sides of $\gamma_{1}$ contained in $D$, "before" and "beyond" $\tau_{0}$, onto a smooth curve $\tilde{\gamma}$ in the $v$ plane; the change of the imaginary part of $\ln v$ as one moves past $v=0$ in the sense induced by that of $\gamma_{1}$, is $+\pi$. The domain $D_{1+}$ is mapped inside the half plane lying left of $\tilde{\gamma}$, if $\mu \geqslant \frac{1}{2}$. If $\mu<\frac{1}{2}$, this half plane contains $k+1$ images of $D_{1_{+}}$and $k$ of $D_{1_{-}}$, where $k$ is the integer above relating the geometrical and the total angle of the cusp.

We point out that, if $\mu<\frac{1}{2}$, although the multiplicity of $\gamma_{1}$ is unity, there are at least $k$ roots, $\sigma^{\prime}(\tau), \sigma^{\prime \prime}(\tau), \ldots$, of $f(\sigma, \tau)=0$, approaching $\sigma_{0}$ as $\tau \rightarrow \tau_{0}$, both from $D_{1+}$ and $D_{1-}$. To make this clear, recall the discussion of the "total angle of the cusp" $\alpha_{0}$ above and consider the continuation of a root $\sigma_{1}(\tau) \cong \sigma_{0}+C_{0}\left(\tau-\tau_{0}\right)^{\mu}$ clockwise away from a boundary $L_{1}$ of $D_{1+}$ (the side of $\gamma_{1}$ "before" $\tau_{0}$ ) on a circular path around $\tau_{0}$, starting in $D_{1+}$. As we reach the other side $L_{2}$ of $\gamma_{1}$ ("beyond" $\tau_{0}$ ), it is not yet true that $\left|\sigma_{1}(\tau)\right| \rightarrow 1$, as $\tau \rightarrow L_{2}$. We have to perform $k$ more turns around $\tau_{0}$ in order to reach $\left|\sigma_{1}(\tau)\right|=1$, as $\tau \rightarrow L_{2}$. We obtain this way $k+1$ different values of $\sigma_{1}(\tau)$ in $D_{1+}$ and $k$ different values in $D_{1-}$. All tend to $\sigma_{0}$ as $\tau \rightarrow \tau_{0}$ [cf. $f(\sigma, \tau)=\tau-(\sigma-1)^{3}$, Fig. 1].

Similarly to (E3) we consider now

$$
\begin{equation*}
Q_{\mu}\left(\tau_{0}, \tau\right)=\frac{1}{2 \pi i \mu} \int_{\tilde{\gamma}} \frac{(\ln v) v^{1 / \mu-1}}{v^{1 / \mu}-\left(\tau_{0}-\tau\right)} d v . \tag{E6}
\end{equation*}
$$

For definiteness, we choose the cut of the logarithm in the $v$ plane to lie along $\tilde{\gamma}$ in the sense of integration starting at $v=0$; the integral is performed along the lower side of the cut. The cut of $v^{1 / \mu}$ lies in the domain to the right of $\tilde{\gamma}$. As before, we add the clockwise integral along $\mathscr{C}$, a contour running along $\tilde{\gamma}$, but on the upper side of the logarithmic cut and closing by a semicircle to the left of $\tilde{\gamma}$

$$
I_{\mu}\left(\tau_{0}, \tau\right)=\frac{1}{2 \pi i \mu} \int_{\mathscr{C}} \frac{(\ln v) v^{1 / \mu-1}}{v^{1 / \mu}-\left(\tau_{0}-\tau\right)} d v=\left\{\begin{array}{c}
-\sum_{n=1}^{k+1}\left[\ln \left(\tau_{0}-\tau\right)_{n}^{\mu}\right], \tau \in D_{1+}  \tag{E7}\\
-\sum_{n=1}^{k}\left[\ln \left(\tau_{0}-\tau\right)_{n}^{\mu}\right], \tau \in D_{1-} \\
0, \text { if } k=0
\end{array}\right.
$$

where the lower index on $\left(\tau_{0}-\tau\right)$ denotes different determinations enclosed by $\mathscr{C}$ (lying in the half plane left of $\left.\tilde{\gamma}\right)$. Adding (E6) and (E7) and using the fact that the result contains, as in (E5), an integral over the discontinuity of $\ln v$, we obtain the behavior of $\kappa_{21}\left(\tau_{0}, \tau\right)=\exp \left(-Q_{\mu}\left(\tau_{0}, \tau\right)\right)$ for $\tau$ near $\tau_{0}$ in $D_{1+}, D_{1-}$

$$
\exp \left[-Q_{\mu}\left(\tau_{0}, \tau\right)\right]=\left\{\begin{array}{c}
\frac{\tau_{0}-\tau}{\left(\tau_{0}-\tau\right)_{1}^{\mu} \cdots\left(\tau_{0}-\tau\right)_{k+1}^{\mu}} \psi\left(\tau_{0}, \tau\right),  \tag{E8}\\
{\left[\frac{\tau_{0}-\tau}{\left(\tau_{0}-\tau\right)_{1}^{\mu} \cdots\left(\tau_{0}-\tau \psi_{k}^{\mu}\right.} \psi\left(\tau_{0}, \tau\right)\right.} \\
\left(\tau_{0}-\tau\right) \psi\left(\tau_{0}, \tau\right), \text { if } k=0
\end{array} \quad \tau \in D_{1+}\right.
$$

with $\psi\left(\tau_{0}, \tau\right)$ continuous at $\tau=\tau_{0}$, from both sides of $\tilde{\gamma}$.

On the other hand, consider the exponents of the contributions analogous to $k_{11}\left(\sigma_{1}, \tau\right)$ in Eq . (E3): the only difference is that the usual "derivative quotients" are replaced by Hölder quotients

$$
\begin{equation*}
R_{\mu}\left(\tau_{0}, \tau\right)=\frac{1}{2 \pi i} \int_{L_{1}} \frac{\ln \left[\sigma_{0}-\sigma_{1,1}\left(\tau^{\prime}\right)\right] /\left(\tau_{0}-\tau^{\prime}\right)_{1}^{\mu}}{\tau^{\prime}-\tau} d \tau^{\prime}+\frac{1}{2 \pi i} \int_{L_{2}} \frac{\ln \left[\sigma_{0}-\sigma_{1, k+1}\left(\tau^{\prime}\right)\right] /\left(\tau_{0}-\tau^{\prime}\right)_{k+1}^{\mu}}{\tau^{\prime}-\tau} d \tau^{\prime}, \tag{E9}
\end{equation*}
$$

where $L_{1}, L_{2}$ are the two sides of the cusp of $\gamma_{1}$ and the lower indices on $\left(\tau_{0}-\tau^{\prime} \mu^{\mu}\right.$ and $\sigma_{1}\left(\tau^{\prime}\right)$ indicate, e.g., that we perform $k$ turns around $\tau_{0}$ before substituting in the second term of ( E 9 ). We can now evaluate the limiting values as $\tau \rightarrow \tau_{0}$ of $k_{11}\left(\sigma_{0}, \tau\right) \equiv \exp \left(-R_{\mu}\left(\sigma_{0}, \tau\right)\right)$ using the formulas (E1), which take into account the existence of a cusp of opening $\pi / \mu-2 k \pi$

$$
\lim _{\tau \rightarrow \tau_{0}} k_{11}\left(\sigma_{0}, \tau\right)=\left\{\begin{array}{c}
\left(C_{0}\right)^{1 / 2 \mu-k-1} \phi\left(\tau_{0}\right), \tau \rightarrow \tau_{0}, \tau \in D_{1+}  \tag{E10}\\
\left(C_{0}\right)^{1 / 2 \mu-k} \phi\left(\tau_{0}\right), \tau \rightarrow \tau_{0}, \tau \in D_{1-} .
\end{array}\right.
$$

We can now show that the factor of $C\left(\sigma_{0}, \tau\right)$ defined as

$$
C_{1}\left(\sigma_{0}, \tau\right)= \begin{cases}\prod_{i=1}^{k+1}\left(\sigma_{0}-\sigma_{1}^{(i)}(\tau)\right) \kappa_{11}\left(\sigma_{0}, \tau\right) \kappa_{21}\left(\tau_{0}, \tau\right), & \tau \in D_{1+}  \tag{E11}\\ \prod_{i=1}^{k}\left(\sigma_{0}-\sigma_{1}^{(i)}(\tau)\right) \kappa_{11}\left(\sigma_{0}, \tau\right) \kappa_{21}\left(\tau_{0}, \tau\right), & \tau \in D_{1-}\end{cases}
$$

has indeed a simple zero at $\tau=\tau_{0}$. Indeed, using (E8)

$$
\begin{align*}
\lim _{\substack{\tau \rightarrow \tau_{0} \\
\tau \in D_{1+}}} \frac{C_{1}\left(\sigma_{0}, \tau\right)}{\tau_{0}-\tau} & =\lim _{\substack{\tau \rightarrow \tau_{0} \\
\tau \in D_{1+}}} \prod_{i=1}^{k+1}\left(\sigma_{0}-\sigma_{1}^{(i)}(\tau)\right) C_{0}^{1 / 2 \mu-k-1} \frac{\psi\left(\tau_{0}, \tau\right) \phi\left(\tau_{0}\right)}{\prod_{i=1}^{k+1}\left(\tau_{0}-\tau \tau_{i}^{\mu}\right.} \\
& =\psi\left(\tau_{0}, \tau_{0}\right) \phi\left(\tau_{0}\right) C_{0}^{1 / 2 \mu}=\lim _{\substack{\tau \rightarrow \tau_{0} \\
\tau \in D_{0}-}} \prod_{i=1}^{k}\left(\sigma_{0}-\sigma_{1}^{(i)}(\tau)\right) C_{0}^{1 / 2 \mu-k} \frac{\psi\left(\tau_{0}, \tau\right) \phi\left(\tau_{0}\right)}{\prod_{i=1}^{k}\left(\tau_{0}-\tau \tau_{i}^{\mu}\right.}=\lim _{\substack{\tau \rightarrow \tau_{0} \\
\tau \in D_{1-}}} \frac{C_{1}\left(\sigma_{0}, \tau\right)}{\tau_{0}-\tau}=\text { finite. } \tag{E12}
\end{align*}
$$

By the reasoning of Sec. III, $C_{1}\left(\sigma_{0}, \tau\right)$ is holomorphic in the neighborhood of $\tau_{0}$, so that (E12) establishes that it is holomorphic even at $\tau_{0}$ and has there a simple zero.

We can do this reasoning for each curve $\gamma_{1}$ passing through $\tau_{0}$, such that $\lim _{\tau \rightarrow \tau_{0}} \sigma_{1}(\tau)=\sigma_{0}$ and having there a regular or irregular point. This might not be immediately obvious, since one might worry that the zeros $\sigma_{1}^{(\pi)}(\tau)$ in (E11) could be required in several factors $C_{l}\left(\sigma_{0}, \tau\right)$, similar to (E11) and associated to the $\gamma_{i}$ 's, $l \neq 1$. It is, however, true that the zeros generated by clockwise continuation around $\tau_{0}$ of the inverse function of $\gamma_{1}, \sigma_{1}(\tau)$ (starting from the side of $\gamma_{1}$ "before" $\tau_{0}$ ), are different from those generated by the other curves. One can verify that, in fact, in order to obtain the roots "belonging" to the other curves, one must continue $\sigma_{1}(\tau)$ on a path which rotates so long around $\tau_{0}$, until $\sigma_{1}(\tau)-\sigma_{0}$ rotates by $2 m \pi$ around the origin ( $m=1,2, \ldots$ ) [cf. the example of $f(\sigma, \tau)=\tau^{2}-(\sigma-1)^{9}$ ].

Thus each $\gamma_{1}$ generates a simple zero of $C_{l}\left(\sigma_{0}, \tau\right)$ at $\tau_{0}$ and $C\left(\sigma_{0}, \tau\right)$ vanishes at $\tau_{0}$ with an order equal to the number of $\gamma_{l}$ 's passing through $\tau_{0}$ and verifying $\lim _{\tau \rightarrow \tau_{l}} \sigma_{l}(\tau)=\sigma_{0}$.
(c) We next wish to prove the continuity of $C(\sigma, \tau)$ at $\sigma_{0}, \tau_{0},\left|\sigma_{0}\right|=1, \tau_{0}=\tau_{i}\left(\sigma_{0}\right)$, for some $i$, (say $\left.i=1\right)$ and $\left|\tau_{0}\right|<1$, as $(\sigma, \tau)$ approaches $\left(\sigma_{0}, \tau_{0}\right)$ from $|\sigma|<1,|\tau|<1$. The reason why we need this is to show that all values $C(\sigma, \tau)$ for $|\sigma|=1,|\tau|<1$ are properly defined, independently of the special procedure we adopted. We must thus evaluate

$$
\begin{align*}
\left|C(\sigma, \tau)-C\left(\sigma_{0}, \tau_{0}\right)\right| \leqslant \mid & C(\sigma, \tau)-C\left(\sigma_{0}, \tau\right) \mid \\
& +\left|C\left(\sigma_{0}, \tau\right)-C\left(\sigma_{0}, \tau_{0}\right)\right| . \tag{E13}
\end{align*}
$$

The last term can be made as small as we wish, by choosing $\tau$ correspondingly close to $\tau_{0}$, since $C\left(\sigma_{0}, \tau\right)$ is holomorphic at $\tau_{0}$. We need to show only that the first term can be made arbitrarily small, if $\left|\sigma-\sigma_{0}\right|$ is chosen appropriately, but uniformly with respect to $\tau$, for $\tau$ in some disk $\left|\tau-\tau_{0}\right| \leqslant \mathrm{r}_{1}, \mathrm{r}_{1}$ a fixed number. To this end, it is enough to prove that the family of functions $C\left(\sigma_{n}, \tau\right)$, for a sequence $\sigma_{n} \rightarrow \sigma_{0}$, holomorphic with respect to $\tau$ in the unit disk, is uniformly bounded with respect to $n$, for $\tau$ in a disk $\left|\tau-\tau_{0}\right| \leqslant r$. Since, by definition, for $\tau$ not on $\gamma_{i}, \lim _{n \rightarrow \infty} C\left(\sigma_{n}, \tau\right)=C\left(\sigma_{0}, \tau\right)$, it follows from the principle of uniform boundedness (Vitali's theorem), that this limit is also uniform with respect to $\tau$, in $\left|\tau-\tau_{0}\right| \leqslant r-\epsilon$, for any $\epsilon>0$, and this will prove our statement. By the maximum modulus theorem, it is enough to prove the uniform boundedness on the circle $\left|\tau-\tau_{0}\right|=r$, with $r$ appropriately chosen.

Further, it is enough to consider one factor $h_{1}(\sigma, \tau)$ belonging to one curve, say $\gamma_{1}$, passing through $\tau_{0}$, and obeying $\lim _{\tau \rightarrow \tau_{0}} \sigma_{1}(\tau)=\sigma_{0}$, and the purpose is to find a majorization of the absolute value of the exponent of $k_{1}(\sigma, \tau)$, uniform in $\tau$, for $\left|\sigma-\sigma_{0}\right| \leqslant d,|\sigma|<1, d$ appropriately chosen. This is conveniently done as follows: choose $r$ so small that $\gamma_{1}$ intersects $\left|\tau-\tau_{0}\right|=r$ only twice and part the integral into two [for $\tau$ on $\left.\left|\tau-\tau_{0}\right|=r\right]$, one part contained inside a circle of radius $k r, 0<k<1$ and another one outside it. Choose then $d$ so small that the logarithmic singularities of the integrand for $\sigma,|\sigma|=1$, in $\left|\sigma-\sigma_{0}\right| \leqslant d$ are contained in a circle of radius, say, $k r / 2$. This is possible due to the Hölder continuity of both $\tau_{1}(\sigma)$, defining $\gamma_{1}$, and its inverse $\sigma_{1}(\tau)$. Then, the part of
the integral contained in the circle of radius $k r$ gives a bounded contribution on $\left|\tau-\tau_{0}\right|=r$, uniformly in $\sigma$. The remaining part is the integral of a Hölder continuous function with the Cauchy kernel $1 /\left(\tau^{\prime}-\tau\right)$ and is clearly bounded, e.g., by using the estimates of Ref. 18, p. 38.
(d) We now show that, if $\tau_{0}=\tau_{1}\left(\sigma_{0}\right),\left|\sigma_{0}\right|=1, \tau_{0} \in \gamma_{1}$, then for $|\sigma|<1$ near $\sigma_{0}$

$$
\begin{equation*}
|I|=\left|\int_{\tau_{a}}^{\tau_{e}} \frac{\ln \left(\sigma-\sigma_{1}\left(\tau^{\prime}\right)\right)}{\tau^{\prime}-\tau_{0}} d \tau^{\prime}\right| \leqslant C \ln ^{2}\left|\sigma-\sigma_{0}\right| \tag{E14}
\end{equation*}
$$

where the integral is understood as a limit $\tau \rightarrow \tau_{0}$ from $\mathscr{D}_{2}$ or $\mathscr{D}_{1}$ (domains lying left or right of $\left.\gamma_{1}\right), \tau_{a}, \tau_{e} \in \gamma_{1}$, $\tau_{0} \in\left(\tau_{a}, \tau_{e}\right)$ and $C$ is a constant. Equation (E14) establishes a uniform bound on the integrals of $\left|\ln C\left(r e^{i \theta}, \tau\right)\right|$ on $0 \leqslant \theta \leqslant 2 \pi$, as required at the end of Sec. III. To show this, we write

$$
\begin{align*}
\left(\sigma=\mathrm{re}^{i \theta}, r<1, \tau_{a}=\right. & \left.\tau_{1}\left(\sigma_{a}\right), \tau_{e}=\tau_{1}\left(\sigma_{e}\right)\right): \\
|I| \leqslant I_{1}+I_{2}= & \int_{\sigma_{a}}^{\sigma_{e}} \frac{\left|\ln \left(\sigma-\sigma^{\prime}\right)-\ln \left(\sigma-\sigma_{0}\right)\right|}{\left|\sigma^{\prime}-\sigma_{0}\right|} \\
& \times \frac{\left|\sigma^{\prime}-\sigma_{0}\right|}{\left|\tau_{1}\left(\sigma^{\prime}\right)-\tau_{0}\right|} \frac{\left|d \tau_{1}\left(\sigma^{\prime}\right)\right|}{\left|d \sigma^{\prime}\right|}\left|d \sigma^{\prime}\right| \\
& +\left|\ln \left(\sigma-\sigma_{0}\right)\right|\left|\int_{\tau_{e}}^{\tau_{e}} \frac{d \tau^{\prime}}{\tau^{\prime}-\tau_{0}}\right| \tag{E15}
\end{align*}
$$

The second integral satisfies already the bound (E14); in the first one, the last two factors make up a continuous function on ( $\sigma_{a}, \sigma_{e}$ ) and are thus bounded by a constant there, so that one is left with (for $k_{1}>1$ )

$$
\begin{align*}
& I_{1} \leqslant C\left(\int_{|u|<k_{1}\left|\sigma-\sigma_{0}\right|}+\int_{|u|>k_{1}\left|\sigma-\sigma_{0}\right|}\right) \\
& \quad \times \frac{\left|\ln \left(1-u /\left(\sigma-\sigma_{0}\right)\right)\right|}{|u|}|d u| \\
& \leqslant C_{1}+C_{2} \int_{k_{1}}^{b} \frac{\ln |v|}{|v|} d|v| \leqslant C \ln ^{2}\left|\sigma-\sigma_{0}\right| \tag{E16}
\end{align*}
$$

with $b=\max \left(\left|\sigma_{a 1}-\sigma_{0}\right| /\left|\sigma-\sigma_{0}\right|,\left|\sigma_{I}-\sigma_{0}\right| /\left|\sigma-\sigma_{0}\right|\right)$
and we have used $v=u /\left(\sigma-\sigma_{0}\right),|d u| \leqslant$ const $d|u|$ if the arc around $\sigma_{0}$ is sufficiently small, $|\ln (1-v)| \leqslant C \ln |v|$, for $|v|>k_{1}$ and $C, C_{1}, C_{2}$ are constants.
(e) We discuss shortly the behavior of $C(\sigma, \tau)$ at points $\left(\sigma_{i}, \tau_{0}\right),\left|\sigma_{i}\right|<1, \tau_{0}$ an end point of a curve $\gamma_{1}: \tau=\tau_{1}(\sigma)$. Following Ref. 18, p. 74, the behavior of the corresponding factor $\kappa_{1}(\sigma, \tau)$, Eq. (3.4), near $\tau_{0}$ is given by

$$
\begin{align*}
\kappa_{1}(\sigma, \tau) & =\exp \left[-\frac{1}{2 \pi i} \ln \left(\sigma-\sigma_{1}\left(\tau_{0}\right)\right) \ln \left(\tau_{0}-\tau\right)-\phi(\sigma, \tau)\right] \\
& \equiv \phi_{1}(\sigma, \tau) \exp (-\phi(\sigma, \tau)), \tag{E17}
\end{align*}
$$

where $\phi(\sigma, \tau)$ is a function holomorphic in the $\tau$ plane cut along $\gamma_{1}$ and continuous at $\tau=\tau_{0}$. Clearly, as $\tau \rightarrow \tau_{0}$, the phase of $\phi_{1}(\sigma, \tau)$ increases without bounds. However, $\ln k_{1}(\sigma, \tau)$ has obviously an integrable modulus at $\tau_{0}$, for fixed $\sigma,|\sigma|<1$.

## APPENDIX F: TWO EXAMPLES TO SEC. III

We wish to illustrate the formulas in Secs. II and III by means of two examples; the first one is very simple, and could have been treated as shown in the Introduction [Eqs. $(1.8)-(1.11)]$. The second one would have been presumably


FIG. 8. Example 1 of Appendix F.
difficult to treat without the Cousin method.
Example 1: $f(\sigma, \tau)=\sigma^{n} / 2-\tau, n \geqslant 1$, integer. For all $\sigma$ on $|\sigma|=1$, there is one root in $|\tau| \leqslant 1$ and for $|\tau|=1$, there is no root in $|\sigma| \leqslant 1$. We can apply the method of the Introduction, and obtain immediately that $\beta_{1}(\sigma)=-\sigma^{n} / 2$ [Eq.
(1.9)]. Thus, $C_{0}(\sigma, \tau)$, Eq. (1.10), is $\tau-\sigma^{n} / 2$, and
$E(\sigma, \tau)=+1$, Eq. (1.11). The function $f(\sigma, \tau)$ is reconstructed from its modulus up to a sign ambiguity.

We now treat the same example by the "complicated" way of Secs. II and III. There exists in the $\tau$ plane one curve $\gamma_{1}: \tau=\sigma^{n} / 2,|\sigma|=1$; this curve is the circle $\bar{\gamma}_{1}:|\tau|=\frac{1}{2}$ covered $n$ times. The inverse function $\sigma_{1}\left(\tau^{\prime}\right)=\left(2 \tau^{\prime}\right)^{1 / n}$ is many valued on $\bar{\gamma}_{1}$. It should be clear from the text that the integrations in Eqs. (2.4) and (2.10) are performed over $\bar{\gamma}_{1}$ covered $n$ times. The determinations of $\mathscr{N}(\tau)$, Eq. (2.4), in the two domains $\mathscr{D}_{1}, \mathscr{D}_{2}$ are shown in Fig. 8. To compute $\Omega^{(1)}(\tau)$, we write

$$
\begin{align*}
\Omega^{(1)}(\tau) & =\frac{1}{2 \pi i} \int_{r_{1}} \frac{\left(2 \tau^{\prime}\right)^{1 / n}}{\tau^{\prime}-\tau} d \tau^{\prime} \\
& =\frac{1}{2 \pi i} \sum_{k=1}^{n} \oint_{\left|\tau^{\prime}\right|=\frac{1}{2}} \frac{\left(2 \tau^{\prime}\right)_{k}^{1 / n}}{\tau^{\prime}-\tau} d \tau^{\prime} \tag{F1}
\end{align*}
$$

where the sum runs over the $n$ determinations of $\left(2 \tau^{\prime}\right)^{1 / n}$. The integral is converted to the unit circle in the $\sigma^{\prime}$ plane, by $\sigma^{\prime}=\left(2 \tau^{\prime}\right)^{1 / n}$.

$$
\begin{align*}
\Omega^{(1)}(\tau) & =\frac{n}{2 \pi i} \oint_{\left|\sigma^{\prime}\right|=1} \frac{\sigma^{\prime n} d \sigma^{\prime}}{\sigma^{\prime n}-2 \tau} \\
& =\left\{\begin{array}{cl}
0, & \text { if } \tau \in \mathscr{D}_{1} \\
\sum_{k=1}^{n}(2 \tau)_{k}^{1 / n}=0, & \text { if } \tau \in \mathscr{D}_{2} .
\end{array}\right. \tag{F2}
\end{align*}
$$

Similarly,
$\Omega^{(t)}(\tau)=\left\{\begin{array}{cl}0 & \text { if } \tau \in \mathscr{D}_{1} \\ \sum_{k=1}^{n}(2 \tau)_{k}^{l / n} & \text { if } \tau \in \mathscr{D}_{2}\end{array} l=2,3, \ldots\right.$.
But the sum occurring for $\tau \in \mathscr{D}_{2}$ vanishes if $l<n$ and is $2 \tau n$ if $l=n$. The Newton formulas, Eq. (2.18) give then

$$
\mathscr{F}(\sigma, \tau)=\left\{\begin{array}{cc}
1 & \text { if } \tau \in \mathscr{D}_{1}  \tag{F4}\\
\sigma^{n}-2 \tau & \text { if } \tau \in \mathscr{D}_{2}
\end{array}\right.
$$

With the same change of variables as above, [cf. Eq.

## (3.1)]

$$
\begin{align*}
\mathscr{K}_{1}(\sigma, \tau) & =\exp \left[-\frac{1}{2 \pi i} \int_{\gamma_{i}} \frac{\ln \left(\sigma-\left(2 \tau^{\prime}\right)^{1 / n}\right)}{\tau^{\prime}-\tau} d \tau^{\prime}\right] \\
& =\exp \left[-\frac{n}{2 \pi i} \oint_{\left|\sigma^{\prime}\right|=1} \sigma^{\prime n-1} \frac{\ln \left(\sigma-\sigma^{\prime}\right)}{\sigma^{\prime}-2 \tau} d \sigma^{\prime}\right] . \tag{F5}
\end{align*}
$$



FIG. 9. Example 2 of Appendix F.

The logarithm is chosen as explained in Appendix D: for $\sigma$ real, this amounts to choosing a cut of the logarithm in the $\sigma^{\prime}$ plane from $\sigma$ to the right, $\operatorname{Im} \ln \left(\sigma-\sigma^{\prime}\right)=-\pi i$, if $\sigma^{\prime}$ is above the cut $\left(\tau_{a}=(-1)^{n} / 2, \tau_{0}=\frac{1}{2}\right)$. There exists a discontinuity of $2 \pi i$ at $\tau=\tau_{0}$, producing a pole in $\mathscr{K}_{1}(\sigma, \tau)$. We define thus

$$
\begin{equation*}
\mathscr{K}(\sigma, \tau)=\left(\tau-\frac{1}{2}\right) \mathscr{K}_{1}(\sigma, \tau) . \tag{F6}
\end{equation*}
$$

The function $\mathscr{K}_{1}(\sigma, \tau)$ can be in this case explicitly computed by picking out the contributions of the cut of the logarithm and the possible pole; we obtain

$$
\mathscr{K}_{1}(\sigma, \tau)=\left\{\begin{array}{lll}
\frac{\sigma^{n}-2 \tau}{1-2 \tau} & \text { if }|\tau|>\frac{1}{2} & \left(\tau \in \mathscr{D}_{1}\right)  \tag{F7}\\
\frac{1}{1-2 \tau} & \text { if }|\tau|<\frac{1}{2} & \left(\tau \in \mathscr{D}_{2}\right)
\end{array}\right.
$$

Thus,

$$
\begin{equation*}
C(\sigma, \tau)=\mathscr{F}(\sigma, \tau) \mathscr{K}(\sigma, \tau)=-\left(\sigma^{n}-2 \tau\right) . \tag{F8}
\end{equation*}
$$

One checks easily that $E(\sigma, \tau)=\frac{1}{2}$.
Example 2: $f(\sigma, \tau)=\sigma^{2} \tau^{2}-\sigma-1$. The zero trajectories in the $\sigma$ and $\tau$ planes are shown in Fig. 9. For $|\sigma|=1$, there are two zeros in $|\tau| \leqslant 1$ only along the arc EHF. For $\sigma$ on the arc FKE, there are no zeros in $|\tau| \leqslant 1$. For $\sigma$ on EHF, the two zeros describe the curves $A_{2} B_{2} O B_{1} A_{1}\left(\gamma_{1}\right)$ and $A_{1} C_{1} O C_{2} A_{2}\left(\gamma_{2}\right)$. There is a branch point of the trajectories $\tau(\sigma)$ lying at $\sigma=-1$. Thus, the curves $\gamma_{1}, \gamma_{2}$ have a cusp at $\tau(-1)=0$, and they are connected as described in Sec. II. Along the semicircles $A_{2} D_{2} A_{1}$ and $A_{1} D_{1} A_{2}$, the zeros of $f(\sigma, \tau)$ are given by

$$
\begin{equation*}
\sigma_{k}(\tau)=\frac{1-\left(\sqrt{1+4 \tau^{2}}\right)_{k}}{2 \tau^{2}}, \quad k=1,2 \tag{F9}
\end{equation*}
$$

where the index 1 refers to $A_{2} D_{2} A_{1}$ and 2 to the other semicircle. For $\tau$ on $A_{2} D_{2} A_{1}$, the root is chosen to be positive at +1 , and for $\tau$ on $A_{1} D_{1} A_{2}$ the root is chosen positive at -1 . The images $\sigma_{1,2}(\tau)$ describe for $|\tau|=1$, the curve FGE, once for $\tau$ on $A_{2} D_{2} A_{1}$ and once for $\tau$ on $A_{1} D_{1} A_{2}$. Thus (reversing the roles of $\sigma$ and $\tau$ in the text), the curve FGE has multiplicity two. There is nothing special about the points $A_{1}, A_{2}\left(\gamma_{1}, \gamma_{2}\right.$ cross there). The path $\Gamma_{1}$ needed to return $\sigma_{1}(\tau)$ to its original value is $A_{2} D_{2} A_{1} C_{1} O C_{2} A_{2}$. Indeed, as we continue $\sigma_{1}(\tau)$ from $D_{2}$ to $A_{1}$ we reach the value $\sigma_{0}=-\frac{1}{2}+\mathrm{i}\left(\frac{3}{2}\right)^{1 / 2}$ and only $\gamma_{2}: \tau=-(\sigma+1)^{1 / 2} / \sigma,|\sigma|=1$ has the property $\lim _{\sigma \rightarrow \sigma_{0}} \tau(\sigma)=+i$. The path $\Gamma_{2}$ is $A_{1} D_{1} A_{2} B_{2} O B_{1} A_{1}$. It is easy to verify that the assignments of values to $\mathscr{N}(\tau)$, Eq. (2.4) as done in Fig. 9 are correct.

By writing Cauchy integrals, one verifies that

$$
\Omega^{(1)}(\tau)=\left\{\begin{array}{c}
0, \quad \text { for } \tau \text { in } \mathscr{D}_{3}, \mathscr{D}_{4}  \tag{F10}\\
\left(1-\left(\sqrt{1+4 \tau^{2}}\right)_{k}\right) / 2 \tau^{2} \\
\text { for } \tau \text { in } \mathscr{D}_{k}, k=1,2
\end{array}\right.
$$

The function $\mathscr{K}_{1}(\sigma, \tau)$, eq. (3.1) is given by (after using on $\gamma_{1,2}$ the parameter $\sigma^{\prime} \in E H F$ )

$$
\begin{equation*}
\mathscr{K}_{1}(\sigma, \tau)=\exp \left[-\frac{1}{2 \pi i} \int_{E H F} \frac{\ln \left(\sigma-\sigma^{\prime}\right)\left(\sigma^{\prime}+2\right)}{\sigma^{\prime}\left(\sigma^{\prime}+1-\tau^{2} \sigma^{\prime 2}\right)} d \sigma^{\prime}\right] . \tag{F11}
\end{equation*}
$$

This expression may appear obscure at first sight. We illuminate it as follows: let $\operatorname{Im} \sigma=0, \sigma>0$ and enlarge the integral to one along the line $K E H F K$; the integral is not done on a closed path, because of the cut of the logarithm running from $\sigma$ to the right [we choose, as in Appendix D,
$\operatorname{Im} \ln (\sigma+1)=0]$. We must subtract two contributions: the integrals along $K E$ and $F K$. However, it is important to notice that the denominator of the integrands does not vanish in $|\tau| \leqslant 1$, if $\sigma^{\prime}$ is confined to $E K F$. Thus, the corresponding factor in $\mathscr{K}_{1}(\sigma, \tau)$ is a function holomorphic and free of zeros in $|\sigma|<1 \otimes|\tau|<1$ and which we denote by $C_{E}(\sigma, \tau)$. The integral along the path $K E H F K$ is evaluated as in Example 1, by writing it as a sum of the contributions of the cut of the logarithm and the poles in $\left|\sigma^{\prime}\right|<1$.

After a careful calculation, one obtains
$\mathscr{K}(\sigma, \tau)=\mathscr{K}_{1}(\sigma, \tau)$
$=\left\{\begin{array}{c}C_{E}(\sigma, \tau)\left(\tau^{2} \sigma^{2}-\sigma-1\right) /\left(\tau^{2}-2\right), \tau \in \mathscr{D}_{3,4} \\ C_{E}(\sigma, \tau)\left(2 \tau^{2} \sigma-1-\left(\sqrt{1+4 \tau^{2}}\right)_{k}\right) / 2\left(\tau^{2}-2\right)\end{array}\right.$,

$$
\tau \in \mathscr{D}_{k}
$$

$$
\begin{equation*}
k=1,2 \tag{F12}
\end{equation*}
$$

The Cousin function is then the manifestly holomorphic expression

$$
\begin{align*}
C(\sigma, \tau) & =C_{E}(\sigma, \tau)\left(\tau^{2} \sigma^{2}-\sigma-1\right) /\left(\tau^{2}-2\right) \\
& =\bar{C}_{E}(\sigma, \tau)\left(\tau^{2} \sigma^{2}-\sigma-1\right) \tag{F13}
\end{align*}
$$

It is easy to verify that

$$
\begin{equation*}
E(\sigma, \tau)=-1 / \bar{C}_{E}(\sigma, \tau) \tag{F14}
\end{equation*}
$$

It is instructive, although not very easy, to perform a similar calculation starting from the pattern of curves in the $\sigma$ plane.

## APPENDIX G: THE PROOF OF LEMMA 4

To prove Lemma 4 of Sec. IV, we notice first that if, for another sequence $s_{n}^{\prime}, \lim _{n \rightarrow \infty} t\left(s_{n}^{\prime}\right)=t_{1} \neq t_{0}$, then $t_{1} \in C_{t}$. Indeed, if $t_{1}$ belonged to $Q_{s}$, it would follow by continuity that $A\left(s_{0}, t_{1}\right)=0$ and $t_{1}$ would be a simple or multiple zero of $A\left(s_{0}, t\right)$. Let $d_{r}$ be a disk $\left|t-t_{1}\right|<r$, so that $A\left(s_{0}, t\right) \neq 0$, for $t \in a_{r}$, if $t \neq t_{1}$. Consider then the function $h(s)=\left|t(s)-t_{1}\right|$; by Lemma 1 (or 3) it is continuous on ( $s_{1}, s_{0}$ ), $s_{1}<s_{0}$. Since, for $s_{n} \rightarrow s_{0}, \lim _{n \rightarrow \infty} h\left(s_{n}\right)=\left|t_{1}-t_{0}\right|=a \neq 0$, it follows that $h(s)$ assumes on $\left(s_{1}, s_{0}\right)$ all values between $\epsilon$ and $a-\epsilon$, for any $\epsilon>0$, an infinite number of times. This implies that a sequence $s_{n}^{\prime \prime} \rightarrow s_{0}$ exists so that $\lim \left|t\left(s_{n}^{\prime \prime}\right)-t_{1}\right|=r_{1}<r$. This means that $A\left(s_{0}, t\right)=0$ for $t$ in $d_{r}, t \neq t_{0}$, which is impossible. Thus, $t_{1} \in C_{t}$.

Consider then the continuous function $l(s)=\operatorname{Re}\left(t(s)-t_{1}\right)$. As before, $l(s)$ assumes any value on $\left(t_{0}, t_{1}\right)$ as $s \rightarrow s_{0}$. By the continuity of $A(s, t)$ in $\bar{M}$, one concludes
that $A\left(s_{0}, t\right)=0$, for $t$ in $\left(t_{0}, t_{1}\right) \subset C_{t}$. Thus, if $t_{0} \neq t_{1}, A\left(s_{0}, t\right) \equiv 0$, a situation which we can discard.

## APPENDIX H: BEHAVIOR OF C(s,t) AT SOME SPECIAL POINTS (SEC. V)

(i) Consider first a point $t_{0}, t_{0}<-4 m^{2}$, where a curve $\Gamma_{1}: t=t_{1}(s)$ joins a curve $\Gamma_{2}^{\prime}: t=t_{2}(u)$. In general, there is a cusp between $\Gamma_{1}$ and $\Gamma_{2}^{\prime}$ at $t_{0}$ (see Fig. 4); this follows from the fact that the line $s=s_{2}(u), \quad u \in C_{u}$, up to which the continuation of the $s$ channel trajectory $u=u_{1}(s)$ can proceed (see Lemma 6) intersects in general the line $\operatorname{Im} s=0$ under an angle different from 0 or $\pi$, and the mapping
$t(s)=4 m^{2}-s-u_{2}(s)$ might have a nonvanishing derivative at $s=s_{0}$. Further, $t_{0}$ is also a joining point of the curves $\Gamma_{1}^{*}: t=t_{1}^{*}\left(s^{*}\right), \Gamma_{2}^{* \prime}: t=t_{2}^{*}\left(u^{*}\right)$ (see Fig. 4).

As we argued in Sec. IV, the analytic continuation around $t_{0}$ of the inverse function $s_{1}(t)$ corresponding to $\Gamma_{1}$ is $\bar{s}_{2}(t)$, corresponding to $\Gamma_{2}^{\prime}$. The continuation of $s_{1}(t)$ to points $t, t \notin \Gamma_{1}, t \notin \Gamma_{2}^{\prime}$, leads to a root of $A(s, t)=0$ lying in $Q_{t}$ and is accounted for by one ${ }^{40}$ factor $s-s_{1}(t)$ in the determination of $\mathscr{F}_{s}(s, t)$ in the domain $D_{+}$lying left of $\Gamma_{1}, \Gamma_{2}^{\prime}$. We can then evaluate using (E1)

$$
\begin{align*}
\lim _{\substack{t \rightarrow t_{0} \\
t \in D_{+}}}\left(s-s_{1}(t)\right) \bar{k}_{1}(s, t)= & \left(s-s_{1}\left(t_{0}\right)\right)^{\beta / 2 \pi} \\
& \times \exp \left(-\frac{1}{2 \pi i} P \int_{\Gamma_{1} \cup \Gamma_{2}^{\prime}} \frac{\varphi\left(s, t_{0}, t^{\prime}\right)}{t^{\prime}-t_{0}} d t^{\prime}\right) \\
= & \lim _{\substack{t \rightarrow t_{0} \\
t \in D}} \bar{k}_{1}(s, t), \tag{H1}
\end{align*}
$$

where $\bar{k}_{1}(s, t)$ is the factor of $K(s, t)$ corresponding to $\Gamma_{1}$ and $\Gamma_{2}^{\prime}, \beta$ is the opening of the cusp and $\varphi\left(s, t_{0}, t^{\prime}\right)=\ln \left(s-s_{1}\left(t^{\prime}\right)\right)$ for $t^{\prime} \in \Gamma_{1},=\ln \left(s+t_{0}-\bar{s}_{2}\left(t^{\prime}\right)-t^{\prime}\right.$ for $t^{\prime} \in \Gamma_{2}^{\prime} ; \varphi\left(s, t_{0}, t^{\prime}\right)$ is Hölder continuous at $t^{\prime}=t_{0}$, for $s \in D_{s}$ [discontinuities of the argument of the logarithm are removed by factors $\left(t-t_{o i}\right)$ in (5.5)]. A similar argument holds for $\Gamma_{1}^{*}, \Gamma_{2}^{\prime *}$; this proves analyticity of $C(s, t)$ at fixed $s$ at $t_{0}$. Equation $(\mathrm{H} 1)$ is a holomorphic expression in $s$ in the open cut plane $Q_{t_{0}}$, and thus $C(s, t)$ is holomorphic in $s$ and $t$ at all points $\left(s, t_{0}\right)$ in $\mathscr{M}$.
(ii) Consider now the case when $t_{0}$ is an end point of $\Gamma_{i}: t=t_{i}(s)$ such that $t_{i}(s) \rightarrow t_{0}$ as $s \rightarrow \infty$, e.g., along $C_{s}{ }^{+}$; then, by (A5) (i), $t_{0}$ is also an end point of $\Gamma_{j}^{\prime(*)}: t=t_{j}(u)$, $u \in C_{u}{ }^{-}, t \rightarrow t_{0}$ as $u \rightarrow \infty$. We have seen in sec. IV that there is a cusp of $\Gamma_{i} \cup \Gamma_{j}^{\prime}$ at $t_{0}$ with opening $\pi \alpha-2 k \pi$, $\alpha>0$, with $k \geqslant 0$ chosen so that $0<\pi \alpha-2 k \pi<2 \pi$. If $k \geqslant 1$, it means that, as $s$ moves on a large circle an angle $\pi$ away from $C_{s}{ }^{+},\left(t_{i}(s)-t_{0}\right)$ performs $k$ complete rotations around the origin. Consequently, as in Appendix E, there are $k+1$ roots $s_{n}(t)$ of $A(s, t)=0$ for $t$ in $D_{+}$and $k$ such roots for $t$ in $D_{-}$, with the property that $\left|s_{n}(t)\right| \rightarrow \infty$ as $t \rightarrow t_{0}\left(D_{+}, D_{-}\right.$ are the domains lying to the left and right of $\left.\Gamma_{i} \cup \Gamma_{j}^{\prime}\right)$. By (A5) (i), they have the property that $s_{n}(t)\left(t-t_{0}\right)_{n}^{1 / \alpha} \rightarrow$ const, as $t \rightarrow t_{0}$; the lower index indicates the branch (obtained after $n$ rotations around $t_{0}$ ).

We shall show that the contribution to $C(s, t)$ of the pair of curves $\Gamma_{i}, \Gamma_{j}^{\prime}$ and of the zeros $s_{i}(t), s_{j}^{\prime}(t)$ generated by them is a holomorphic function of $t$ at $t_{0}$ for $s$ fixed, if one
takes into account a factor $\left(t-t_{0}\right)^{2}$ as shown in Eq.(5.5).
To this end, we write for $\Gamma_{i} \cup \Gamma_{j}^{\prime(*)}$, using (A5) (i)

$$
\begin{align*}
I(s, t)= & -\frac{1}{2 \pi i} \int_{\Gamma_{i}} \frac{\ln \left(s-C_{0}\left(t^{\prime}\right) /\left(t^{\prime}-t_{0}\right)_{1}^{1 / \alpha}\right)}{t^{\prime}-t} \frac{w\left(t^{\prime}\right)}{w(t)} d t^{\prime} \\
& -\frac{1}{2 \pi i} \int_{\Gamma_{j}^{\prime(*)}} \frac{\ln ^{\prime}\left(s+t-t^{\prime}-C_{0}\left(t^{\prime}\right) /\left(t^{\prime}-t_{0}\right)_{k+1}^{1 / \alpha}\right)}{t^{\prime}-t} \\
& \times \frac{w\left(t^{\prime}\right)}{w(t)} d t^{\prime}+\int_{\Gamma_{j}^{\prime(*)}} \frac{w\left(t^{\prime}\right)}{w(t)} \frac{d t^{\prime}}{t^{\prime}-t} . \tag{H2}
\end{align*}
$$

In (H2), we have understood the imaginary part of the logarithm in the integral along $\Gamma_{j}^{\prime(*)}$ to be $2 \pi$ rather than zero, as it should be according to the definition of $K_{o u}(u, t)$. We corrected this by the third term, which diverges logarithmically for $t \rightarrow t_{0}$. The choice of the logarithm in ( H 2 ) can be understood from the fact that the argument of $s-s_{i}\left(t^{\prime}\right)$ increases by $\pi$ as $s^{\prime}=s_{i}\left(t^{\prime}\right)$ moves from $C_{s}$ to $C_{u}$. Multiplying by $\left(t^{\prime}-t_{0}\right)_{1, k+1}^{1 / \alpha}$ in the logarithms in (H2), we can separate a contribution $I_{1}(s, t)$ with a Hölder continuous integrand at $t=t_{0}$, and evaluate it by (E1), Appendix E and an $s$ independent term

$$
\begin{align*}
I_{2}\left(t, t_{0}\right)= & \frac{1}{2 \pi i} \int_{\Gamma_{i}} \frac{\ln \left(t^{\prime}-t_{0}\right)_{1}^{1 / \alpha}}{t^{\prime}-t} \frac{w\left(t^{\prime}\right)}{w(t)} d t^{\prime} \\
& +\frac{1}{2 \pi i} \int_{\Gamma_{j}^{\prime}(*)} \frac{\ln \left(t^{\prime}-t_{0}\right)_{k+1}^{1 / \alpha}}{t^{\prime}-t} \frac{w\left(t^{\prime}\right)}{w(t)} d t^{\prime} \tag{H3}
\end{align*}
$$

This integral, analogous to (E6) can be evaluated as in (E8):

$$
\begin{align*}
& \exp \left[I_{2}\left(t, t_{0}\right)\right] \\
& \quad= \begin{cases}\left(\prod_{n=1}^{k+1}\left(t-t_{0}\right)_{n}^{1 / \alpha}\right) & \psi\left(t, t_{0}\right) /\left(t-t_{0}\right), t \in D_{+} \\
\left(\prod_{n=1}^{k}\left(t-t_{0}\right)_{n}^{1 / \alpha}\right) & \psi\left(t, t_{0}\right) /\left(t-t_{0}\right), t \in D_{-}, k \neq 0 \\
& \psi\left(t, t_{0}\right) /\left(t-t_{0}\right), t \in D_{--}, k=0\end{cases} \tag{H4}
\end{align*}
$$

and $\psi\left(t, t_{0}\right)$ is continuous from all sides as $t \rightarrow t_{0}$. We can now estimate the relevant factor $\bar{C}(s, t)$ of $C(s, t)$ in the neighborhood of these points:

$$
\begin{aligned}
\lim _{\substack{t \rightarrow t_{0} \\
t \in D_{+}}} \bar{C}(s, t)= & \lim _{\substack{t \rightarrow t_{0} \\
t \in D_{+}}}\left(t-t_{0}\right)^{2} \prod_{n=1}^{k+1}\left(s-C_{0}(t)\right. \\
& \left.\div\left(t-t_{0}\right)_{n}^{1 / \alpha}\right) \times \frac{\prod_{n=1}^{k+1}\left(t-t_{0}\right)_{n}^{1 / \alpha}}{t-t_{0}} \\
& \left.\times \frac{k(t)}{t-t_{0}}\left(-C_{0}\left(t_{0}\right)\right)^{\alpha / 2-k-1} \psi\left(t, t_{0}\right) \Phi\left(s, t_{0}\right)\right) \\
= & \left(-C_{0}\left(t_{0}\right)\right)^{\alpha / 2} k\left(t_{0}\right) \psi\left(t_{0}, t_{0}\right) \Phi\left(s, t_{0}\right) \\
= & \lim _{\substack{t \rightarrow t_{0} \\
t \in D_{-}}} \bar{C}(s, t) .
\end{aligned}
$$

(H5)
We have used the factor $\left(t-t_{0}\right)^{2}$ present in (5.5), $\Phi\left(s, t_{0}\right)$ corresponds to the exponential factor in ( E 1$)$ and $k(t) /\left(\mathrm{t}-\mathrm{t}_{0}\right)$ is the exponential of the third term in (H2). Thus, $\bar{C}(s, t)$ is
finite at $t_{0}$ and, since it is one valued and holomorphic in a neighborhood of $t_{0}$, it is holomorphic even at $t_{0}$. The value of $\bar{C}(s, t)$ at $t_{0}$ is holomorphic in $s, s \in D_{s}$, and thus, $C(s, t)$ is holomorphic at the points $\left(s, t_{0}\right) \in \mathscr{M}$, as asserted.

## APPENDIX I: COMPLEMENT TO SEC. V

We wish to refine the estimate $(5.25)$ of $I(s, t)$ so that it stays valid even if $t$ lies on one of the curves $\Gamma_{i}$. Consider to this end, for $t \in \Gamma_{i}$, a disk $D_{r}$ of radius $r$ centered at $t$, which contains an interval $\left(t_{a}, t_{b}\right)$ of $\Gamma_{i}$. The bounds for the integrals on $\Gamma_{i}$ on regions outside $D_{r}$ are the same as in Sec. V. We establish first an inequality like (5.25) for $|s|$ high enough, $s \in D_{s} \cup C_{s}{ }^{+} \cup C_{s}{ }^{-}$and thus verify condition (5.23). The behavior of $I(s, t)$ for finite $s \in C_{s}$ is discussed at the end.

Let $\left(t_{0 a}, t_{0 b}\right)$ be an interval of $\Gamma_{i}$ containing $\left(t_{a}, t_{b}\right)$ and assume first that $s_{i}\left(t^{\prime}\right)$ stays finite inside $\left(t_{o a}, t_{0 b}\right)$. We shall place an upper bound on

$$
\begin{equation*}
|\widetilde{I}(s, t)|=\left|\frac{1}{2 \pi i} \int_{t_{0 a}}^{t_{0 b}} \frac{\ln \left(s-s_{i}\left(t^{\prime}\right)\right)}{t^{\prime}-t} \frac{w\left(t^{\prime}\right)}{w(t)} d t^{\prime}\right| \tag{II}
\end{equation*}
$$

To this end, let $\psi(t)$ be a real positive differentiable function defined along $\Gamma_{i}$, with compact support contained in $\left(t_{0 a}, t_{0 b}\right)$ equal to unity on $\left(t_{a}, t_{b}\right)$. We write then

$$
\begin{align*}
\widetilde{I}(s, t)= & \frac{1}{2 \pi i} \int_{t_{0 a}}^{t_{00}} \frac{\ln \left(s-s_{i}\left(t^{\prime}\right)\right)}{t^{\prime}-t} \psi\left(t^{\prime}\right) \frac{w\left(t^{\prime}\right)}{w(t)} d t^{\prime} \\
& +\frac{1}{2 \pi i} \int_{t_{0 a}}^{t_{00}} \frac{\ln \left(s-s_{i}\left(t^{\prime}\right)\right)\left(1-\psi\left(t^{\prime}\right)\right)}{t^{\prime}-t} \frac{w\left(t^{\prime}\right)}{w(t)} d t^{\prime} \\
= & I_{\psi}(s, t)+I_{1 \psi}(s, t) . \tag{I2}
\end{align*}
$$

The integrand of $I_{1 \psi}(s, t)$ has support outside $\left(t_{a}, t_{b}\right)$ and can thus be bounded by $\widehat{K}(t) \ln |s|$, as shown in Sec. V. It is then enough to consider $I_{\psi}(s, t)$ which has, for $|s|$ high enough, Hölder continuous limiting values for $t \in\left(t_{0 a}, t_{0 b}\right)$. We notice that the function $\Delta\left(s, t, t^{\prime}\right) \equiv \ln \left(s-s_{i}(t)\right)-\ln \left(s-s_{i}\left(t^{\prime}\right)\right)$ obeys for $t, t^{\prime} \in\left(t_{0 a}, t_{0 b}\right)$ :

$$
\begin{align*}
\left|\Delta\left(s, t, t^{\prime}\right)\right| & \leqslant\left|s_{i}(t)-s_{i}\left(t^{\prime}\right)\right| \frac{1}{|s|-\max _{t_{00}<t<t_{00}}\left|s_{i}(t)\right|} \\
& \leqslant \frac{K_{1}}{|s|}\left|t-t^{\prime}\right|^{\beta} \tag{I3}
\end{align*}
$$

where $\beta$ is the Hölder index of $s_{i}(t)$ and $K_{1}$ a constant (we have used $\mid \ln (1-x) /(1-y))|\leqslant|x-y| /(1-\max (|x|,|y|))$ for $|x|,|y|<1)$. Then,

$$
\begin{align*}
\left|I_{\psi}(s, t)\right| \leqslant & \frac{1}{2 \pi} \int_{t_{0 a}}^{t_{0 b}} \frac{\left|\Delta\left(s, t, t^{\prime}\right)\right| \psi\left(t^{\prime}\right)\left|w\left(t^{\prime}\right)\right|}{\left|t^{\prime}-t\right||w(t)|}\left|d t^{\prime}\right| \\
& +\frac{1}{2 \pi} \frac{\left|\ln \left(s-s_{i}(t)\right)\right|}{|w(t)|}\left|P \int_{t_{0 a}}^{t_{o b}} \frac{\psi\left(t^{\prime}\right) w\left(t^{\prime}\right)}{t^{\prime}-t} d t^{\prime}\right| \\
& +\frac{1}{2} \left\lvert\, \ln \left(s-s_{i}(t) \left\lvert\, \psi(t) \leqslant K \frac{\ln |s|}{|w(t)|}\right.\right.\right. \tag{I4}
\end{align*}
$$

In (I4) we have used (I3) and the fact that the principal-value integral is finite for all $t \in\left(t_{0 a}, t_{0 b}\right)$.

Consider now the situation when $s_{i}(t)$ gets infinite on $\Gamma_{i},\left|s_{i}(t)\right| \rightarrow \infty$ as $t \rightarrow t_{0}$. The integral whose modulus must be bounded is (H2). We separate out of it (H3) which is $s$ independent, as well as the last term in (H2). The remainder is further parted into two contributions, from $\Gamma_{i}$ and $\Gamma_{i}^{i}$. It is sufficient to consider the one from $\Gamma_{i}$; we use again a weight
function $\psi(t)$, equal to unity on $\left(t_{a}, t_{0}\right)$ and to zero outside $\left(t_{0 a}, t_{0}\right)$ and let $w_{1}(t)=w(t) \psi(t)$. After separating ansindependent bounded term, we are left with the task of bounding

$$
\begin{equation*}
\left|I_{0}(s)\right|=\left|\frac{1}{2 \pi i w(t)} \int_{\substack{t_{0 a} \\ t \in \Gamma_{i}}}^{t_{0}} \frac{w_{1}\left(t^{\prime}\right) \ln \left(1-s / s_{i}\left(t^{\prime}\right)\right)}{t^{\prime}-t_{0}} d t^{\prime}\right| \tag{I5}
\end{equation*}
$$

and a similar integral on $\Gamma_{i}^{\prime}$. Using (A5) (ii), we transfer the integral to $s^{\prime}$ space:

$$
\begin{align*}
\left|I_{0}(s)\right| \leqslant & \left.\frac{1}{2 \pi|w(t)|} \right\rvert\, \int_{\left.s, t t_{00}\right)}^{|s| / 2}+\int_{\mid s / 2}^{2|s|}+\int_{2|s|}^{\infty} w_{1}\left(t\left(s^{\prime}\right)\right) \\
& \times \ln \left(1-s / s^{\prime}\right) F\left(s^{\prime}, t_{0}\right) d s^{\prime}\left|=\left|I_{01}(s)+I_{02}(s)+I_{03}(s)\right|\right. \tag{I6}
\end{align*}
$$

with

$$
\begin{equation*}
F\left(s^{\prime}, t_{0}\right)=\left(d t_{i} / d s^{\prime}\right) /\left(t_{i}\left(s^{\prime}\right)-t_{0}\right)=1 / s^{\prime}+0\left(1 / s^{\prime 1+\epsilon}\right) \tag{I7}
\end{equation*}
$$

and continuous for $s^{\prime} \in\left(s_{i}\left(t_{0 a}\right), \infty\right)$. The following bounds are staightforward:

$$
\begin{align*}
& \left.\left|I_{01}(d s) \leqslant \frac{\text { const }}{|w(t)|} \ln ^{2}\right| s|, \quad| I_{02}(s) \right\rvert\, \leqslant \frac{\text { const }}{|w(t)|}, \\
& \left|I_{03}(s)\right| \leqslant \frac{\text { const }}{|w(t)|} \tag{I8}
\end{align*}
$$

They establish the bound

$$
\begin{equation*}
\left|I_{0}(s)\right| \leqslant \frac{\text { const }}{|w(t)|} \ln ^{2}|s| \tag{I9}
\end{equation*}
$$

which is sufficient for the reasoning of Sec. V.
We will have to verify that, even if $t$ lies on $\Gamma_{i}$, the integrals in the dispersion relation for $l(s, t)$, Eq. (5.14) exist and define a function which has the same imaginary part as $l(s, t)$. To this end, we must replace $K(s, t)$ in Eq. (5.21) by the limiting value of the Cousin function on $\Gamma_{i}$, Eq. (5.7), divided by the polynomial containing the zeros of $C(s, t)$ in $Q_{t}$. We denote by $\widetilde{I}_{i}(s, t)$ the logarithm of the function of $s$, for $t$ on $\Gamma_{i}$, defined by the right-hand side of eq. (5.7), divided by $F_{i}(s, t)$. Clearly, $\widetilde{I}_{i}(s, t)$ is continuous at all $s \in C_{s}$, except for those $s$ for which $s=s_{i}(t)$. At these points, however, $\bar{I}_{i}(s, t)$ can be written as $\left(s-s_{i}(t)\right)^{-\alpha} R(s, t)$, for any $0<\alpha<1$, and $R(s, t)$ a continuous function at $s=s_{i}(t)$ (vanishing there). The difference $\Delta_{i}$ between $I_{i}(s, t)$ and its dispersion relation may then have isolated singularities at $s=s_{i}(t)$, but these are such that $\lim _{s \rightarrow s_{i}(t)}\left(s-s_{i}(t)\right)^{\alpha+\epsilon} \Delta_{I}(s)=0$, so that, in fact, $\Delta_{I}(s)$ is holomorphic there. Then the argument of Sec. $V$, following Eq. (5.23) can be repeated, and this finishes the proof.

## APPENDIX J: EXAMPLES TO SEC. V

We discuss two examples: the first is artificial, but leads to a Cousin function in algebraic form: the second one is more realistic and we bring the Cousin function to a form which is more illuminating than the starting point. We set ${ }^{41}$ : $4 m^{2}=1, \sigma=(1-s)^{1 / 2}, \tau=(1-t)^{1 / 2}, \eta=(1-u)^{1 / 2}$. The Mandelstam domain is then the set of points $(\sigma, \tau, \eta) \in \mathbb{C}^{3}$ lying on the complex surface

$$
\begin{equation*}
\sigma^{2}+\tau^{2}+\eta^{2}=2 \tag{J1}
\end{equation*}
$$



FIG. 10. Example 1 of Appendix J.
and obeying
$\operatorname{Re} \sigma<0, \operatorname{Re} \tau<0, \operatorname{Re} \eta<0$.
I. Consider

$$
\begin{equation*}
A(\sigma, \tau, \eta)=2 \sigma+\eta+1 \tag{J3}
\end{equation*}
$$

We may ignore the fact that $A$ has no $t$ cut, start from the pattern of zero trajectories in $D_{t}\left(D_{t}=\operatorname{Re} \tau<0\right)$ and apply the method of Sec. V. The situation is the following (see Fig. 10): for $\tau$ on $\operatorname{Re} \tau=0$, there are no solutions in $\overline{\mathscr{M}}$; for $\eta$ on $\operatorname{Re} \eta=0$, there is one solution in $\mathscr{M}$ (generating $\Gamma_{1}^{\prime}$ )

$$
\begin{align*}
& \left(\sigma(\eta), \tau_{-}(\eta), \eta\right) \\
& \quad=\left(-\frac{(\eta+1)}{2},-\frac{1}{2}\left(7-2 \eta-5 \eta^{2}\right)^{1 / 2}, \eta\right) \tag{J4}
\end{align*}
$$

(the root has a positive real part); for $\sigma$ on $\operatorname{Re} \sigma=0$, there is also one solution in $\overline{\mathscr{M}}$, generating $\Gamma_{1}$ :

$$
\begin{equation*}
\left(\sigma, \tau_{-}(\sigma), \eta(\sigma)\right)=\left(\sigma,-\left(1-4 \sigma-5 \sigma^{2}\right)^{1 / 2},-2 \sigma-1\right) \tag{J5}
\end{equation*}
$$

The number of zeros in $\overline{\mathscr{M}}$ for $\tau$ in the regions of $D_{t}$ delimited by $\Gamma_{1}, \Gamma_{1}^{\prime}$ and $\operatorname{Re} \tau=0$ is shown in Fig. 10. There is a discontinuity at $\tau=-1$ in the logarithm appearing in $K_{0 s}(s, t)$. The exponent of $K_{0 s}(s, t)$ is

$$
\begin{equation*}
I=-\frac{1}{2 \pi i} \int_{\Gamma_{1}} \frac{\ln \left(\sigma_{1}^{2}\left(\tau^{\prime}\right)-\sigma^{2}\right)}{\tau^{\prime 2}-\tau^{2}} \frac{w(\tau)}{w\left(\tau^{\prime}\right)} 2 \tau^{\prime} d \tau^{\prime} \tag{J6}
\end{equation*}
$$

We choose $w(\tau)=(\tau-1)(\tau-2), \sigma_{1}(\tau)$ is the inverse function defined on $\Gamma_{1}$ and write $I=I_{1}+I_{2}$ with

$$
\begin{equation*}
I_{2}=-\frac{1}{2 \pi i} \int_{\Gamma_{1}} \frac{\ln \left(\sigma_{1}^{2}\left(\tau^{\prime}\right)-\sigma^{2}\right)}{\tau^{\prime}+\tau} \frac{w(\tau)}{w\left(\tau^{\prime}\right)} d \tau^{\prime} \tag{J7}
\end{equation*}
$$

$I_{2}(\sigma, \tau)$ is a holomorphic function of $\sigma, \tau$ in
$\operatorname{Re} \sigma<0 \otimes \operatorname{Re} \tau<0$ and generates thus a factor $C_{E}^{\prime}(\sigma, \tau)$ of $C(\sigma, \tau)$ which is nonvanishing in $\operatorname{Re} \sigma<0 \otimes \operatorname{Re} \tau<0$ and consequently in $\mathscr{M}$. The remaining integral can be computed as in Appendix $F$ by going over to the $\sigma^{\prime}$-plane. The choice of branches of the logarithm indicated in the text is realized if, for $\sigma$ real, one lays the cut from $|\sigma|$ to the left. In complete analogy to Appendix F one obtains
$K_{0 s}(s, t)=\left\{\begin{array}{cc}C_{E}(\sigma, \tau) \frac{5 \sigma^{2}+4 \sigma+\tau^{2}-1}{\sigma_{-}^{2}(\tau)-\sigma^{2}} & \tau \in \mathscr{D}_{1}, ~ \\ C_{E}(\sigma, \tau) \frac{5 \sigma^{2}+4 \sigma+\tau^{2}-1}{\left(\sigma_{-}^{2}(\tau)-\sigma^{2}\right)\left(\sigma_{+}^{2}(\tau)-\sigma^{2}\right)} & \end{array}\right.$

$$
\begin{equation*}
\tau \in \mathscr{D}_{2}, \mathscr{D}_{3} \tag{J8}
\end{equation*}
$$

$$
\begin{equation*}
\sigma_{ \pm}(\tau)=\frac{-2 \pm\left(9-5 \tau^{2}\right)^{1 / 2}}{5} \tag{J9}
\end{equation*}
$$

are the roots of the function in the numerator, the square root has a positive real part and $C_{E}(\sigma, \tau)$ is the product of $C_{E}^{\prime}(\sigma, \tau)$ with other factors, nonvanishing in
$\operatorname{Re} \sigma<0 \otimes \operatorname{Re} \tau<0$, coming from the weight $w\left(\tau^{\prime}\right)$. We can regard $K_{o s}(s, t)$ as the function $\mathscr{K}$, Eq. (3.1), for the amplitude $5 \sigma^{2}+4 \sigma+\tau^{2}-1$ (holomorphic in a direct product domain) except for the replacement in the denominator of $\sigma_{-}(\tau)-\sigma$ by the difference of squares. Similarly,
$K_{0 u}(u, t)=\left\{\begin{array}{cc}\bar{C}_{E}(\eta, \tau) \frac{5 \eta^{2}+2 \eta+4 \tau^{2}-7}{\eta^{2}-\eta_{-}^{2}-(\tau)} & \tau \in \mathscr{D}_{1}, \mathscr{D}_{2} \\ \bar{C}_{E}(\eta, \tau) \frac{5 \eta^{2}+2 \eta+4 \tau^{2}-7}{\left(\eta^{2}-\eta_{-}^{2}(\tau)\right)\left(\eta^{2}-\eta_{+}^{2}(\tau)\right)} & \tau \in \mathscr{D}_{3}\end{array}\right.$,
where $\eta_{-}, \eta_{+}$are the roots of the polynomial in the numerator. Notice
$\eta_{+}^{2}(\tau)+\sigma_{-}^{2}(\tau)+\tau^{2}=\eta_{-}^{2}(\tau)+\sigma_{+}^{2}(\tau)+\tau^{2}=2$.

One obtains

$$
\begin{align*}
C_{1}(\sigma, \tau) & =C(\sigma, \tau) C_{E}(\sigma, \tau)^{-1} \bar{C}_{E}(\eta, \tau)^{-1} \\
& =\left\{\begin{array}{cc}
-\frac{\left(\sigma_{+}(\tau)-\sigma\right)\left(\eta-\eta_{+}(\tau)\right)}{\left(\sigma_{-}(\tau)+\sigma\right)(\eta+\eta-(\tau))} & \tau \in \mathscr{D}_{1}, \mathscr{D}_{2} \\
\frac{\left(\sigma_{+}(\tau)-\sigma\right)\left(\sigma_{-}(\tau)-\sigma\right)}{\left(\eta+\eta_{+}(\tau)\right)\left(\eta+\eta_{-}(\tau)\right)} & \tau \in \mathscr{D}_{3}
\end{array}\right. \tag{J12}
\end{align*} .
$$

Using ( J 11 ), we verify that $C_{1}(\sigma, \tau)$ is actually one and the same function, namely

$$
\begin{equation*}
C_{1}(\sigma, \tau)=\frac{5 \sigma^{2}+4 \sigma-1+\tau^{2}}{5 \eta^{2}-2 \eta+4 \tau^{2}-7} \tag{J13}
\end{equation*}
$$

Further, using ( J 1 ) we obtain

$$
\begin{equation*}
C_{1}(\sigma, \tau)=-\frac{2 \sigma+\eta+1}{2 \sigma+\eta-1} \tag{J14}
\end{equation*}
$$

where the denominator is nonvanishing in $\operatorname{Re} \sigma$
$<0 \otimes \operatorname{Re} \eta<0$.
II. Consider

$$
\begin{equation*}
A(\sigma, \tau, \eta)=2 \sigma+\tau+\eta+2 \tag{J15}
\end{equation*}
$$

The pattern of trajectories in the $t$ plane is shown in Fig. 4. The situation is the following: for $\tau$ on $\operatorname{Re} \tau=0$, there is a trajectory

$$
\begin{align*}
\left(\sigma_{+}(\tau), \tau, \eta_{-}(\tau)\right)= & \frac{-2(\tau+2)+\left(6-6 \tau^{2}-4 \tau\right)^{1 / 2}}{5}, \tau \\
& \left.\frac{-(\tau+2)-2\left(6-6 \tau^{2}-4 \tau\right)^{1 / 2}}{5}\right) \tag{J16}
\end{align*}
$$

on the physical sheet for small $|\tau|$; it disappears through thes cut at $\tau= \pm 2 i(2 / 5)^{1 / 2}$. For $\sigma$ on $\operatorname{Re} \sigma=0$, there are two trajectories near $\sigma=0$, crossing at this point

$$
\begin{aligned}
\left(\sigma, \tau_{\mp}(\sigma), \eta_{ \pm}(\sigma)\right)=(\sigma, & \frac{-2(\sigma+1) \pm\left(-6 \sigma^{2}-8 \sigma\right)^{1 / 2}}{2} \\
& \left.\frac{-2(\sigma+1)) \mp\left(-6 \sigma^{2}-8 \sigma\right)^{1 / 2}}{2}\right)
\end{aligned}
$$

where

One of the trajectories disappears through the $t$ cut, the other through the $u$ cut, at the same value of $\sigma= \pm i(2 / 5)^{1 / 2}$; their images are the curves $\Gamma_{1}, \Gamma_{2}$ in Fig. 4; the functions
$\tau_{ \pm}(\sigma), \eta_{\mp}(\sigma)$ satisfy a relation analogous to (J11). For $\eta$ on $\operatorname{Re} \eta=0$, there is one trajectory obtained from (J16) by interchanging $\eta$ with $\tau$; it generates $\Gamma_{3}^{\prime}$ in Fig. 4 and disappears through the $s$ cut at $\eta= \pm 2 i(2 / 5)^{1 / 2}$. The number of zeros of $A(\sigma, \tau, \eta)$ in $\mathscr{M}$, for $\tau$ in the various domains of $D_{t}$ is shown in Fig. 4. There are two closed circuits $\widetilde{\Gamma}_{1}, \widetilde{\Gamma}_{2}$ required to return the inverse functions to their original values: $\widetilde{\Gamma}_{1} \equiv \Gamma_{1} \cup\left(\frac{8}{3}-i \epsilon, \frac{8}{3}+i \epsilon\right), \widetilde{\Gamma}_{2}=\Gamma_{2} \cup \Gamma_{3}^{\prime}$.

Using the experience of Example 1, we build $C(s, t, u)$ (up to factors which do not vanish in $\operatorname{Re} \sigma<0 \otimes \operatorname{Re} \tau<0$ or $\operatorname{Re} \eta<0 \otimes \operatorname{Re} \tau<0$ ) from the functions $\mathscr{K}$, Eq. (3.1) needed
in the Cousin functions of the amplitudes $F_{1}(\sigma, \tau), F_{2}(\eta, \tau)$ obtained by eliminating in turn $\eta$ and $\sigma$ between Eqs. (J1) and (J15). There is a difference with respect to example 1: the pattern of trajectories of $A(s, t, u)$ in $D_{t}$ is only a part of the superposition of the patterns obtained from $F_{1}(\sigma, \tau), F_{2}(\eta, \tau)$ : the dotted lines $\Gamma_{4}, \Gamma_{5}^{\prime}$ in Fig. 4 are missing in the former.

$$
\begin{align*}
F_{1}(\sigma, \tau) & =5 \sigma^{2}+4 \sigma(2+\tau)+2(\tau+1)^{2} \\
& =5\left(\sigma-\sigma_{+}(\tau)\right)\left(\sigma-\sigma_{-}(\tau)\right) \\
F_{2}(\eta, \tau) & =5 \eta^{2}+2 \eta(2+\tau)+5 \tau^{2}+4 \tau-4 \\
& =5\left(\eta-\eta_{-}(\tau)\right)\left(\eta-\eta_{+}(\tau)\right) \tag{J18}
\end{align*}
$$

Up to factors that do not vanish in $\operatorname{Re} \sigma<0 \otimes \operatorname{Re} \tau<0$, $\operatorname{Re} \eta<0 \otimes \operatorname{Re} \tau<0$ and using

$$
\begin{equation*}
\psi_{1}(\sigma, \tau) \psi_{2}(\eta, \tau)=\exp \left[\frac{1}{2 \pi i} \int_{\Gamma_{4}} \frac{\ln \left(\sigma_{-}^{2}\left(\tau^{\prime}\right)-\sigma^{2}\right)}{\tau^{\prime}-\tau} d \tau^{\prime}\right] \exp \left[\frac{1}{2 \pi i} \int_{\Gamma_{s}^{\prime}} \frac{\ln \left(\eta^{2}-\eta_{+}^{2}\left(\tau^{\prime}\right)\right)}{\tau^{\prime}-\tau} d \tau^{\prime}\right] \tag{J19}
\end{equation*}
$$

we obtain [in analogy to (J12)]

$$
C(\sigma, \tau)=\left\{\begin{array}{c}
-\frac{\left(\sigma-\sigma_{+}(\tau)\right)\left(\eta-\eta_{+}(\tau)\right)}{\left(\sigma+\sigma_{-}(\tau)\left(\eta+\eta_{-}(\tau)\right)\right.}(\tau+2) \psi_{1}(\sigma, \tau) \psi_{2}(\eta, \tau), \tau \in \mathscr{D}_{1}, \mathscr{D}_{2}, \mathscr{D}_{3+}  \tag{J20}\\
\frac{\left(\sigma-\sigma_{+}(\tau)\right)\left(\sigma-\sigma_{-}(\tau)\right)}{\left(\eta+\eta_{-}(\tau)\right)\left(\eta+\eta_{+}(\tau)\right)}(\tau+2) \psi_{1}(\sigma, \tau) \psi_{2}(\eta, \tau), \tau \in \mathscr{D}_{4}
\end{array}\right.
$$

In the last equation, we can replace the fraction by the ratio $F_{1}(\sigma, \tau) / F_{2}(-\eta, \tau)$. Using Eq. (J11) one can verify that the two lines in Eq. (J20) are in fact the same function. The notation $\mathscr{D}_{3+}$ means the part of $\mathscr{D}_{3}$ lying on the left of the curve $\Gamma_{4}$. The expressions ( J 20 ) have discontinuities along $\Gamma_{4}, \Gamma_{5}^{\prime}$, but are otherwise holomorphic in $\mathscr{D}_{3+} \otimes \operatorname{Re} \sigma<0 \cap \mathscr{D}_{3+} \otimes \operatorname{Re} \eta<0$. The analytic continuation of $(\mathbf{J} 20)$ to all of $D_{t}$ gives
$C(\sigma, \tau)=\left\{\begin{array}{c}\frac{F_{1}(\sigma, \tau)\left(\eta-\eta_{+}(\tau)\right)}{\eta+\eta_{-}(\tau)}(\tau+2) \psi_{1}(\sigma, \tau) \psi_{2}(\eta, \tau), \tau \in \mathscr{D}_{3+}^{\prime} \\ F_{1}(\sigma, \tau) F_{2}(\eta, \tau)(\tau+2) \psi_{1}(\sigma, \tau) \psi_{2}(\eta, \tau), \tau \in \mathscr{D}_{3-}\end{array}\right.$
where the notation $\mathscr{D}_{3+}^{\prime}, \mathscr{D}_{3-}$ is given in Fig. 4. The factor $(\tau+2)$ removes a pole at $\tau=-2$, due to the discontinuity of the logarithm.

[^33]${ }^{19}$ No distinction between $\gamma_{1}$ and $\bar{\gamma}_{1}$ need be made if $\bar{\gamma}_{1}$ is simple and has a single-valued inverse.
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#### Abstract

A unitary transformation is performed on a Hamiltonian which is built from two independent Dirac matrices with noncommuting coefficient operators. A simple symmetric and exactly diagonalizable expression is obtained for the Hamiltonian of a Dirac particle, including the effect of an external magnetic field on an anomalous moment; a nonrelativistic approximation comes readily, which allows high magnetic fields.


PACS numbers: 12.20 . m

## I. INTRODUCTION

The transformation of Foldy and Wouthuysen (FW) ${ }^{1}$ is a well-known method for reducing the free Dirac particle Hamiltonian to an even form; the consequence is a diagonal form and the possible definition of particle states with twocomponent spinors. When the particle is interacting with an external field, the FW transformation does not generally enable an exact diagonalization; several approximate methods have been used, ${ }^{1-5}$ with equivalent results up to a given order.

As first shown by Case, ${ }^{6}$ a closed form does exist for the diagonalizing transformation in the case of an odd interacting term, provided some conditions of commutation are satisfied; the method runs on an electron in a homogeneous magnetic field. In some other cases of interaction, exact diagonal expressions have been given for the transformed Hamiltonian; an extension of the theorem of Case ${ }^{6}$ is used, which has been stated by Cohen ${ }^{7}$ and by Johnson and Chang, ${ }^{8}$ and which involves the same conditions of commutation.

Eriksen ${ }^{2}$ uses its method on a neutral Dirac particle with anomalous electric moment, in a constant electric field.

Tsai ${ }^{9}$ works on a charged Dirac particle with anomalous magnetic moment, in a constant homogeneous magnetic field. He first carries out a Melosh-type transformation, and then gets the eigenvalues of the energy after squaring the transformed Hamiltonian.

On the same case, Weaver ${ }^{10}$ has shown that the two steps can be reversed. He also uses other ways, consisting either of a projection (giving a two-component equation) followed with a Melosh-type transformation or of two successive Melosh-type transformations; the diagonalization is bound to a diagonal realization of the Dirac matrix $\alpha_{3}$.

We elsewhere ${ }^{11}$ gave a method, derived from the transformation of Baktavatsalou, ${ }^{12}$ which brings a given Dirac Hamiltonian to a parametered form; a correct choice of the parameters gives diagonalizable expressions.

We first briefly develop the method. An application is then performed on the case of a Dirac charged particle with anomalous moment, interacting with a constant magnetic field. It is a one-step and closed form transformation, the result is different from those of Tsai ${ }^{9}$ and Weaver ${ }^{10}$; it agrees with Case's result ${ }^{6}$ for a vanishing anomalous moment. Different approximations can be derived, whatever the intensity
of the magnetic field may be, showing particularly the interest of the method in high constant inhomogeneous field.

## II. AN OUTLINE OF THE METHOD

Just like Baktavatsalou, ${ }^{12}$ we define a unitary transformation $U$ as the Cayley transform of a Hermitian operator A:

$$
\begin{equation*}
U=(\Lambda-i I)(\Lambda+i I)^{-1} \tag{1}
\end{equation*}
$$

The transformation is applied on a time-independent Dirac Hamiltonian $H$ :

$$
\begin{equation*}
H^{\prime}=U H U^{-1} \tag{2}
\end{equation*}
$$

From this expression and definition (1), the following equation holds:

$$
\begin{equation*}
\Lambda\left(H-H^{\prime}\right) \Lambda+i\left[\Lambda,\left(H+H^{\prime}\right)\right]_{-}+\left(H-H^{\prime}\right)=0 \tag{3}
\end{equation*}
$$

It can be cast into an equivalent form:

$$
\begin{align*}
& {\left[\left(H-H^{\prime}\right) \Lambda+i\left(H+H^{\prime}\right)\right]^{2}} \\
& \quad-2 i\left(H^{2}-H^{\prime 2}\right) \Lambda+2\left(H^{2}+H^{\prime 2}\right)=0 \tag{4}
\end{align*}
$$

With given expressions for $H$ and $H^{\prime}$, the Hermitian operator $\Lambda$ is theoretically derived as a solution of Eq. (4). Such a general solution, however, looks out of reach.

A solution has been derived ${ }^{11}$ with the following constraint assumed on the expression of the transformed Hamiltonian $H^{\prime}$ :

$$
\begin{equation*}
H^{\prime 2}=H^{2} \tag{5}
\end{equation*}
$$

Let us notice here that the most general expression for a Dirac particle Hamiltonian reads

$$
\begin{equation*}
H=\beta M+\gamma_{5} P+\beta \gamma_{5} N+Q \tag{6}
\end{equation*}
$$

Moreover, we want the transformed Hamiltonian to be diagonalizable, and so it has to include only one of the Dirac matrices.

Thus, as it can be verified, expression (5) only holds being given the two following conditions:
(i) the Hamiltonian $H$ is homogeneous $(Q=0)$;
(ii) one term among the three ones, $M, N, P$, must commute with the two other ones.

Then, Eq. (4) can be simplified:

$$
\begin{equation*}
\left[\left(H-H^{\prime}\right) \Lambda+i\left(H+H^{\prime}\right)\right]^{2}=-4 H^{2} \tag{7}
\end{equation*}
$$

Let $\mathscr{A}$ be a Hermitian operator such that

$$
\begin{equation*}
H^{2}=\mathscr{A}^{2}=H^{\prime 2} \tag{8}
\end{equation*}
$$

Equation (7) gives

$$
\begin{equation*}
\left(H-H^{\prime} \Lambda \Lambda i\left(H+H^{\prime}\right)= \pm 2 i \mathscr{A}\right. \tag{9}
\end{equation*}
$$

One then gets

$$
\begin{equation*}
\Lambda=i\left(H-H^{\prime}\right)^{-1}\left[ \pm 2 \mathscr{A}-\left(H+H^{\prime}\right)\right] \tag{10}
\end{equation*}
$$

with the following Hamiltonian:

$$
\begin{equation*}
H^{\prime}=\mathscr{A}^{-1} H \mathscr{A} . \tag{11}
\end{equation*}
$$

A solution is thus obtained for the Hermitian operator $\boldsymbol{A}$ and the unitary transformation:

$$
\begin{align*}
& \Lambda=i[\mathscr{A}, H]_{-}^{-1}\left\{ \pm 2 H^{2}-[\mathscr{A}, H]_{+}\right\},  \tag{12}\\
& U=(H-\mathscr{A})^{-1}\left( \pm H-H^{-1} \mathscr{A} H\right) . \tag{13}
\end{align*}
$$

## III. APPLICATION ON A GIVEN FORM OF THE HAMILTONIAN

Let $H$ be with only two terms:

$$
\begin{equation*}
H=\beta M+\gamma_{5} P \tag{14}
\end{equation*}
$$

Operators $P$ and $M$ generally do not commute with each other.
Operator $\mathscr{A}$ reads, as the most general expression,

$$
\begin{equation*}
\mathscr{A}=A+i B \beta \gamma_{5}+C \beta-i D \gamma_{5} . \tag{15}
\end{equation*}
$$

It follows from condition (8) that $A, B, C$ are Hermitian operators and $D$ is an anti-Hermitian one.

To proceed with the solution, let

$$
\begin{align*}
& A+B=X, \quad A-B=\bar{X}, \\
& C+D=Y, \quad C-D=\bar{Y}, \\
& R=P^{2}+M^{2}+i[P, M]_{-},  \tag{16}\\
& \bar{R}=P^{2}+M^{2}-i[P, M]_{\ldots} .
\end{align*}
$$

Using (16) in (15), and (14) and (15) in (11), the transformed Hamiltonian $H^{\prime}$ then reads

$$
\begin{align*}
H^{\prime}= & \frac{1}{2}\left\{R^{-1}[X(M+i P) \bar{Y}+Y(M-i P) X]+\bar{R}{ }^{-1}[\bar{X}(M-i P) Y+\bar{Y}(M+i P) \bar{X}]\right\} \\
& +\frac{1}{2} i \beta \gamma_{5}\left\{R^{-1}[X(M+i P) \bar{Y}+Y(M-i P) X]-\bar{R}-1[\bar{X}(M-i P) Y+\bar{Y}(M+i P) \bar{X}]\right\} \\
& +\frac{1}{2} \beta\left\{R^{-1}[X(M+i P) \bar{X}+Y(M-i P) Y]+\bar{R}{ }^{-1}[\bar{X}(M-i P) X+\bar{Y}(M+i P) \bar{Y}]\right\} \\
& +\frac{1}{2} i \gamma_{5}\left\{R^{-1}[X(M+i P) \bar{X}+Y(M-i P) Y]-\bar{R}{ }^{-1}[\bar{X}(M-i P) X+\bar{Y}(M+i P) \bar{Y}]\right\} \tag{17}
\end{align*}
$$

The particular case with $M=m$ (rest mass of the particle) can be solved with

$$
Y=k P
$$

where $k$ is a Hermitian operator, acting as a function of $m$ and $P$.
In the general case, let us suppose, as an extension,

$$
\begin{equation*}
Y=h(M+i P) \tag{18}
\end{equation*}
$$

$h$ is a Hermitian operator, a function of $M$ and $P$, which commutes with the product $(M+i P)(M-i P)$. The transformed Hamiltonian (17) can be diagonalized only provided that it is axial ${ }^{13}$; this means that, among the three terms including the Dirac matrices $\beta, \gamma_{5}$, and $\beta \gamma_{5}$, two ones are vanishing. From the symmetry of the expression, the $\beta$ and $\gamma_{5}$ terms are to vanish. Operator $h$ in (18) is then derived, and $H^{\prime}$ has a simple expression:

$$
\begin{equation*}
H^{\prime}= \pm\left[\frac{1}{2}\left(R^{1 / 2}-\bar{R}^{1 / 2}\right)+\frac{1}{2} i \beta \gamma_{5}\left(R^{1 / 2}+\bar{R}^{1 / 2}\right)\right] . \tag{19}
\end{equation*}
$$

## IV. THE CASE OF A DIRAC PARTICLE WITH ANOMALOUS MOMENT, INTERACTING WITH A CONSTANT MAGNETIC FIELD

Now, operators $P$ and $M$ respectively read

$$
\begin{align*}
& \boldsymbol{P}=\boldsymbol{\sigma} \cdot(\mathbf{p}-e \mathbf{A}),  \tag{20}\\
& M=m+\mu_{a} \boldsymbol{\sigma} \cdot \mathbf{B}
\end{align*}
$$

$\mu_{a}$ is the anomalous moment. Substitution of these expressions in (16) gives

$$
\begin{align*}
R=m^{2} & +\mu_{a}^{2} \mathbf{B}^{2}+(\mathbf{p}-e \mathbf{A})^{2}-e \boldsymbol{\sigma} \cdot \mathbf{B} \\
& +2 \mu_{a} \boldsymbol{\sigma} \cdot[m \mathbf{B}+\mathbf{B} \times(\mathbf{p}-e \mathbf{A})] \\
\bar{R}=m^{2} & +\mu_{a}^{2} \mathbf{B}^{2}+(\mathbf{p}-e \mathbf{A})^{2}-e \boldsymbol{\sigma} \cdot \mathbf{B}  \tag{21}\\
& +2 \mu_{a} \boldsymbol{\sigma} \cdot[m \mathbf{B}-\mathbf{B} \times(\mathbf{p}-e \mathbf{A})] .
\end{align*}
$$

Positive signs have been chosen in expression (19). A nonrelativistic approximation is readily derived up to first order in ( $1 / \mathrm{m}$ ):

$$
\begin{align*}
H_{\mathrm{nr}}^{\prime} \simeq & \left(\mu_{a} / m\right) \boldsymbol{\sigma} \cdot[\mathbf{B} \times(\mathbf{p}-e \mathbf{A})] \\
& +i \beta \gamma_{5}\left\{m+(1 / 2 m)\left[(\mathbf{p}-e \mathbf{A})^{2}-e \boldsymbol{\sigma} \cdot \mathbf{B}+\mu_{a}^{2} \mathbf{B}^{2}\right]\right\} \tag{22}
\end{align*}
$$

In the subspace of two-component spinors representing particle states, with a diagonal realization for matrix $i \beta \gamma_{5}$, the approximate expression of the transformed Hamiltonian is

$$
\begin{align*}
H_{\mathrm{nr}}^{\prime \prime} \simeq & m+(1 / 2 m)(\mathbf{p}-e \mathbf{A})^{2} \\
& -\boldsymbol{\sigma} \cdot\left[e \mathbf{B}-\left(\mu_{a} / m\right) \mathbf{B} \times(\mathbf{p}-e \mathbf{A})\right]+\mu_{a}^{2} \mathbf{B}^{2} . \tag{23}
\end{align*}
$$

The classical Pauli Hamiltonian is recovered with a vanishing anomalous moment.

## V. DISCUSSION AND CONCLUSION

The method here described differs from those of Tsai and Weaver, since we get a diagonalizable Hamiltonian for a spin- $\frac{1}{2}$ particle by means of a one-step transformation. It is more general, since the case of a nonhomogeneous magnetic field can be considered.

The transformed Hamiltonian (19) has a simple symmetric expression; with the matrix $i \beta \gamma_{5}$ diagonal, the particle (resp. antiparticle) states are described by means of the Hamiltonian:

$$
\left.H^{\prime \prime}=R^{1 / 2} \quad \text { (resp. } H^{\prime \prime}=-\bar{R}^{1 / 2}\right)
$$

Although the expressions are simple, the occurrence of
square roots involves approximations in effective developments.

As a counterpart to the simplicity of the Hamiltonian, the expression for the unitary transformation $U$ is not explicitly known, and we thus cannot give expressions for other transformed operators and observables, which is a lack in view of interpretation.

The method should run on a spin-1 particle with anomalous moment, since the Sakata-Takentani ${ }^{14}$ equation includes two matrices which follow the same algebra as the Dirac matrices $\beta$, $\gamma_{5}$, and $i \beta \gamma_{5}$. The general case of higher spins has not yet been considered.

The results are of interest as they allow a description of quasiuncoupled particle/antiparticle states in high magnetic fields, such as those occurring in the vicinity of fast rotating stars.
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#### Abstract

The exact combination of internal and of geometrical symmetries in curved space-times is discussed. It is seen that it is possible to define locally a Lie group $S$ containing two noninvariant subgroups $E$ and $G$, such that in the flat limit of the space-time, $S$ decomposes in the product of the Poincaré group resulting from a contraction of $E$ and an internal group with point dependent parameters resulting fom $G$. Furthermore, $E$ does not have necessarily a nilpotent action on $S$ except in the flat limit. An explicit squared mass-splitting expression for $S$ is derived and its behavior in a local gravitational field and in the flat limit of the space-time is analyzed.


PACS numbers: 12.25. + e, 11.30.Ly, 02.20.Rt

## 1. INTRODUCTION

It has been known for some time that an exact combination of the Poincaré group with an internal symmetry group produces a mass spectra for particle multiplets which is either continuous or it consists of a single point. An analysis of the various pertinent theorems shows that this happens because the Lie algebra of the Poincaré group acts nilpotently on that of the combined symmetry. ${ }^{1-5}$ This nilpotent action can be avoided if the combined symmetry is not a Lie group as, for example, in some infinite Lie group combinations and in some supersymmetric combinations. ${ }^{6}$ On the other hand the mentioned theorems also indicate that the nilpotent action is a consequence of the peculiar structure of the Poincaré group, which has a mass operator constructed with operators belonging to an Abelian invariant subgroup. In this context Segal proposed that the mass-splitting problem could also be solved if the Poincaré group $P$ is replaced by a more general space-time symmetry $E$ such that it contracts into $P$ and that the nilpotent action of $E$ on a combined symmetry occurs only after that contraction. ${ }^{7}$

The replacement of the Poincaré group by another space-time symmetry, notably by the de Sitter cosmological symmetry, has been considered by several authors. ${ }^{8-12} \mathrm{Be}-$ cause the de Sitter group $\operatorname{SO}(4,1)$ [or the anti de Sitter group $S O(3,2)]$ is semisimple and produces the Poincare group by contraction, the nilpotent action of this group on a combined symmetry group would occur only in the flat limit of the de Sitter universe. Interestingly enough, the presence of a gravitational field even at the weak cosmological scale of strength is sufficient to produce a nonzero mass splitting. The resulting masses and mass splitting are admittedly small [of the order of $\left.10^{-50}(\mathrm{MeV})^{2}\right]$ and although these masses could in principle be rescaled, the result suggests that a local gravitational field, like the one existing at the surface of the Earth, could produce a more pronounced mass difference.

The purpose of this note is to investigate a possible implementation of Segal's proposal for a curved space-time $V$ of general relativity so that a local gravitational field is considered in the evaluation of the masses of particles.

In Sec. 2 a local space-time group $E$ is constructed in a natural way such that, in the flat limit of $V, E$ contracts into the Poincaré group. In general a space-time $V$ does not admit Killing vector fields. Therefore, $E$ cannot be identified with
the group of isometries of $V$. However, at any point of $V$ a local space can be constructed such that the group of isometries of that space generate the group of isometries of $V$ if any. Here this local space is taken to be the local isometric minimal-embedding space $M(m, n)$ of $V$. The isometric-embedding condition says that the metric of $V$ is induced by that of $M(m, n)$. This means that instead of the group of isometries of $V$, the group of isometries of $M(m, n)$ can be considered in the definition of the group $E$.

Since the concept of internal symmetry is usually defined in Minkowski space, that is in conjunction with the Poincaré group, then in the presence of the gravitational field the internal group does not necessarily decouple from the space-time symmetry $E$. Therefore, a combined symmetry $S$ containing $E$ as a subgroup has to be considered. It happens that in some cases the group of isometries of the embedding space is sufficiently large to accommodate not only $E$ but another subgroup $G$ locally defined on $V . G$ and $E$ are noninvariant subgroups of $S$ but in the flat limit of $V, E$ contracts into $P$ while $G$ becomes completely disconnected from $E$ (that is, $P$ ) so that $G$ can be regarded as an internal group. In Sec. 3 the mass-splitting problem, is investigated for the combined symmetry $S$. The mass operator is taken to be the second-order Casimir operator of $S$, reproducing the Poincaré mass operator in the flat limit condition. A general squared mass-splitting expression is derived, showing its dependence on the local curvature radius of the space-time. In the flat limit of $V$ the mass splitting vanishes as expected.

Some estimates of the order of magnitude of the masses for the Schwarzschild space-time at the surface of the Earth is given at the end of that section.

## 2. THE EMBEDDING SYMMETRY

In order to guarantee a maximal group of isometries, the isometric local-embedding space $M(m, n)$ is assumed to be flat (although in principle a constant curvature embedding space could also be considered). The dimension of $M(m, n)$ is $p(=m+n)$ and its metric signature is $m+$ $(-n)$. Since $M(m, n)$ is flat, Cartesian coordinates $Z^{\mu}$ ( $\mu=1, \ldots, p$ ) may be used throughout. On the other hand, the use of a Gaussian coordinate system $x^{\alpha}(\alpha=1, \ldots, p)$ based on $V$ may be more convenient for dealing with objects which are space-time defined. This Gaussian system can be
constructed with the four space-time coordinates $x^{i}(i=1, \ldots$, 4) and with $p-4$ coordinates $x^{A}(A=5, \ldots, p)$, defined on $p-4$ unit directions $\eta_{A}\left(x^{i}\right)$ orthogonal to $V$ and to each other with respect to the metric of $M(m, n)$. Thus $\left\{x^{c}\right\}=\left\{x^{i}, x^{4}\right\}$. The transformation between these two coordinate systems is given by

$$
\begin{equation*}
Z^{\mu}\left(x^{i}, x^{A}\right)=X^{\mu}\left(x^{i}\right)+x^{4} \eta_{A}^{\mu}\left(x^{i}\right) \tag{1}
\end{equation*}
$$

where $X^{\mu}\left(x^{i}\right)$ are the Cartesian coordinates of a point in $V$ and $\eta_{A}^{\prime 2}$ are the Cartesian components of $\eta_{A}$.

The index convention will be as follows: Greek indices run from 1 to $p$. Small case Latin indices run from 1 to 4 and capital Latin indices run from 5 to $p$. Summation applies automatically to all cases of repeated upper and lower indices.

From (1) it follows that the definition of $V$ as a hypersurface of $M(m, n)$ is given simply by $x^{A}=0$. If $\Omega\left(x^{\alpha}\right)$ is a geometrical object defined in $\boldsymbol{M}(m, n)$, its space-time "projection" is defined by restriction to $V$

$$
\left.\Omega\left(x^{\alpha}\right)\right|_{V}=\left.\Omega\left(x^{\alpha}\right)\right|_{x^{4}=0}
$$

For example, if $\eta_{\mu \nu}$ denotes the Cartesian components of the metric tensor of $M(m, n)$, its Gaussian components are

$$
\begin{equation*}
g_{\alpha \beta}=Z_{, \alpha}^{\mu} Z_{, \beta}^{v} \eta_{\mu \nu} \tag{2}
\end{equation*}
$$

Therefore, its space-time projections are

$$
\begin{align*}
& \left.g_{i j}\right|_{V}=X_{, i}^{\mu} X_{j}^{\nu} \eta_{\mu V}=\bar{g}_{i j} \\
& \left.g_{i A}\right|_{V}=0  \tag{3}\\
& \left.g_{A B}\right|_{V}=\epsilon^{4} \delta_{A B}
\end{align*}
$$

where $\bar{g}_{i j}$ denotes the metric tensor of $V$ in the coordinates $x^{i}$. Notice that the last equation follows from the assumed orthogonality of the $\eta_{A}$ fields

$$
\eta_{A}^{\mu} \eta_{B}^{\nu} \eta_{\mu \nu}=\epsilon^{A} \delta_{A B}
$$

where $\epsilon^{4}= \pm 1$ are the signature numbers of the subspace orthongonal to $V$.

The Christoffel symbols $\Gamma_{\alpha \beta_{\gamma}}$ of the metric affine connection $\nabla M$ of $M(m, n)$ in the Gaussian system are, as usual

$$
\begin{equation*}
\Gamma_{\alpha \beta \gamma}=\frac{1}{2}\left(g_{\alpha \gamma, \beta}+g_{\beta \gamma, \alpha}-g_{\alpha \beta, \gamma}\right) \tag{4}
\end{equation*}
$$

Then it follows that $\left.\Gamma_{i j k}\right|_{V}=\bar{\Gamma}_{i j k}$ (the Christoffel symbols of $\bar{g}_{i j}$. The Gauss-Codazzi-Ricci equations which are the integrability conditions for the embedding are obtained from the independent equations resulting from $\left.R^{\alpha}{ }_{\beta \gamma \delta}\right|_{\nu}=0$ which expresses the flatness of $M(m, n)$ as seen from $V{ }^{13,14}$

Now consider an infinitesimal displacement $d x^{i}$ in $V$ and from (1) calculate the corresponding variation on $Z^{\mu}$

$$
\Delta Z^{\mu}=\left(X_{, i}^{\mu}+x^{A} \eta_{A, i}^{\mu}\right) d x^{i}
$$

If the direction $d x^{i}$ is such that the above variation vanishes then that point $Z^{\mu}$ is a center of curvature and $d x^{i}$ defines a principal direction in $V$. Thus $\Delta Z^{\mu}=0$ gives after contraction with $X_{j}^{v} \eta_{\mu v}$

$$
\left(\bar{g}_{i j}+x^{4} b_{i j 4}\right) d x^{i}=0,
$$

where

$$
b_{i j A}=\eta_{A, i}^{\mu} X_{j}^{v} \eta_{\mu \nu}=\Gamma_{i j A} \mid \nu .
$$

The above equation has a nontrivial solution $d x^{i}$ when

$$
\begin{equation*}
\operatorname{det}\left(\bar{g}_{i j}+x^{A} b_{i j A}\right)=0 \tag{5}
\end{equation*}
$$

The solutions $x^{A}=\rho_{(i)}^{A}$ of this equation define the radius of curvature of $V$, corresponding to the principal direction $d x^{i}$ and to the normal direction $\eta^{A}$. These quantities express the curvature of $V$ in an extrinsic form. Considering all possible principal directions $d x^{i}$, each normal $\eta^{A}$ has a curvature radius component defined by

$$
\begin{equation*}
\rho^{A}=\bar{g}^{i j} \rho_{(i)}^{A} \rho_{(\hat{1}}^{A} \tag{6}
\end{equation*}
$$

Then each $1 / \rho^{A}$ tends to zero in the flat limit of $S$ and they can be used as contracting factors for the group $E$ with respect to the Lorentz group of the tangent space.

The group of symmetries of the local isometric embedding is $\mathrm{SO}(m, n)$ whose Lie algebra in the Cartesian frame is given by

$$
\left[L_{\mu v}, L_{\rho \sigma}\right]=\eta_{\mu \rho} L_{v \sigma}+\eta_{\nu \sigma} L_{\mu \rho}-\eta_{\mu \sigma} L_{\nu \rho}-\eta_{\nu \rho} L_{\mu \sigma}
$$

In the Gaussian frame the Lie algebra operators are

$$
\begin{equation*}
L_{\alpha \beta}=Z_{, \alpha}^{\mu} Z_{, \beta}^{v} L_{\mu \nu} \tag{7}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left[L_{\alpha \beta}, L_{\gamma \delta}\right]=g_{\alpha \gamma} L_{\beta \delta}+g_{\beta \delta} L_{\alpha \gamma}-g_{\alpha \delta} L_{\beta \gamma}-g_{\beta \gamma} L_{\alpha \delta} \tag{8}
\end{equation*}
$$

Projecting this Lie algebra on $V$ and denoting $l_{i j}=\left.L_{i j}\right|_{V}$, $l_{i A}=\left.L_{i A}\right|_{V}, l_{A B}=\left.L_{A B}\right|_{V}$ and using (3), the projected Lie algebra reads

$$
\begin{align*}
& {\left[l_{i j}, l_{k l}\right]=\bar{g}_{i k} l_{j l}+\bar{g}_{j l} l_{i k}-\bar{g}_{i l} l_{j k}-\bar{g}_{j k} l_{i l},} \\
& {\left[l_{i j}, l_{k A}\right]=\bar{g}_{i k} l_{j A}-\bar{g}_{j k} l_{i A},} \\
& {\left[l_{i j}, l_{A B}\right]=0,} \\
& {\left[l_{A B}, l_{j B}\right]=\bar{g}_{i j} l_{A B}+g_{A B} l_{i j},}  \tag{9}\\
& {\left[l_{i A}, l_{B C}\right]=g_{A C} l_{i B}-g_{A B} l_{i C},} \\
& {\left[l_{A B}, l_{C D}\right]=g_{A C} l_{B D}+g_{B D} l_{A C}-g_{A D} l_{B C}-g_{B C} l_{A D} .}
\end{align*}
$$

Now change the basis of this Lie algebra by introducing the operators (a linear combination of $l_{i A}$ at each point)

$$
\begin{equation*}
\pi_{i}=\sum_{A} \frac{1}{\rho^{A}} l_{i A} \tag{10}
\end{equation*}
$$

The resulting Lie algebra is

$$
\begin{align*}
& {\left[l_{i j}, l_{k l}\right]=\bar{g}_{i k} l_{j l}+\bar{g}_{j l} l_{i k}-\bar{g}_{i l} l_{j k}-\bar{g}_{i k} l_{i l}} \\
& {\left[l_{i j}, \pi_{k}\right]=\bar{g}_{i k} \pi_{j}-\bar{g}_{j k} \pi_{i}} \\
& {\left[\pi_{i}, \pi_{j}\right]=\sum g_{A B} \frac{1}{\rho^{A}} \frac{1}{\rho^{B}} l_{i j}}  \tag{11}\\
& {\left[\pi_{i}, l_{B C}\right]=\sum \frac{1}{\rho^{A}} g_{A C} l_{i B}-\sum \frac{1}{\rho^{A}} g_{A B} l_{i C}} \\
& {\left[l_{A B}, l_{C D}\right]=g_{A C} l_{B D}+g_{B D} l_{A C}-g_{A D} l_{B C}-g_{B C} l_{A D}}
\end{align*}
$$

The group $S$ is the Lie group corresponding to the above Lie algebra. It is in essence the projected group $\mathrm{SO}(m, n)$ in an appropriate basis. It contains two noninvariant subgroups: The 10-parameter subgroup $E$ generated by $l_{i j}$ and $\pi_{i}$ and the $(P-4)(P-5) / 2$-parameter subgroup $G$ generated by $l_{A B}$

$$
[E, E]=E, \quad[E, G] \in S, \quad[G, G]=G
$$

The action of $E$ and $G$ on $V$ can be best analyzed from the associated infinitesimal transformations. The infinitesimal transformations of $\mathrm{SO}(m, n)$ are

$$
\boldsymbol{x}^{\prime \gamma}=\boldsymbol{x}^{\gamma}+\boldsymbol{\xi}^{\gamma}
$$

with

$$
\xi^{\gamma}=\theta^{\alpha \beta} L_{\alpha \beta}\left(x^{\gamma}\right)
$$

where $\theta^{\alpha \beta}$ are the infinitesimal parameters of $\mathrm{SO}(m, n)$ and since this is the homogeneous group of isometries of $M(m, n)$

$$
\begin{equation*}
\xi^{(\alpha ; \beta)}(\nabla M)=0 \quad \text { (fixed origin). } \tag{12}
\end{equation*}
$$

The infinitesimal transformations of the projected group $S$ are

$$
x^{\alpha}=x^{\alpha}+\xi^{\alpha}
$$

with Killing's equation evaluated at $V$

$$
\begin{equation*}
\left.\xi^{(\alpha ; \beta)}(\nabla M)\right|_{V}=0 \tag{13}
\end{equation*}
$$

Separating the different indices it follows that

$$
\begin{aligned}
\left.\xi^{(i \cdot j)}(\nabla M)\right|_{V}= & \left.\left(g^{k\left(i \xi^{j}\right)}, k+g^{k(i} \Gamma_{m k}^{j)} \xi^{m}\right)\right|_{V} \\
& +\left.g^{k(i} \Gamma_{A k}^{j} \xi^{A}\right|_{V}=0
\end{aligned}
$$

or, denoting $\left.\xi^{i}\right|_{v}=\phi^{i},\left.\xi^{A}\right|_{v}=\bar{\xi}^{A}$ and using the definition $\Gamma_{B \gamma}^{\alpha}=g^{\alpha \delta} \Gamma_{B \gamma \delta}$ it follows that $\left.\Gamma_{A k}^{j}\right|_{V}=-\bar{g}^{j l} b_{k l A}$ so that

$$
\begin{equation*}
\phi^{(i, j)}=\bar{g}^{k(i-\bar{g}) l} b_{k l A} \bar{\xi}^{A} \tag{14}
\end{equation*}
$$

where now the covariant derivative is calculated with $\bar{g}_{i j}$. The equation for mixed indices $i, A$ gives

$$
\begin{equation*}
\left(\xi_{, A}^{i}\right) \|_{V}=-g_{A M} \bar{g}^{i m}\left(\bar{\xi}_{, m}^{M}+\bar{g}^{M N} A_{m N B} \bar{\xi}^{B}\right) \tag{15}
\end{equation*}
$$

where $A_{m N B}=\left.\Gamma_{m N B}\right|_{V}$.
Finally the equation for the indices $A, B$ gives

$$
\left.\xi^{(A ; B)}(\nabla M)\right|_{V}=\left.\left(g^{C(A} \xi^{B)}, C+g^{C(A} \Gamma_{C D}^{B)} \xi^{D}\right)\right|_{V}=0
$$

However, $\left.\Gamma_{C D}^{B}\right|_{v}=0$ so that this equation reduces to

$$
\begin{equation*}
\left.\xi^{(A, B)}\right|_{V}=0 \tag{16}
\end{equation*}
$$

As it can be seen these infinitesimal transformations are not independent and this is a consequence of the fact that the subgroups $E, G$ are not invariant. The particular transformations which send space-time points to space-time points require that $\bar{\xi}^{A}=0$ (so that $x^{A}=0 \Rightarrow x^{\prime A}=0$ ). From (14) it follows that these transformations are the isometries of $V$. Therefore, the group of isometries of $V$ is the subgroup of $E$ characterized by the condition $\bar{\xi}^{A}=\left.\xi^{A}\right|_{V}=0$. Notice that in general this condition imposes constraints on the parameters of $E$ so that the resulting group of isometries has in general less than 10 parameters, the exception occurring when $V$ has constant curvature. In the general case (i.e., without the condition $\bar{\xi}^{A}=0$ ) the equations $(16)$ which correspond to the subgroup $G$ can be easily solved giving

$$
\begin{equation*}
\xi^{A}=\theta_{j}^{A}\left(x^{i}\right) x^{j}+\theta_{B}^{A}\left(x^{i}\right) x^{C} \tag{17}
\end{equation*}
$$

where

$$
\theta^{(A, B)}\left(x^{i}\right)=\left.g^{B(\alpha} \theta_{\alpha}^{A)}\right|_{V}=0
$$

Therefore, $G$ consists of pseudorotations in the subspace of $M(m, n)$ orthogonal to $V$ together with the transformations with parameters $\theta_{j}^{A}\left(x^{i}\right)$. These last transformations are again consequence of the fact that $G$ and $E$ are not invariant subgroups of $S$. Therefore, while the subgroup $E$ has to do with space-time transformations, the subgroup $G$ behaves like a local internal (or gauge) group. In the general situation they cannot be separated.

To see that $E$ satisfies the first condition of Segal consider now the flat limit of $V$. Under this limit the Lie algebra of $S,(11)$, becomes

$$
\begin{align*}
& {\left[\dot{\circ}_{i j}, \stackrel{\circ}{\pi}_{k}\right]=\stackrel{\circ}{g}_{i k} \stackrel{\circ}{\pi}_{j}-\stackrel{\circ}{g}_{j k} \stackrel{\circ}{\pi}_{i} \text {, }} \\
& {\left[\dot{\pi}_{i}, \dot{\pi}_{j}\right]=0,}  \tag{18}\\
& {\left[\dot{\pi}_{i}, l_{B C}\right]=0,} \\
& {\left[l_{A B}, l_{C D}\right]=g_{A C} l_{B D}+g_{B D} l_{A C}-g_{A D} l_{B C}-g_{B C} l_{A D},}
\end{align*}
$$

where " '" is used to indicate that these operators are calculated in Minkowski space-time. It follows that $\left.E\right|_{\text {fat }}$ is an invariant subgroup of $\left.S\right|_{\text {fat }}$ isomorphic to the full Poincaré group. The subgroup $\left.G\right|_{\text {fat }}=G$ is now completely disconnected from $\left.E\right|_{\text {fata }} \approx P$ and it contains $(P-4)(P-5) / 2$ parameters. Therefore the vanishing of the gravitational field breaks the projected embedding symmetry $S$ into $P \times \stackrel{\circ}{G}$,

$$
[P, P]=P, \quad[P, \dot{G}]=0, \quad[\dot{G}, \dot{G}]=\dot{G}
$$

It is a known fact that the number of dimensions of the embedding space increases as the space-time geometry becomes less symmetric. The dimension $p=10$ corresponds to the minimum theoretical limit for analytic embeddings (the Ja-net-Cartan theorem). On the other hand for a differentiable embedding this limit increases to 14 dimensions. ${ }^{15}$ Confining the attention to the physically relevant cases, it follows that $\stackrel{\circ}{G}$ can be $\mathrm{SO}(6)$ for $p=10$ and $\mathrm{SO}(10)$ for $p=14$.

## 3. MASS AND MASS SPLITTING

The verification of the second Segal condition requires an appropriate definition of the mass operator. Such an operator must be capable of providing an adequate mass spectrum and it must reduce to the Poincaré mass operator when $E$ contracts into $P$. Since $E$ is not an invariant subgroup of $S$, the invariant operator to be considered as the mass operator should belong to the universal enveloping algebra of $S$ (and not of $E)$. The most obvious candidate is the second-order Casimir operator of $S$ (as it is the case of the Poincaré mass operator). It has also been suggested that the mass formula for mesons can be derived from the second-order Casimir operator of some group containing a noninvariant subgroup contractible into $P .^{16}$ Therefore, the mass operator can be defined as

$$
\begin{equation*}
M^{2}=\left(\frac{k(\rho)}{\rho}\right)^{2} l_{\alpha \beta} l^{\alpha \beta}, \quad \rho^{2}=\sum g_{A B} \rho^{A} \rho^{B}, \tag{19}
\end{equation*}
$$

where $k(\rho)$ is a mass scaling factor such that
$\lim _{\rho \rightarrow \infty} k(\rho)=K_{0}=$ const. To analyze the behavior of (19) un$\rho \rightarrow \infty$
der the flat limit it can be written as

$$
\begin{aligned}
M^{2}= & \left(\frac{k}{\rho}\right)^{2}\left(l_{i j} l^{i j}+2 l_{i A} l^{i A}+l_{A B} l^{A B}\right) \\
= & \left(\frac{k}{\rho}\right)^{2} l_{i j} l^{i j}+k^{2} \pi_{i} \pi^{i}+k^{2} \sum\left(\frac{1}{\rho^{A} \rho_{A}}\left(\sum_{B \neq A} l_{i B} l^{i B}\right)\right) \\
& -k^{2} \sum\left(\frac{1}{\rho^{A}} l_{i A}\left(\sum_{B \neq A} \frac{1}{\rho^{B}} l_{i B}\right)\right)+\left(\frac{k}{\rho}\right)^{2} l_{A B} l^{A B}
\end{aligned}
$$

so that in the flat limit of $V$

$$
\left.M^{2}\right|_{\text {flat }}=K_{0}^{2} \dot{\pi}_{i} \dot{\pi}^{i}
$$

which is the Poincaré mass operator. The constant $K_{0}$ is required for expressing the appropriate values of mass in a given mass dimension.

Now consider a representation of $S$ such that it is completely reducible with respect to $E$ and such that $M^{2}$ is Hermitian as an operator acting on the representation space $H$. Then $H$ is a direct sum of the representation spaces $H_{\lambda}$ for $E$ and under these conditions the spectrum of $M^{2}$ may have a mass-like structure [that is, continuous but with isolated points (Ref. 7)].

Let $I$ be an operator of $S$ such that it contains at least one eigenstate $|b\rangle$ of $M^{2}$ in its domain. To obtain a nonzero transition probability $\langle a| I|b\rangle$ between distinct representation spaces of $E$ the operator $I$ should belong to $G$. Then $I$ is a linear combination of $l_{A B}$,

$$
I=a^{A B} l_{A B}
$$

Taking two distinct representations $a, b$ of $E$, the difference between the eigenvalues of $M^{2}$ is
$m_{a}^{2}-m_{b}^{2}=\langle a| M^{2}|a\rangle-\langle b| M^{2}|b\rangle=\frac{\left\langle a\left[M^{2}, I\right] \mid b\right\rangle}{\langle a| I|b\rangle}$.
The mass operator (19) can also be written as

$$
\begin{aligned}
M^{2} & =\left.\left(\frac{k}{\rho}\right)^{2}\left(g^{\alpha \gamma} g^{B \delta} l_{\alpha \beta} l_{r \delta}\right)\right|_{V} \\
& =\left(\frac{k}{\rho}\right)^{2}\left[\bar{g}^{i k} \bar{g} l_{i j} l_{k l}+2 \bar{g}^{j j} g^{A B} l_{i A} l_{j B}+g^{A B} g^{C D} l_{A C} l_{B D}\right]
\end{aligned}
$$

so that

$$
\begin{aligned}
{\left[M^{2}, I\right]=} & \left(\frac{k}{\rho}\right)^{2} a^{E F}\left[\bar{g}^{i k} \bar{g}^{j l} C_{i j E F}^{\gamma \delta}\left\{l_{\gamma \delta}, l_{k l}\right\}\right. \\
& +2 \bar{g}^{i j} g^{A B} C_{i A E F}^{\gamma \delta}\left\{l_{\gamma \delta}, l_{j B}\right\} \\
& \left.+g^{A B} g^{C D} C_{A C E F}^{\gamma \delta}\left\{l_{\gamma \delta}, l_{B D}\right\}\right]
\end{aligned}
$$

where \{, \} denotes the anticommutator and $C_{\alpha \beta \gamma \delta}^{p o}$ are the structure constants of the group $S$ in the basis $l_{i j}, l_{i A}, l_{A B}$ [so that these constants are obtainable from (9)]. Replacing in (20) and noting that $\langle a| E|b\rangle=0$ for $a \neq b$

$$
\begin{align*}
m_{a}^{2}-m_{b}^{2}= & \left(\frac{k}{\rho}\right)^{2} a^{E F}\left[\bar{g}^{i k} \bar{g}^{j l} C_{i j E F}^{\gamma \delta}\left(s_{k l}^{a}+s_{k l}^{b}\right)+2 \bar{g}^{i j} g^{A B} C_{i A E F}^{\gamma \delta}\right. \\
& \times\left(p_{j B}^{a}+p_{j B}^{b}\right)+g^{A B} g^{C D} C_{A C E F}^{\gamma \delta} \\
& \left.\times\left(I_{B D}^{a}+I_{B D}^{b}\right)\right] \frac{\langle a| l_{\gamma \delta}|b\rangle}{\langle a| I|b\rangle} \tag{21}
\end{align*}
$$

where

$$
\begin{aligned}
& s_{k l}^{a}=\langle a| l_{k l}|a\rangle, \\
& p_{j B}^{a}=\langle a| l_{j B}|a\rangle, \\
& I_{B D}^{a}=\langle a| l_{B D}|a\rangle
\end{aligned}
$$

are terms which correspond to spin, momentum, and internal parameters, respectively.

The expression (21) can be further simplified. Since $l_{\alpha \beta}=\left.Z_{, \alpha}^{\mu} Z_{, \beta}^{\nu} L_{\mu \nu}\right|_{V}$ then $C_{\mu \nu E F}^{\nu \delta}$ (where $\mu, v$ are Cartesian indices) may be defined by

$$
C_{\alpha \beta E F}^{\gamma \delta}=Z_{, \alpha}^{\mu} Z_{, \beta}^{v} C_{\mu v E F}^{\gamma \delta},
$$

then

$$
\begin{aligned}
m_{a}^{2}-m_{b}^{2}= & \left.\left(\frac{k}{\rho}\right)^{2}\left[\left(f^{\mu \rho}+h^{\mu \rho}\right)\left(f^{v \sigma}+h^{v \sigma}\right)\right]\right|_{v}\left(\langle a| l_{\rho \sigma}|a\rangle\right. \\
& \left.+\langle b| l_{\rho \sigma}|b\rangle\right) a^{E F} \frac{C_{\mu v E F}^{\gamma \delta}\langle a| l_{\gamma \delta}|b\rangle}{\langle a| I|b\rangle}
\end{aligned}
$$

where

$$
f^{\mu \nu}=g^{i k} Z_{, i}^{\mu} Z_{. k}^{v}, \quad h^{\mu \nu}=g^{A B} Z_{, A}^{\mu} Z_{. B}^{v}
$$

Now since $|a\rangle,|b\rangle$ belong to distinct representations of $E$, $\langle a| l_{i j}|b\rangle=0$ and $\langle a| l_{i A}|b\rangle=0$ for $a \neq b$. Thus

$$
\begin{aligned}
\frac{\langle a| a^{E F} C_{\mu \nu E F}^{\gamma \delta} l_{\gamma \delta}|b\rangle}{\langle a| I|b\rangle} & =\frac{\langle a|\left[L_{\mu \nu}, I\right]|b\rangle}{\langle a| I|b\rangle} \\
& =\langle a| L_{\mu \nu}|a\rangle-\langle b| L_{\mu \nu}|b\rangle .
\end{aligned}
$$

Therefore, denoting

$$
\begin{equation*}
U_{\mu \nu}^{+-}(a, b)=\frac{1}{2}\left(\langle a| L_{\mu \nu}|a\rangle \pm\langle b| L_{\mu \nu}|b\rangle\right) \tag{22}
\end{equation*}
$$

and noting that

$$
\left.\left(f^{\mu \nu}+h^{\mu \nu}\right)\right|_{V}=\eta^{\mu \nu}
$$

expression (21) reduces to

$$
\begin{equation*}
m_{a}^{2}-m_{b}^{2}=\left(\frac{k}{\rho}\right)^{2} \eta^{\mu \rho} \eta^{v \sigma} U_{\rho \sigma}^{+}(a, b) U_{\mu v}^{-}(a, b) \tag{23}
\end{equation*}
$$

Notice that by evaluating the product of $U_{\rho \sigma}^{+}(a, b) U_{\mu \nu}^{-}(a, b)$ the initial expression (20) is recovered.

The most interesting aspect of expression (23) is that its space-time dependence rests only on the curvature radius $\rho$. In fact the functions $U_{\mu v}^{+-}(a, b)$ are functions only of the representations of the group $\mathrm{SO}(m, n)$. It follows that in the flat limit of $V(\rho \rightarrow \infty)$, the mass splitting vanishes at the same time that $E$ contracts into $P$, in accordance with O'Raifeartaigh's theorem. On the other hand for large (but finite) values of $\rho$, the group contraction is not completed, that is, [ $\pi_{i}, \pi_{j}$ ] $\approx 0$ but $\left[\pi_{i}, l_{B C}\right] \neq 0$ so that even for weak gravitational fields the mass splitting (21) does not vanish. In fact, the expression (21) generalizes a mass splitting previously derived for the de Sitter space-time with the group $\mathrm{SO}(4,1)$ regarded as a cosmological symmetry. In this case the internal group is postulated and for $\rho=R=10^{-28} \mathrm{~cm}$ the mass splitting has been estimated to be of the order of $10^{-50}$ $(\mathrm{MeV})^{2}$. ${ }^{8,9}$

In the case of local gravitational fields with $p>5$; the internal group emerges from the embedding. It is possible to interpret the group $\mathrm{SO}(m, n)$ as a combination of various $10-$ cal de Sitter groups to produce a combined internal and space-time symmetry. ${ }^{11,12}$ However, in the present context such geometrical interpretation is irrelevant.

The order of magnitude of the mass splitting depend on the function $k$ ( $\rho$ ). The resulting values must be comparable to the experimental data. Let $K_{0}$ be the constant so that the eigenvalues of the Poincaré mass operator are expressed in $(\mathrm{MeV})^{2}$.

$$
M_{P}^{2}=K_{0}^{2} \stackrel{\circ}{\pi}_{i} \ddot{\pi}^{\prime}
$$

Since the contraction of (19) must reproduce $M_{P}^{2}$, it follows that $k(\infty)=K_{0}$, suggesting that $k(\rho)$ may be represented by an asymptotic expansion

$$
\begin{equation*}
k(\rho)=\sum_{0}^{\infty} \frac{c_{n}}{\rho^{n}} \tag{24}
\end{equation*}
$$

truncated to some finite interger $s$. This representation of $k(\rho)$ is accurate for large values of $\rho$, for a relatively small $s$. The coefficients $C_{n}$ in (24) may be determined from the experimental data. Assuming that the practically-constant particle masses as measured at the surface of the Earth ( $\rho=\rho_{\oplus}$ ) is in accordance with (19) and (24), then the coefficients of the asymptotic expansion may be determined from the conditions

$$
M\left(\rho_{\oplus}\right)=M_{P},\left.\frac{d^{r}}{d \rho^{r}} M(\rho)\right|_{\rho_{\oplus}}=0, \quad r=1, \ldots, s
$$

Observe that the identification $M\left(\rho_{\oplus}\right)=M_{P}$ is numerical only. In terms of $k(\rho)$ these conditions read
$k\left(\rho_{\oplus}\right)=\rho_{\oplus} K_{0}, k^{\prime}\left(\rho_{\oplus}\right)=K_{0}, k^{(r)}\left(\rho_{\oplus}\right)=0 \quad r=2, \ldots, s$, so that the $s$ coefficients $C_{n}, C_{0}=K_{0}$, in (24) can be determined. For any value of $s$ the mass of the particles at the surface of the Earth is

$$
M^{2}\left(\rho_{\oplus}\right)=K_{0}^{2} l_{\alpha \beta} l^{\alpha \beta}
$$

so that all the masses are multiples of $K_{0}$, and $K_{0}$ is the mass corresponding to $l_{\alpha \beta} l^{\alpha \beta}=1$. As a numerical example, take the spin-zero pion as the particle corresponding to $l_{\alpha \beta} \alpha^{\alpha \beta} \approx 1$. Then

$$
\begin{aligned}
M\left(\rho_{\oplus}\right)_{\pi_{0}} & \approx K_{0}=m_{\pi_{0}} \\
& =(0.13496259 \pm 0.0000039) 10^{3} \mathrm{MeV}
\end{aligned}
$$

For other values of $\rho$ the expression (24) has to be evaluated with the curvature radius for the Schwarzschild solution given by Ref. 17

$$
\rho=\sqrt{\frac{r^{3}}{2 m}}
$$

where $r$ is the radial coordinate and $2 m$ the Schwarzschild radius. Thus taking the Earth's average radius $r_{\oplus}=6.371 \times 10^{8} \mathrm{~cm}$, it follows that
$\rho_{\oplus}=1.7086208 \times 10^{13} \mathrm{~cm}$. It is interesting to notice that for $s=3$, the value of $M(\rho)_{\pi_{\mathrm{o}}}$ for different values of $r$ remains within the limits of exact measurement of $m_{\pi_{0}}$ in the near vicinity of the Earth. To find the exact values of the
masses, specific representations of $\mathrm{SO}(m, n)$ have to be calculated. It is also possible to increase the number of terms in the expansion of $k(\rho)$ so as to meet the accuracy of the experimental verification. For small values of $\rho$, a high-order asymptotic expansion has to be considered, thus producing particles with large masses associated with strong gravitational fields.

In conclusion, by use of an asymptotic representation of $k(\rho)$ it is always possible to adjust the scale of the mass operator (19) so as to compare with the experimental results. Since in the flat limit of $V$ the Poincare masses are recovered but not the mass splitting, it appears that the gravitational field plays a significant role in the particle multiplet composition.
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#### Abstract

An ansatz is introduced for the three-gluon vertex that is consistent with the Slavnov-Taylor identity in Landau gauge. It is shown that the gluon has a confining infrared singularity; but there is also a tachyon, indicating an insufficiency either of quarkless QCD or at least of our approximation to it.


PACS numbers: $12.35 . \mathrm{Cn}$

## I. INTRODUCTION

It is an attractive hypothesis that a severe infrared singularity is a signal of confinement in quarkless quantum chromodynamics (QCD). ${ }^{1,2}$ Although the gluon self-energy is gauge-dependent, the gauge-invariant Wilson loop can be constructed from it; and it has been shown that a sufficiently singular propagator leads to an area law in leading order. ${ }^{3}$ A proper study of such singularities entails a nonperturbative approximation. As an alternative to the lattice approach, with attendant uncertainties concerning the continuum limit, one may study truncated continuum Dyson-Schwinger (DS) equations, using either covariant or axial gauges. The DS equation for the gluon propagator may be truncated through use of Slavnov-Taylor (ST) identities, parametrizing longitudinal parts of vertex-functions.

In an axial gauge, the gluon field decouples from the ghost field, so that the DS equations and the ST identities have a simple form. If one makes the ad hoc assumption that the full propagator has the same tensor structure as the bare propagator, then the scalar function that multiplies it may be obtained as the solution of the scalar equation obtained by projection of the DS equation onto the direction of the axial vector $n$. This equation does not contain the four-gluon vertex. A disadvantage is that the equation involves the unphysical, gauge-dependent parameter $(p n)^{2}$, where $p$ is the momentum variable. Furthermore, since the ST identity involves projection onto $p$, rather than $n$, there is a certain arbitrariness in the projected DS equation. ${ }^{4}$

In the Landau gauge, the DS equation for the gluon propagator involves a single tensor structure, and hence reduces to a scalar equation. However, both the DS equations and the ST identities involve ghost couplings. We do not expect the ghost fields themselves to produce infrared singularities, so we replace the ghost propagator and ghost-ghost-gluon vertex by bare values. The four-gluon vertex does appear in the scalar equation, but we drop it in the interest of simplicity, not expecting cancellations between three- and four-gluon couplings.

The approximation of Mandelstam ${ }^{5}$ in Landau gauge involved the replacement of one internal gluon line and of

[^34]the three-gluon vertex by free values. Such a replacement is motivated by the form of the ST identity, but is not strictly consistent with it. In our analysis of Mandelstam's equation in Refs. 1 and 2, we confirm that the gluon propagator is of order $p^{-4}$ at small spacelike momenta. However, there are first-sheet branch points in the variable $p^{2}$, which accumulate at $p^{2}=0$ in the timelike direction. These singularities are presumably unphysical, and in any event they invalidate the Wick rotation to Euclidean momenta.

In this paper we propose an ansatz for the vertex function that has the same tensor structure as the corresponding bare vertex. The multiplicative scalar function can be chosen so that the ST identity in the external leg is automatically satisfied. The resultant scalar equation, which is generally similar to that obtained in Mandelstam's approach, with, however, a somewhat more intricate structure, is derived in Sec. II. We analyze this equation in Sec. III, and show by methods similar to those of Refs. 1 and 2 that there is a solution which is free from complex branch points. This solution has the infrared asymptote $p^{-4}$, uniformly in the cut $p^{2}$-plane, and is therefore suggestive of confinement.

The resultant gluon propagator also has a simple pole at a real, spacelike momentum. Such a pole does not spoil the Wick rotation, but would imply the existence of an unstable tachyon, if it were taken seriously. Recall that in perturbative QED there is a tachyon (Landau ghost), which would not be expected in perturbative QCD because of the opposite sign in the self-energy. Our nonperturbative tachyon might conceivably be an indication of the insufficiency of quarkless QCD; unless it is merely a deficiency of our approximation scheme. It may be that neglect of the four-gluon vertex has produced an instability of the type familiar in a scalar theory with $\phi^{3}$ interaction.

## II. ANSATZ FOR VERTEX FUNCTION

We shall use a consistent notation, in which primes distinguish full from bare propagators and vertex functions. We suppress all color indices, since they only yield a trivial multiplicative factor in the final equation. The full propagator is

$$
\begin{equation*}
D_{\mu \nu}^{\prime}(q)=F\left(-q^{2}\right) D_{\mu \nu}(q)=-q^{-2} F\left(-q^{2}\right) \Delta_{\mu \nu}(q) \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{\mu \nu}(q)=g_{\mu \nu}-q_{\mu} q_{\nu} / q^{2} \tag{2.2}
\end{equation*}
$$

The object is to obtain an equation for the scalar function $F\left(-q^{2}\right)$.

The Slavnov-Taylor identity relating the full threegluon vertex, $\Gamma^{\prime}$, to the propagator ${ }^{6}$ is

$$
\begin{align*}
& p^{\lambda} \Gamma_{\lambda \mu \nu}^{\prime}(p, q, r) D^{\prime \mu \sigma}(q) D^{\prime \nu \tau}(r) \\
&= G\left(-p^{2}\right) D^{\prime \mu \sigma}(q) \Delta^{v \tau}(r) \widetilde{\Gamma}_{\mu \nu}^{\prime}(p, r: q) \\
& \quad-G\left(-p^{2}\right) \Delta^{\mu \sigma}(q) D^{\prime v \tau}(r) \widetilde{\Gamma}_{\mu \nu}^{\prime}(p, q: r)
\end{align*}
$$

Here $\tilde{\Gamma}_{\mu \nu}^{\prime}$ is the full ghost-ghost-gluon vertex, and the ghost propagator is $-p^{-2} G\left(-p^{2}\right)$. As discussed in the Introduction, we replace the ghost functions by their bare values, $\tilde{\Gamma}_{\mu \nu}^{\prime} \rightarrow g_{\mu \nu}$ and $G \rightarrow 1$. With use of (2.1), we then obtain $p^{\lambda} \Gamma_{\lambda \mu v}^{\prime}(p, q, r) D^{\prime \mu \sigma}(q) D^{\prime \nu \tau}(r)$

$$
\begin{equation*}
=\left[F\left(-r^{2}\right) / r^{2}-F\left(-q^{2}\right) / q^{2}\right] \Delta^{\mu \sigma}(q) \Delta^{v \tau}(r) g_{\mu \nu} \tag{2.4}
\end{equation*}
$$

Our basic ansatz ${ }^{7}$ is to suppose that

$$
\begin{align*}
& \Gamma_{\lambda \mu \nu}^{\prime}(p, q, r) D^{\prime \mu \sigma}(q) D^{\prime v \tau}(r) \\
& \quad=f(p, q, r) \Gamma_{\lambda \mu \nu}(p, q, r) D^{\mu \sigma}(q) D^{v \tau}(r) \tag{2.5}
\end{align*}
$$

where $f$ is some scalar function that is to be related to $F$ by requiring that the Slavnov-Taylor identity (2.4) is satisfied. Since the bare version of (2.4) is obtained by removing the primes and setting $F$ equal to unity, we find, by contracting both sides of (2.5) against $p^{\lambda}$,

$$
\begin{equation*}
\frac{F\left(-r^{2}\right)}{r^{2}}-\frac{F\left(-q^{2}\right)}{q^{2}}=f(p, q, r)\left(\frac{1}{r^{2}}-\frac{1}{q^{2}}\right), \tag{2.6}
\end{equation*}
$$

so that

$$
\begin{equation*}
f(p, q, r)=\left[r^{2} F\left(-q^{2}\right)-q^{2} F\left(-r^{2}\right)\right] /\left(r^{2}-q^{2}\right) \tag{2.7}
\end{equation*}
$$

which can be inserted into (2.5). For comparison, the Mandelstam ansatz, in which the three-gluon vertex and one, but not both, of the gluon propagators are replaced by their bare values, is of the form (2.5), with the function $f(p, q, r)$ equal to $F\left(-q^{2}\right)$. It must be emphasized that this form, unlike (2.7), in inconsistent with the Slavnov-Taylor identity (2.4).

The Dyson-Schwinger equation for the gluon propagator, in which only the three-gluon vertex contribution is retained, with the ansatz (2.5), takes the form

$$
\begin{equation*}
D_{i \rho}^{\prime}(p)=D_{\lambda \rho}(p)=D_{\lambda \mu}(p) \Pi^{\mu \nu}(p) D_{\nu \rho}^{\prime}(p), \tag{2.8}
\end{equation*}
$$

where the self-energy is

$$
\begin{align*}
\Pi^{\mu \nu}(p)= & \frac{i g^{2}}{(2 \pi)^{4}} \int d^{4} q f(p, q, r) \Gamma^{\mu \omega \tau}(p, q, r) \\
& \times \Gamma^{v \rho \omega}(p, q, r) D_{\sigma \rho}(q) D_{\tau \sigma}(r) . \tag{2.9}
\end{align*}
$$

Contracting both sides of (2.8) by $g^{\lambda \rho}$ and dividing throughout by $F\left(-p^{2}\right)$, we find

$$
\begin{equation*}
1 / F\left(-p^{2}\right)=1+\left(1 / p^{2}\right) \Pi\left(-p^{2}\right) \tag{2.10}
\end{equation*}
$$

where

$$
\begin{align*}
\Pi\left(-p^{2}\right) & =\Delta_{\mu v}(p) \Pi^{\mu \nu}(p) \\
& =\frac{i g^{2}}{(2 \pi)^{4}} \int \frac{d^{4} q}{q^{2} r^{2}} f(p, q, r) \Omega(p, q, r) \tag{2.11}
\end{align*}
$$

with

$$
\begin{align*}
\Omega(p, q, r)= & \Gamma^{\mu \sigma \tau}(p, q, r) \Delta_{\mu v}(p) \Delta_{\sigma \rho}(q) \\
& \times \Delta_{\tau \omega}(r) \Gamma^{\nu \rho \omega}(p, q, r) \tag{2.12}
\end{align*}
$$

We next make a Wick rotation to Euclidean space: $-p^{2} \rightarrow p_{\text {eucl }}^{2} \equiv x$. The angular integrations can be performed and we obtain

$$
\begin{align*}
\frac{1}{F(x)}= & 1-\frac{25}{4} \int_{0}^{\infty} \frac{d y}{y} F(y)-9 \int_{0}^{\infty} \frac{d y}{x} F(y) \\
& -\frac{x^{2}}{8} \int_{x}^{\infty} \frac{d y}{y^{3}} F(y)+\int_{0}^{x} \frac{d y}{x}\left[\frac{13}{2}\left(1-\frac{x}{y}\right)\right. \\
& \left.+\frac{7}{4}\left(\frac{x^{2}}{y^{2}}-\frac{y}{x}\right)-\frac{1}{4} \frac{y^{2}}{x^{2}}+\frac{1}{8} \frac{x^{3}}{y^{3}}\right] F(y) \\
& +\int_{0}^{x / 4} \frac{d y}{x}\left(6+\frac{17}{2} \frac{x}{y}-2 \frac{x^{2}}{y^{2}}-\frac{1}{8} \frac{x^{3}}{y^{3}}\right) \\
& \times\left(1-4 \frac{y}{x}\right)^{1 / 2} F(y) . \tag{2.13}
\end{align*}
$$

Here the coupling constant and other multiplicative factors have been scaled away, as in Ref. 1. This form is similar in its general shape to the Mandelstam equation, except for the last term, involving the square root. This comes from princi-pal-value integrals that are engendered by the quotient (2.7).

The infrared analysis of $(2.13)$ is a little more involved than that in Refs. 1 and 2. We replace the unknown function $F$ by $\phi$ according to

$$
\begin{equation*}
F(x)=A / x+B x+x^{3} \phi(x) \tag{2.14}
\end{equation*}
$$

The coefficient of the incipient pole on the rhs of (2.13) is zero if

$$
\begin{equation*}
A=-0.3456 \int_{0}^{\infty} d y F(y) \tag{2.15}
\end{equation*}
$$

while the constant term vanishes if

$$
\begin{equation*}
1=6.25 \int_{0}^{\infty} \frac{d y}{y} F(y) \tag{2.16}
\end{equation*}
$$

Finally, in order to match the linear term on the lhs of (2.14), $x / A$, we require

$$
\begin{equation*}
B=\gamma / A \tag{2.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma=0.61697 \tag{2.18}
\end{equation*}
$$

These requirements are formal, in the sense that the integrals (2.15) and (2.16) are actually divergent. However, it is worth stressing that the absence of logarithms when the first two terms of (2.14) are inserted into (2.13) is a result of delicate cancellations.

After these manipulations, (2.13) can be cast into the form

$$
\begin{align*}
& \frac{\gamma+x^{2} \phi(x)}{1+\gamma x^{2}+x^{4} \phi(x)} \\
&=-\frac{1}{4} \int_{0}^{x} \frac{d y}{x}\left(1-\frac{y}{x}\right)^{3} \phi(y) P\left(\frac{y}{x}\right) \\
&+\frac{1}{8} \int_{0}^{x / 4} \frac{d y}{x}\left(1-\frac{4 y}{x}\right)^{3 / 2} \phi(y) Q\left(\frac{y}{x}\right) \tag{2.19}
\end{align*}
$$

where

$$
\begin{align*}
& P(z)=1+10 z+z^{2}  \tag{2.20}\\
& Q(z)=1+20 z+12 z^{2} \tag{2.21}
\end{align*}
$$

No divergences are left, and we propose to study this nonlinear equation for the unknown function $\phi(x)$.

## III. ANALYSIS OF EQUATION

In the following, we shall for simplicity replace the polynomials $P$ and $Q$ of (2.20) and (2.21) by constants, in such a way that the threshold value $(x \rightarrow 0)$ of each integral is unchanged. The averaged equation reads

$$
\begin{align*}
& \frac{\gamma+x^{2} \phi(x)}{1+\gamma x^{2}+x^{4} \phi(x)} \\
&=-\frac{23}{30} \int_{0}^{x} \frac{d y}{x}\left(1-\frac{y}{x}\right)^{3} \phi(y) \\
&+\frac{53}{168} \int_{0}^{x / 4} \frac{d y}{x}\left(1-\frac{4 y}{x}\right)^{3 / 2} \phi(y) . \tag{3.1}
\end{align*}
$$

Our previous experience ${ }^{1,2}$ leads us to expect that this averaging procedure will only have minor quantitative, but not qualitative effects on the solution.

To examine the nature of the infrared singularity of $\phi(x)$, we linearize the lhs of (3.1), retaining the terms $\gamma-\gamma^{2} x^{2}+x^{2} \phi(x)$ only. Even with this linearization, we have been unable to give a complete analysis; but there are reasons for expecting the second integral on the rhs of (3.1) to be nondominant in the infrared (see the Appendix). Accordingly, we shall study the linear equation

$$
\begin{equation*}
\gamma-\gamma^{2} x^{2}+x^{2} \phi(x)=-\frac{23}{30} \int_{0}^{x} \frac{d y}{x}\left(1-\frac{y}{x}\right)^{3} \phi(y) . \tag{3.2}
\end{equation*}
$$

The corresponding homogeneous equation

$$
\begin{equation*}
x^{6} \Psi(x)=-\frac{23}{30} \int_{0}^{x} d y(x-y)^{3} \Psi(y) \tag{3.3}
\end{equation*}
$$

has solutions expressible in terms of Bessel and Neumann functions. The four independent solutions of the corresponding differential equation have the small- $x$ asymptotic behavior

$$
\begin{equation*}
\Psi_{i}(x) \sim x^{-15 / 4} \exp \left(73.6 x^{-1 / 2} z_{i}\right) \tag{3.4}
\end{equation*}
$$

where $z_{i}$ are the four fourth roots of -1 . These functions may be used to solve the inhomogeneous Eq. (3.2), using variation of parameters on the corresponding differential equation. Each of the homogeneous solutions $\Psi_{i}$ becomes unbounded in certain sectors of the plane, cut along $-\infty<x<0$, as $x$ tends to zero. However, we find that there is one (and only one) function $\phi(x)$ which satisfies the integral Eq. (3.2) in the cut $x$-plane. That function has the following asymptotic behavior as $x$ approaches zero within the cut plane:

$$
\begin{gather*}
\phi(x) \sim \gamma x^{-15 / 4} \sum_{i=1}^{4} z_{i} \exp \left(\kappa x^{-1 / 2} z_{i}\right) \\
\times \Gamma\left(-\frac{13}{2}, \kappa x^{-1 / 2} z_{i}\right) \tag{3.5}
\end{gather*}
$$

where $\kappa$ is a positive number and the incomplete gamma function is given by

$$
\begin{equation*}
\Gamma(\alpha, \omega)=\int_{\omega}^{\infty} d y y^{\alpha-1} e^{-y} \tag{3.6}
\end{equation*}
$$

It follows from a standard asymptotic expression for $\Gamma(\alpha, \omega)$
that $\phi(x)$ approaches a constant value as $x$ tends to zero throughout the cut plane.

We wish to emphasize that uniform boundedness of $\phi$ at small $x$ is a significant improvement over the corresponding infrared behavior obtained for solutions of Mandelstam's equation. In the latter case, we obtained asymptotic behavior $x^{-7 / 2}$ for the corresponding function as $x$ tends to zero on the left-hand cut. In the present case, the linear approximation (3.2) remains under control at small $x$, even on the lefthand cut. As a consequence, we expect that the solutions of the nonlinear equation will be analytic in the cut plane, at least in the infrared. In the case of Mandelstam's equation, the linear approximation was out of control near the lefthand cut, and manifestation of this was the accumulation of first-sheet branch points of the full nonlinear equation.

We have done an extensive numerical study of Eq. (3.1), with the second integral omitted. One may obtain an asymptotic power series for $\phi(x)$ at small $x$ directly from the nonlinear integral equation, which is used for computation of $\phi$ at small real $x$. The solution is then obtained at larger values of $x$ by Runge-Kutta integration of the differential equation

$$
\begin{equation*}
\left[x^{4} G(x)\right]^{i \nu}=-\frac{23}{5} \phi(x) \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
G(x)=\left[\gamma+x^{2} \phi(x)\right] /\left[1+\gamma x^{2}+x^{4} \phi(x)\right] \tag{3.8}
\end{equation*}
$$

Using the techniques of Refs. 1 and 2, we have continued $\phi(x)$ into the complex plane, and have not found any branch points on the first Riemann sheet, except at the infrared point, $x=0$. On penetrating the cut along the timelike axis, $-\infty<x<0$, however, we have picked up two branch points at $-0.3782-0.2239 i$ and
$-0.0241-0.0783 i$. It is a reasonable guess that more exist, probably accumulating at the origin on the second or higher Riemann sheets. The fact that the complex branch points, which were on the first sheet in the Mandelstam approximation, are now on secondary sheets, where they cause no trouble, is a definite improvement. The function $F(x)$ [cf. Eq.
(2.14)] does indeed have the infrared asymptote

$$
\begin{equation*}
F(x) \sim A / x+B x+C x^{3} \tag{3.9}
\end{equation*}
$$ as $x \rightarrow 0$ in any direction on the first sheet.

When we make an analytic continuation of $\phi$ to larger $x$, we find a pole on the real axis at $x=2.1853$. The pole in $\phi(x)$ may be located directly as a zero of the function $1-x^{2} G(x)$. Fortunately, the pole does not interfere with the Wick rotation to the Euclidean region, in contrast to the complex singularities found in Refs. 1 and 2. The pole occurs some distance from the infrared, where our approximation scheme is no longer necessarily good. Further details of the numerical work may be found in Ref. 8.
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## APPENDIX: TECHNICAL DETAIL

We shall justify neglecting the second term on the right side of Eq. (3.1). The first remark is that, in the asymptotic power series expansion of that equation, the contribution from the first term to the coefficient of $x^{2 n}$ dominates that of the second, except at the first few values of $n$. As a consequence, the asymptotic series $\phi(x)$ is, in effect, controlled by the first term.

Let us consider the linearized, homogeneous version of that equation,

$$
\begin{align*}
x^{6} \Psi(x) & =-\frac{23}{30} \int_{0}^{x} d y(x-y)^{3} \Psi(y) \\
& +\frac{53}{168} x^{3} \int_{0}^{x / 4} d y\left(1-\frac{4 y}{x}\right)^{3 / 2} \Psi(y) . \tag{A1}
\end{align*}
$$

We substitute the solutions $\Psi_{i}(x)$ [Eq. (3.4)] into (A1), and note that, for $x$ small within a sector of boundedness, the second term in (A1) is asymptotically small compared with the first. Consequently, these functions $\Psi_{i}(x)$ are asymptotic solutions of Eq. (Al) at small $x$.

Let us consider an extreme situation in which the first term in (A1) is dropped, and let us replace the "fractional $\frac{5}{2}-$ power derivative" on the right by $\Psi(z) / z^{5 / 2}$, to obtain

$$
\begin{equation*}
x^{2} \Psi(x)=\lambda \Psi(x / 4) \tag{A2}
\end{equation*}
$$

The solution to the difference Eq. (A2),

$$
\begin{equation*}
\Psi(x)=\exp \left[-\frac{1}{2 \ln 2} \ln ^{2} x+\left(\frac{\ln \lambda}{2 \ln 2}-1\right) \ln x\right] \tag{A3}
\end{equation*}
$$

decreases more rapidly than any power of $x$ at small $x$, although less rapidly than the functions $\Psi_{i}(x)$ [Eq. (3.4)]. The asymptotic solution of ( A 1 ) with the first term dropped is essentially identical to (A3). In particular, it is analytic and uniformly small throughout the cut plane at small $x$, so that its infrared behavior is less quixotic than that of $\Psi_{i}(x)$.

In terms of the Mellin transform,

$$
\begin{equation*}
\widetilde{\Psi}(p)=\int_{0}^{\infty} d x \Psi(x) x^{p-1} \tag{A4}
\end{equation*}
$$

Eq. (A.1) becomes an algebraic difference equation

$$
\begin{align*}
\widetilde{\Psi}(p+2)= & {\left[-\frac{23}{30} B(-p+1,4)\right.} \\
& \left.+\frac{53}{42} 4^{p} B\left(-p+1, \frac{5}{2}\right)\right] \widetilde{\Psi}(p) \tag{A5}
\end{align*}
$$

where $B($,$) is the beta function. We have not been able to$ solve(A5), subject to the requirement that $\widetilde{\Psi}(p)$ be analytic in a vertical strip of width at least 2 . However, we can prove that solutions exist, and that they behave as $\Psi_{i}(x)$ at small $x$.

The above arguments make it clear that the first integral in (A1) dominates the second in the infrared. Away from $x=0$, however, the latter integral is not necessarily small.
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# Binding limit in the Hartree approximation 
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We show that the Hartree approximation cannot predict that $\mathbf{H}^{-}$has a bound state, i.e., the Hartree energy is greater than -0.5 . We also show that the Hartree approximation cannot predict binding for the Coulomb model of a two-electron atom unless the nuclear charge $Z$ is greater than 1.03 and we compute accurate upper and lower bounds to the Hartree energy for $\mathrm{H}^{-}$ and He .

PACS numbers: 31.10. +z

## I. INTRODUCTION

It is well known ${ }^{1-4}$ that $\mathrm{H}^{-}$has a single bound state of even spatial parity, i.e., the Hamiltonian (in reduced units)

$$
\begin{equation*}
H(Z)=-\frac{1}{2} \Delta_{1}-\frac{1}{2} \Delta_{2}-\frac{Z}{r_{1}}-\frac{Z}{r_{2}}+\frac{1}{r_{12}} \tag{1.1}
\end{equation*}
$$

has exactly one eigenvalue below $-\frac{1}{2}$ when $Z=1$. Although it is easy to produce trial functions which establish that $H(1)<-\frac{1}{2}$, we are not aware of any such functions which have the form of a single-determinant Hartree-Fock function. In this paper we show that, in fact, one cannot predict binding in $\mathrm{H}^{-}$by using a spin-restricted form of the Hartree-Fock approximation which, for two electrons, is equivalent to the Hartree approximation.

Because confusion regarding terminology exists in the literature, we find it prudent to review some elementary definitions, so that we can state our results unambiguously. In the Hartree-Fock (HF) approximation, the exact ground state function $\Psi$ for an $N$-particle Hamiltonian $H_{N}$ is replaced by a trial function $\Psi_{\mathrm{HF}}$ consisting of a single Slater determinant, i.e., an antisymmetrized product of $N$ singleparticle functions, $\left\{\phi_{j}\right\}_{j=1}^{N}$. The Hartree-Fock energy is then given by

$$
\begin{equation*}
\dot{E_{\mathrm{HF}}}=\inf _{\Psi_{\mathrm{HF}}} \frac{\left\langle\Psi_{\mathrm{HF}}, H_{N} \Psi_{\mathrm{HF}}\right\rangle}{\left\langle\Psi_{\mathrm{HF}}, \Psi_{\mathrm{HF}}\right\rangle} \tag{1.2}
\end{equation*}
$$

which leads to a set of equations for $\left\{\phi_{j}\right\}$. In practice, the minimization in (1.2) is carried out using only a finite and restricted set of $\left\{\phi_{j}\right\}$. One common restriction, particularly when $N=2 n$ is even, which we shall call the spin-restricted HF (SRHF) approximation, is to require that

$$
\begin{equation*}
\phi_{2 k-1}=u_{k}(\mathbf{r}) \alpha ; \quad \phi_{2 k}=u_{k}(\mathbf{r}) \beta \tag{1.3}
\end{equation*}
$$

(where $\alpha, \beta$ are the usual spin eigenfunctions) and to choose $\left\{u_{j}\right\}_{j=1}^{n}$ so as to minimize (1.2). If $N=2, \Psi_{\text {SRHF }}$ has the exceedingly simple form $(\alpha \beta-\beta \alpha) \times u\left(\mathbf{r}_{1}\right) u\left(\mathbf{r}_{2}\right)$. The equation for $u$ obtained from minimizing (1.2) is equivalent to that obtained from the so-called Hartree approximation, which we discuss below. Therefore, our results on the Hartree approximation for two-electron Hamiltonians of the form (1.1), also apply to the SRHF approximation.

In principle, no restrictions on the $\left\{\phi_{j}\right\}$ are necessary. Indeed $\phi_{j}$ need not even have the form (space function)

[^36]$\times$ (spin function), but could conceivably be something like $\phi_{j}$ $=f_{j}(r) \alpha+g_{j}(r) \beta$. When the restrictions (1.3) are dropped, one sometimes emphasizes this by applying the term unrestricted HF (UHF) approximation. For two electrons one can make $E_{\mathrm{UHF}}(Z)$ arbitrarily close to $-\frac{1}{2} Z^{2}$ by choosing $\phi_{1}=f_{1}(\mathbf{r}) \alpha ; \phi_{2}=f_{n}(\mathbf{r}) \beta$, where $f_{k}$ is any hydrogenic function satisfying $\left(-\frac{1}{2} \Delta-Z / r\right) f_{k}=-\left(Z^{2} / 2 k^{2}\right) f_{k}$, and making $n$ large. Therefore, either the UHF approximation predicts binding for $\mathrm{H}^{-}$or $E_{\mathrm{UHF}}=-\frac{1}{2}$ exactly. No approximate lower bound procedure can prove absence of binding for $\mathrm{H}^{-}$ in the UHF approximation. However, we know of no trial function which actually demonstrates that $E_{\mathrm{UHF}}(1)<-\frac{1}{2}$.

Because single determinants, particularly those which minimize (1.2), need not be eigenfunctions of spin or orbital angular momentum operators, the HF approximation is sometimes generalized ${ }^{5}$ to allow $\Psi$ to be a linear combination of the minimal number of Slater determinants needed to make $\Psi$ an eigenfunction of some specified set of angular momentum operators. An example for two electrons is the function

$$
\Psi=\left[f\left(\mathbf{r}_{1}\right) g\left(\mathbf{r}_{2}\right)+g\left(\mathbf{r}_{1}\right) f\left(\mathbf{r}_{2}\right)\right][\alpha(1) \beta(2)-\beta(1) \alpha(2)]
$$

It has been shown that functions of this form do predict binding in $\mathrm{H}^{-4,6}$ If one takes $f=e^{-a r}, g=e^{-b r}$ with $a=1.03925, b=0.2831$ one finds that $H(1) \leqslant-0.5133<-0.5$. Although this "spatial permanent" is reminiscent of a HF function, the $f$ and $g$ do not satisfy the HF equations and $\Psi$ is not a single Slater determinant; it is actually a linear combination of two Slater determinants, one from $\phi_{1}=f(r) \alpha, \phi_{2}=g(r) \beta$ and the other from $\phi_{3}=g(r) \alpha, \phi_{4}=f(r) \beta$.

In this paper we study the Hartree, or equivalently the SRHF, approximation for two-electron Hamiltonians of the form (1.1). The Hartree energy is given by

$$
\begin{equation*}
E_{\mathbf{H}}(Z)=2 \inf _{\|u\|=1} \Phi(u) \tag{1.4}
\end{equation*}
$$

where

$$
\begin{align*}
\Phi(u)= & \frac{1}{2} \int|\nabla u|^{2} d^{3} r-Z \int \frac{|u|^{2}}{r} d^{3} r \\
& +\frac{1}{2} \iint \frac{u^{2}(\mathbf{r}) u^{2}(\mathbf{s})}{|\mathbf{r}-\mathbf{s}|} d^{3} r d^{3} s \tag{1.5}
\end{align*}
$$

It is well-known that the continuous spectrum for $H(Z)=\left[-Z^{2} / 2, \infty\right)$ (see Ref. 7). We will say that the Hartree approximation predicts binding if $E_{\mathrm{H}}(Z)<-Z^{2} / 2$. We
will show that the Hartree approximation does not predict binding for $\mathrm{H}^{--}$or for any $H(Z)$ with $Z \leqslant 1.0268$. We define $Z_{\mathrm{H}}$ by $E_{\mathrm{H}}\left(Z_{\mathrm{H}}\right)=-Z_{\mathrm{H}}^{2} / 2$ and show that

$$
1.0268<Z_{H}<1.0312
$$

The analogous quantity for the exact ground state energy, $E_{0}(Z)$ of $H(Z)$ is defined by $-Z_{C}^{2} / 2=-E_{0}\left(Z_{C}\right)$. Stillinger ${ }^{6,8}$ calculated $Z_{C} \approx 0.9112$. Both the exact and the Hartree problems have the unusual feature that they have solutions at the crossing point, i.e., $H(Z)$ does have a square-integrable ground state for $Z=Z_{C},{ }^{9}$ and (1.5) has a minimizing $u$ for $Z=Z_{H}{ }^{10}$

The question of whether or not the infimum in (1.4) is actually a minimum has been studied extensively. ${ }^{10-17} \mathrm{By}$ making the transformation

$$
\rho(x)=\left[u(x / Z) / Z^{2}\right]^{2}
$$

one can consider the Hartree functional $\Phi(u)$ to be a special case of the Thomas-Fermi-von Weizsäcker (TFW) functional for which the constant $\gamma$ is 0 in the term $\gamma \int \rho^{5 / 3}=\gamma \int u^{10 / 3}$. Then one can use results of Benguria and Lieb ${ }^{18,19}$ to show that there is a $Z_{M}$ satisfying (1) for $Z<Z_{M}$, (1.4) has no minimizing $u$ and $E_{\mathrm{H}}(Z)=-Z^{3} A$ for some $A>0$; (2) for $Z \geqslant Z_{M}$, (1.4) has a minimizing $u$ and $E_{\mathrm{H}}(Z)$ $\geqslant-Z^{3} A$ with equality only for $Z=Z_{M}$; and $(3) \frac{1}{2}<Z_{M}<1$. Recently Baumgartner ${ }^{20}$ has shown that $Z_{M} \approx 0.828$. It is interesting to note that, since $Z_{M}<1<1.0268<Z_{\mathrm{H}}$, there is a nontrivial range of $Z$, i.e., $\left(Z_{M}, Z_{\mathrm{H}}\right)$, within which the Hartree functional $\Phi(u)$ has a minimizing $u$ yet the Hartree energy lies in the continuum for $H(Z)$. The region $\left(Z_{M}, Z_{H}\right)$ includes the physically interesting case of $\mathrm{H}^{-}$for which $Z=1$.

Figure 1 schematically indicates the behavior of the energy curves $E_{0}(\boldsymbol{Z})$ and $E_{\mathrm{H}}(\boldsymbol{Z})$, with approximate placement of the distinguished points $Z_{M}, Z_{C}$, and $Z_{\mathrm{H}}$.

We compute lower bounds to both $E_{\mathrm{H}}(\boldsymbol{Z})$ and $Z_{\mathrm{H}}$ by using a modification of the Bazley and Seydel method ${ }^{21}$ as described in Sec. II. Excellent upper bounds to both $E_{\mathrm{H}}(Z)$


FIG. 1. Schematic diagram of $\boldsymbol{Z}$-dependent energies for the two-electron problem.
and $Z_{H}$ were obtained by approximating the Hartree trial function $u$ by a linear combination of simple exponentials; this is discussed in Sec. III. In Sec. IV, we summarize our results for $\mathrm{H}^{-}(Z=1)$ and $\mathrm{He}(Z=2)$ which are generally better than results reported previously in the literature.

## II. LOWER BOUNDS

To obtain a lower bound to $E_{\mathrm{H}}(Z)$, we use the method of Bazley and Seydel ${ }^{21}$ which is based upon the inequality

$$
\begin{align*}
& \iint \frac{u^{2}(\mathbf{r}) u^{2}(\mathbf{s})}{|\mathbf{r}-\mathbf{s}|} d^{3} r d^{3} s \\
& \quad \geqslant 2 \iint \frac{u^{2}(\mathbf{r}) w^{2}(\mathbf{s})}{|\mathbf{r}-\mathbf{s}|} d^{3} r d^{3} s-\iint \frac{w^{2}(\mathbf{r}) w^{2}(\mathbf{s})}{|\mathbf{r}-\mathbf{s}|} d^{3} r d^{3} s \tag{2.1}
\end{align*}
$$

Substituting (2.1) into (1.5) one finds

$$
\begin{equation*}
\Phi(u) \geqslant k_{w} u-\frac{1}{2} \iint \frac{w^{2}(\mathbf{r}) w^{2}(\mathbf{s})}{|\mathbf{r}-\mathbf{s}|} d^{3} r d^{3} s \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{w}=-\frac{1}{2} \Delta-Z / r+q_{w}(r) \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
q_{w}(r)=\int \frac{w^{2}(\mathbf{s})}{|\mathbf{r}-\mathbf{s}|} d^{3} \mathbf{s} . \tag{2.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
E_{\mathbf{H}}(Z) \geqslant 2 \lambda-\iint \frac{w^{2}(\mathbf{r}) w^{2}(\mathbf{s})}{|\mathbf{r}-\mathbf{s}|} d^{3} r d^{3} s \tag{2.5}
\end{equation*}
$$

where $\lambda$ is a lower bound to $k_{w}$. In previous applications of the Bazley-Seydel method, ${ }^{22}$ attention was restricted to $w$ for which $q_{w}$ could be calculated from $w$ by doing the integration in (2.4) exactly, after which one was still faced with the problem of finding a good lower bound to $k_{w}$.

Therefore, instead of selecting a trial $w$, we will choose $q_{w}$ so that the lowest eigenvalue to $k_{w}$ can be determined exactly; this eigenvalue will then serve as our lower bound $\lambda$ in (2.5). We then use the electrostatic equality

$$
\iint \frac{w^{2}(\mathbf{r}) w^{2}(\mathbf{s})}{|\mathbf{r}-\mathbf{s}|} d^{3} r d^{3} s=\frac{1}{4 \pi} \int\left|\nabla q_{w}\right|^{2} d^{3} r
$$

to conclude that

$$
\begin{equation*}
E_{\mathrm{H}}(Z) \geqslant 2 \lambda-\frac{1}{4 \pi} \int\left|\nabla q_{w}\right|^{2} d^{3} r \tag{2.6}
\end{equation*}
$$

We now choose $q_{w}$ as follows. Let

$$
\begin{equation*}
u=\sum_{k=1}^{N} A_{k} e^{-a_{k} r} \tag{2.7}
\end{equation*}
$$

where $A_{k}>0, a_{k+1}>a_{k}>0$, and

$$
\begin{equation*}
\sum_{k} A_{k}\left(Z-a_{k}\right)=0 \tag{2.8}
\end{equation*}
$$

Let

$$
\begin{align*}
q_{w}(r)= & \frac{Z}{r}+\frac{1}{u}\left(\sum_{k=1}^{N-1} \frac{a_{k}^{2}-a_{N}^{2}}{2} A_{k} e^{-a_{k} r}\right. \\
& \left.-\frac{1}{r} \sum_{k=1}^{N} a_{k} A_{k} e^{-a_{k} r}\right) . \tag{2.9}
\end{align*}
$$

Then $k_{w} u=\lambda u$ with $\lambda=-a_{N}^{2} / 2$. The constraint $A_{k}>0$ insures ${ }^{23}$ that $u(r)$ is strictly positive so that $\lambda$ is the lowest eigenvalue of $k_{w}$, and $q_{w}$ has no singularities, except possibly at $r=0$. Condition (2.8) guarantees that $u$ satisfies the nuclear cusp condition ${ }^{24}$ and consequently that $q_{w}$ has no pole at $r=0$. Although we need not compute $w$ explicitly, it can be verified that $w=\sqrt{-\Delta q_{w}}$ is square-integrable, so that $q_{w}$ can be obtained from an acceptable Hartree trial function. Since $q_{w}$ is spherically symmetric,

$$
\begin{equation*}
E_{\mathrm{H}}(Z) \geqslant-a_{N}^{2}-\int_{0}^{\infty} r^{2}\left|q_{\omega}^{\prime}(r)\right|^{2} d r \tag{2.10}
\end{equation*}
$$

If one now makes the substitutions

$$
\begin{aligned}
& r=y / \epsilon Z \\
& a_{k}=Z\left(1-\gamma_{k} \epsilon\right) \quad(k=1 \ldots N)
\end{aligned}
$$

and lets $\gamma_{1}=-1$ so that $a_{1}=\boldsymbol{Z}(1+\epsilon)$ defines $\epsilon$, one finds

$$
\begin{aligned}
q_{w}(r) & =\epsilon Z^{2} \hat{q}_{w}(y) \\
& =\frac{\epsilon Z^{2}}{\hat{u}(y)} \sum_{k}\left(\frac{\epsilon\left(\gamma_{k}^{2}-\gamma_{N}^{2}\right)}{2}-\left(\gamma_{k}-\gamma_{N}\right)+\frac{\epsilon}{y} \gamma_{k}\right) A_{k} e^{\gamma_{k} y} \\
& =\frac{\epsilon Z^{2}}{\hat{u}}\left(\frac{\epsilon \hat{u}^{\prime \prime}}{2}-\hat{u}^{\prime}+\frac{\epsilon}{y} \hat{u}^{\prime}\right)+\text { const },
\end{aligned}
$$

where $\hat{u}(y)=\Sigma_{k} A_{k} e^{\gamma_{k} \nu}$. Then
$\int_{0}^{\infty} r^{2}\left|q^{\prime}(r)\right|^{2} d r=\epsilon Z^{3} \int_{0}^{\infty} \frac{1}{\hat{u}^{4}(y)}[\epsilon S(y)+y T(y)]^{2} d y$,
where

$$
\begin{aligned}
T(y) & =\left(\hat{u}^{\prime}\right)^{2}-\hat{u} \hat{u}^{\prime \prime} \\
& =\sum_{k} \sum_{l} A_{k} A_{l}\left(\gamma_{k} \gamma_{l}-\gamma_{l}^{2}\right) e^{\left(\gamma_{k}+\gamma_{l}\right) y}
\end{aligned}
$$

and

$$
\begin{aligned}
S(y)+T(y) & =\frac{y}{2}\left(\hat{u} \hat{u}^{\prime \prime \prime}-\hat{u}^{\prime} \hat{u}^{\prime \prime}\right)-\frac{\hat{u} \hat{u}^{\prime}}{y} \\
& =\sum_{k} \sum_{l} A_{k} A_{l}\left(\frac{\gamma_{l}^{2} y}{2}\left(\gamma_{l}-\gamma_{k}\right)-\frac{\gamma_{l}}{y}\right) e^{\left(\gamma_{k}+\gamma_{l}\right) y} .
\end{aligned}
$$

Thus $E_{\mathbf{H}}(Z) \geqslant F(Z)$, where

$$
\begin{align*}
& F(Z)=-\left(1-\gamma_{N} \epsilon\right)^{2} Z^{2}-\epsilon Z^{3}\left(A \epsilon^{2}+B \epsilon+C\right) \\
& A=\int_{0}^{\infty}\left(\frac{S(y)}{\hat{u}^{2}(y)}\right)^{2} d y \\
& B=\int_{0}^{\infty} \frac{y S(y) T(y)}{\hat{u}^{4}(y)} d y \\
& C=\int_{0}^{\infty}\left(\frac{y T(y)}{\hat{u}^{2}(y)}\right)^{2} d y \tag{2.12}
\end{align*}
$$

The quantity $F(Z)$ gives a lower bound to $E_{\mathbf{H}}(Z)$ for all choices of $A_{1} \cdots A_{N-1}, \epsilon$, and $\gamma_{2} \cdots \gamma_{N}$. [Here $A_{N}$ is determined by (2.8) and $\gamma_{1}=1$.] Since $F(Z)$ is independent of normalization, we can set $A_{1}=1$ without loss of generality. We now search for values of the remaining parameters which optimize $F(Z)$. For each fixed choice of $A_{2} \cdots A_{N-1}$, and $\gamma_{2} \cdots \gamma_{N-1}$, the optimal $\epsilon$ must satisfy

$$
\begin{equation*}
-2 \gamma_{N}+2 \gamma_{N}^{2} \epsilon+Z\left(3 A \epsilon^{2}+2 B \epsilon+C\right)=0 \tag{2.13}
\end{equation*}
$$

It can be shown that only one of the roots of $(2.13)$ is positive
and this positive root maximizes $F(Z)$. A simple linear variation of $A_{2} \cdots A_{N-1}$ and $\gamma_{2} \cdots \gamma_{N-1}$ can then be used to maximize $F(Z)$ to obtain the best possible lower bound of the form (2.7) for fixed $N$ and $Z$.

Although one could bound $Z_{\mathrm{H}}$ by comparing $F(Z)$ with $-Z^{2} / 2$, we used the following direct approach. Suppose $F(\widetilde{Z})=-\widetilde{Z}^{2} / 2$ then $E_{\mathrm{H}}(\widetilde{Z}) \geqslant-\widetilde{Z}^{2} / 2$, which implies $\widetilde{Z}<Z_{\mathrm{H}}$. To find $\widetilde{Z}$ we note that

$$
\begin{equation*}
+\frac{1}{2}-\left(1-\gamma_{N} \epsilon\right)^{2}=\widetilde{Z} \epsilon\left(A \epsilon^{2}+B \epsilon+C\right) \tag{2.14}
\end{equation*}
$$

One can eliminate $\widetilde{Z}$ from (2.13) and (2.14) to see that the optimal $\epsilon$ for $\widetilde{Z}$ must satisfy the quartic equation

$$
\begin{align*}
& \gamma_{N}^{2} A \epsilon^{4}-4 \gamma_{N} A \epsilon^{3} \\
& \quad+\left(3 A / 2-2 \gamma_{N} B-\gamma_{N}^{2} C\right) \epsilon^{2}+B \epsilon+C / 2=0 \tag{2.15}
\end{align*}
$$

Although (2.15) can have four roots, we found that, in practice, it has only one real root in the acceptable range $1>\gamma_{N} \epsilon$ $>1-1 / \sqrt{2}>0.29$ [where the second inequality follows fromthecondition $\left.-Z^{2} / 2<F(Z)<-\left(1-\gamma_{N} \epsilon\right) Z^{2}\right]$. Once $\epsilon$ is fixed, $\widetilde{Z}$ can be found from either (2.13) or (2.14). A simple variation of $A_{2} \cdots A_{N-1}$ and $\gamma_{2} \cdots \gamma_{N-1}$ can then be used to maximize $\widetilde{Z}$.

Our results are summarized in Table I. Three exponentials suffice to show that $Z_{\mathrm{H}}>1.0$ which implies that the Hartree approximation cannot predict binding in $\mathrm{H}^{-}$. Four exponentials give $Z_{\mathrm{H}}>1.02683$ which is remarkably close to the upper bound (next section) of 1.03118 . In calculating $\widetilde{Z}$, no attempt was made to estimate numerical errors during the variation process itself. Instead, a double precision lower bound was computed for $E_{\mathrm{H}}(1.026831)$ with careful error estimates. These results, namely $E_{\mathrm{H}}>-0.527190945$ $>-0.527190951=-(1.026831)^{2} / 2$, verify that $Z_{\mathbf{H}}$ $>1.026831$ is indeed a valid bound.

## III. UPPER BOUNDS

To obtain upper bounds to $E_{\mathrm{H}}$, we again approximate $u$ by a finite linear combination of exponentials. Thus $E_{\mathrm{H}}$ $\leqslant 2 \Phi(u)$ with $u$ given by (2.7) except that the $A_{k}$ are required to satisfy the normalization condition, $\Sigma_{k} \Sigma_{l} A_{k} A_{l} /\left(a_{k}\right.$ $\left.+a_{l}\right)^{3}=1$, rather than the cusp condition (2.8). If we make the substitutions $t=a_{1} r, a_{j}=\gamma_{j} a_{1}(j=1 \cdots N)$ and let $a$ denote $a_{1}$, then $2 \Phi(u)$ can be written in the form

$$
\begin{equation*}
2 \Phi(u)=G(a, Z)=a^{2} P-2 a Z Q+a R \tag{3.1}
\end{equation*}
$$

Here $P, Q$, and $R$ are elementary integrals of exponentials which can be evaluated exactly as algebraic combinations of the $A_{k}$ 's and $\gamma_{k}$ 's. For fixed $Z, G(a, Z)$ has its minimum at $a=(Z Q-R / 2) / P$, so that

$$
\begin{align*}
E_{\mathrm{H}} & \leqslant G\left(a_{\min }, Z\right) \\
& =-(Z Q-R / 2)^{2} / P \tag{3.2}
\end{align*}
$$

A linear variation of $A_{2} \cdots A_{N}$, and $\gamma_{2} \cdots \gamma_{N}$ was used to optimize (3.2). Results are summarized in Table II. The quantity $C=\Sigma_{k} a_{k} A_{k} /\left(Z \Sigma_{k} A_{k}\right)$ was calculated as a measure of how closely the cusp condition (2.8) was satisfied.

An upper bound, $Z_{H}^{u}$, to $Z_{H}$ can be obtained from the condition

$$
\begin{equation*}
-\left(Z_{\mathrm{H}}^{u}\right)^{2} / 2=-\left(Z_{\mathrm{H}}^{u} Q-R / 2\right)^{2} / P \tag{3.3}
\end{equation*}
$$

This has solutions

TABLE I. Bounds on $\boldsymbol{Z}_{\mathbf{H}}$.

| $N$ | Type | $Z_{\mathrm{H}}$ | $E_{\mathrm{H}}\left(Z_{\mathrm{H}}\right)$ | Cusp |
| :--- | :--- | :--- | :--- | :--- |
| $\mathbf{1}$ | up | 1.066942 | -0.569182 | 0.707 |
| $1^{\mathrm{a}}$ | lo | 0.0 | 0.0 | 1.0 |
| 2 | up | 1.031403 | -0.531896 | 0.970 |
| 2 | lo | 0.951550 | -0.452724 | 1.0 |
| 3 | up | 1.031178 | -0.531664 | 1.006 |
| 3 | lo | 1.016472 | -0.516608 | 1.0 |
| 4 | up | 1.031178 | -0.531664 | 1.008 |
| 4 | lo | 1.026831 | -0.527191 | 1.0 |

${ }^{2}$ Lower bounds with $N=1$ are included here and in Tables II and IV for comparison purposes only. The methods of Sec. II are not strictly valid, since formal application of (2.7) to (2.10) implies $w=0$ when $N=1$.

$$
Z_{\mathbf{H}}^{u}=R /(2 Q \mp \sqrt{2 P})
$$

However, the smaller solution gives a negative expression for $a_{\min }$ which corresponds to a non-square-integrable $u$. Therefore, we conclude that

$$
Z_{\mathrm{H}} \leqslant R /(2 Q+\sqrt{2 P}) .
$$

Our results are summarized in Table I. A single exponential has no parameters except $a$ and gives the remarkably good result $Z_{\mathrm{H}}<\frac{5}{8}(1+1 / \sqrt{2})<1.067$. This approximation to $Z_{\mathrm{H}}$ was then used as the first value of $Z$ in the cycle of twoexponential calculations, and the predicted value for $Z_{\mathrm{H}}$ was used for each subsequent variation. This procedure rapidly converged to the bound $Z_{\mathbf{H}}<1.031 \mathrm{178}$. When combined with our previous lower bound results, we can state with confidence that $Z_{\mathrm{H}}=1.03$ to three significant figures and $1.0268 \leqslant Z_{\mathrm{H}}<1.0312$.

## IV. $\mathrm{H}^{-}$AND He

Upper and lower bounds on the Hartree energy for $\mathrm{H}^{-}(Z=1)$, and $\mathrm{He}(Z=2)$, were carried out using the procedures described in Secs. II and III. The results are summarized in Table II. We find $-0.489651 \leqslant E_{\mathbf{H}}(1) \leqslant-0.487929$

TABLE II. Bounds on Hartree energy for $\mathrm{H}^{-}$and He .

| $Z$ | $N$ | Type | Energy | Cusp | $\left\\|u_{\text {up }}-u_{\text {io }}\right\\|$ | Overlap |
| :---: | :---: | :---: | :---: | :--- | :--- | :--- |
| 1.0 | 1 | up | -0.472656 | 0.687 |  |  |
| 1.0 | 1 | lo | -1.0 | 1.0 | 0.3194 | 0.949003 |
| 1.0 | 2 | up | -0.487824 | 0.966 |  |  |
| 1.0 | 2 | lo | -0.517203 | 1.0 | 0.0759 | 0.997116 |
| 1.0 | 3 | up | -0.4879293 | 1.005 |  |  |
| 1.0 | 3 | lo | -0.493691 | 1.0 | 0.0213 | 0.999773 |
| 1.0 | 4 | up | -0.4879296 | 1.007 |  |  |
| 1.0 | 4 | 10 | -0.489651 | 1.0 | 0.0067 | 0.999978 |
| 2.0 | 1 | up | -2.847656 | 0.375 |  |  |
| 2.0 | 1 | 10 | -4.0 | 1.0 | 0.1467 | 0.989246 |
| 2.0 | 2 | up | -2.861672 | 1.002 |  |  |
| 2.0 | 2 | lo | -2.904016 | 1.0 | 0.0130 | 0.999915 |
| 2.0 | 3 | up | -2.861679 | 1.006 |  |  |
| 2.0 | 3 | lo | -2.870400 | 1.0 | 0.0027 | 0.999996 |
| 2.0 | 4 | up | -2.861679 |  |  |  |
| 2.0 | 4 | lo | -2.864674 | 1.0 | 0.0007 | 0.9999997 |

for $\mathrm{H}^{-}$, and $-2.864674 \leqslant E_{\mathrm{H}}(2) \leqslant-2.861679$ for He .
When compared with previously published bounds, these results are quite gratifying. The difference between the upper and lower bounds for both $\mathrm{H}^{-}$and He is less than 0.003 . We attribute this agreement to the unusually good lower bounds we obtain by circumventing the need to find first a lower bound to $k_{w}$, which was constructed instead to be exactly solvable. Our lower bound for He represents an improvement of over 0.018 from the value of -2.882356 reported by Behling et al. ${ }^{22}$ We are surprised at the apparent accuracy of upper bounds obtained from a simple linear combination of exponentials. Using only three exponentials we were able to obtain a better upper bound on the Hartree energy for $\mathrm{H}^{-}$than Froese-Fischer ${ }^{25}$ obtained using a linear combination of 11 hydrogenic orbitals. Our upper bound for He is also in remarkably close $\left(10^{-6}\right)$ agreement to that reported by Froese-Fischer. ${ }^{25}$ A comparison of our bounds to those reported previously is summarized in Table III.

A few comments about the optimizing functions are in order. A list of parameters for the various optimizing functions is given in Table IV. Although the optimal coefficients for the upper and lower bound functions for fixed $Z$ and given $N$ seem rather different, plots of the actual functions indicate that they are pointwise quite close, at least for $N=4$. A comparison of the norm of the difference between the upper- and lower-bound functions shows that they are very close for $N \geqslant 3$. When comparing the upper- and lowerbound functions, it should be kept in mind that one is doing an apples versus oranges type of comparison. The upper bound function is an approximation to the function which minimizes (1.5) and therefore solves the Hartree eigenvalue problem; the lower bound function solves a different, but related, eigenvalue problem, namely $k_{w} u=\left(a_{N}^{2} / 2\right) u$. However, since both approximations can be expected to converge to the exact Hartree minimizing function, the observed agreement is to be expected.

Our variational procedure found the energy surface to be quite flat; substantial changes in the variation parameters produced insignificant changes in the energy. We attribute this primarily to the fact that first-order changes in the parameters will, in general, produce second- or higher-order

TABLE III. Comparison with other energy bounds.

|  | $Z=1$ | $Z=2$ |
| :---: | :---: | :---: |
| Hartree upper bounds |  |  |
| 3-exponential | -0.487929 3 | $-2.861679$ |
| 4-exponential | -0.4879296 | $-2.861679$ |
| Froese-Fischer ${ }^{\text {a }}$ | -0.487927 | $-2.861680$ |
| Behling et al. ${ }^{\text {b }}$ | . . | $-2.86158$ |
| Hartree lower bounds |  |  |
| 3-exponential | -0.493 691 | $-2.870400$ |
| 4-exponential | -0.489651 | $-2.864674$ |
| Behling et al. ${ }^{\text {b }}$ | . . . | $-2.882356$ |
| Precise correlated (not HF) |  |  |
| Pekeris ${ }^{\text {c }}$ | $-0.527751$ | $-2.903724$ |

TABLE IV. Summary of optimizing parameters.

| $\boldsymbol{Z}$ | $N$ | Type | Unnormalized coefficients |  |  |  | Exponents |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $A_{1}$ | $A_{2}$ | $A_{3}$ | $A_{4}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ |
| 1.0699 | 1 | up | 1.0 |  |  |  | $0.6875^{2}$ |  |  |  |
| 0.0 | 1 | 10 | 1.0 |  |  |  | $1.0^{\mathrm{b}}$ |  |  |  |
| 1.031403 | 2 | up | 1.0 | 0.529438 |  |  | 1.268812 | 0.493360 |  |  |
| 0.951550 | 2 | 10 | 1.0 | 0.368683 |  |  | 1.165260 | 0.371892 |  |  |
| 1.031178 | 3 | up | 1.0 | 1.052094 | 0.421745 |  | 1.555878 | 0.793467 | 0.413478 |  |
| 1.016472 | 3 | lo | 1.0 | 0.652611 | 0.160813 |  | 1.384725 | 0.617704 | 0.344805 |  |
| 1.031178 | 4 | up | 1.0 | 3.384017 | 3.415354 | 1.392050 | 1.879396 | 1.358213 | 0.736340 | 0.404855 |
| 1.026831 | 4 | 10 | 1.0 | 0.779303 | 0.242388 | 0.068309 | 1.460684 | 0.717123 | 0.418579 | 0.342300 |
| 1.0 | 2 | up | 1.0 | 0.492644 |  |  | 1.214425 | 0.462200 |  |  |
| 1.0 | 2 | 10 | 1.0 | 0.401462 |  |  | 1.235018 | 0.414595 |  |  |
| 1.0 | 3 | up | 1.0 | 1.034584 | 0.374117 |  | 1.499283 | $0.753114$ | 0.380748 |  |
| 1.0 | 3 | lo | 1.0 | 0.650161 | 0.149785 |  | 1.360014 | 0.601520 | 0.326114 |  |
| 1.0 | 4 | up | 1.0 | 1.117301 | 0.508448 | 0.164404 | 1.556349 | 0.853731 | 0.481322 | 0.333077 |
| 1.0 | 4 | lo | 1.0 | 0.780810 | 0.228671 | 0.055143 | 1.419772 | 0.689600 | 0.390293 | 0.311147 |
| 2.0 | 2 | up | 1.0 | 1.640902 |  |  | 2.906239 | 1.452963 |  |  |
| 2.0 | 2 | 10 | 1.0 | 1.224015 |  |  | 2.747452 | 1.389344 |  |  |
| 2.0 | 3 | up | 1.0 | 0.730100 | 1.419830 |  | 3.074542 | 1.307938 | 1.627090 |  |
| 2.0 | 3 | 10 | 1.0 | 0.774050 | 0.988864 |  | 2.917102 | 1.630428 | 1.361859 |  |
| 2.0 | 4 | up | 1.0 | 0.299382 | 0.875678 | 1.071215 | 3.095529 | 1.705568 | 1.696055 | 1.347738 |
| 2.0 | 4 | 10 | 1.0 | 0.761538 | 0.544252 | 0.740025 | 2.988910 | 1.744292 | 1.415324 | 1.356822 |

${ }^{2}=\boldsymbol{Z}$ - 各.
${ }^{b}=Z$.
changes in the energy. The parameters we report should probably be regarded as sufficient to prove our results rather than optimal. It is curious to note that the cusp factor worsens rather than improves as one increases the number of exponentials. Presumably this illustrates the principle that one expects to obtain a lower approximating energy if one does not impose unnecessary constraints on approximating functions, even when the exact solution is known to satisfy these constraints.
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A Lagrangian is defined that governs the dynamics of a classical electron with spin, moving under the influence of electromagnetic forces. The Euler-Lagrange equations associated with this Lagrangian for space-time position $x^{\alpha}$ provide a generalization of the Lorentz force law. The remaining Euler-Lagrange equations lead directly to the (generalized) Frenkel-Thomas-BMT equations.

PACS numbers: 41.70. +t , 03.20. +i

## I. INTRODUCTION

There are many formalisms for defining the dynamics of a classical electron, modeled as a point particle with spin. ${ }^{1-9}$ One of the most intuitive approaches is to assume that, in addition to position $x^{\alpha}$ in Minkowski space-time, an orthogonal tetrad of vectors transported along the world line $x^{\alpha}=\boldsymbol{x}^{\alpha}(s)$ of the electron comprise an (incomplete) set of classical dynamical variables (observables) for the electron. ${ }^{6,7,10,11}$ In order to provide a satisfactory description of the electron's motion, one must set down the law of transport for the tetrad in the presence of electromagnetic fields.

This paper contains an epigenesis of an idea put forward by Proca. ${ }^{4}$ Proca suggested that the four-velocity of the electron be constructed from ("classical") Dirac spinors. He defined equations of motion for these spinors from which one could deduce the law of transport for the four-velocity.

The ansatz adopted in this paper is to build an orthogonal tetrad from a real eight component $\overline{\mathrm{O}(3,3)}$ spinor (denoted by $\psi$ ). A Poincaré-invariant parameter-invariant Lagrangian is constructed from $\psi, \dot{\psi}, \dot{x}^{\alpha}$, and external fields. The Euler-Lagrange equations associated with this Lagrangian provide equations of motion for $\psi$ and $x^{\alpha}$, which, in turn, determine in a straightforward manner evolution equations for the tetrad. We find that the law of transport for the three spacelike members of the tetrad is given by a generalization of the Frenkel-Thomas-Bargmann-Michel-Telegdi equations. ${ }^{1,2,12}$ The timelike member of the tetrad is parallel to the four-velocity, whose dynamical evolution is governed by a generalized Lorentz force law.

In this model of the classical electron, the Frenkel condition ${ }^{1}$ is satisfied, so that, as is observed in nature, the electron's electric dipole moment is zero in a rest frame. However, as is shown below, the incorporation of this feature into this model necessarily forces the equations of motion for $x^{\alpha}$ to be nondeterministic for all but one value of $\hbar$, which is a Lagrange multiplier in this formalism. This particular value for $\hbar$ is $\hbar=0$, but this value is not required by anything (other than our own desire for determinism) in the formalism. This fact appears to be a major flaw within the model.

## II. LAGRANGIAN FORMALISM

The fundamental dynamical variables that characterize a classical electron with spin are the particle's position coordinates $\boldsymbol{x}^{\alpha}$ relative to external field sources, the four-veloc-
ity $\dot{x}^{\alpha}=d x^{\alpha} / d w$ (where $w$ is an arbitrary parameter up to the constraint $d w / d s>0$, with $d s^{2}=-g_{\alpha \beta} d x^{\alpha} d x^{\beta}>0$ for $d x^{\alpha}$ timelike), and a tetrad of vectors $E_{\alpha}^{(\mu)}$ transported along its world line. The intrinsic spin tensor $\Sigma^{\alpha \beta}$ of the electron might, at first glance, be added to this list. However, when the Frenkel condition $\Sigma_{\beta}^{\alpha} \dot{x}^{\beta}=0$, is satisfied, the spin tensor $\Sigma^{\alpha \beta}$ becomes a simple bilinear function of the $E_{\alpha}^{(\mu)}$ [see Eq. (28)]. We desire to determine the transport law for this tetrad, in addition to equations of motion for $x^{\alpha}$. In accordance with the idea put forward by Proca, instead of attempting to directly generate dynamical equations for the observables $E_{\alpha}^{(\mu)}$, we shall introduce the "potentials" $\psi$ (which are not directly observable) and determine equations of motion for them. In order to generate the law of transport for the $E_{\alpha}^{(\mu)}$, one differentiates the definitions of the $E_{\alpha}^{(\mu)}$ in terms of $\psi$ with respect to proper time $s$, and then substitutes for $\dot{\psi}$.

Since the construction of the tetrad from $\psi$ is known, and not of primary interest, the reader may desire only a statement of the construction. Details can be found in Refs. 13 and 14. We use the notation and conventions of Ref. 15.

Let $\psi$ denote a real eight component $\overline{\mathrm{O}(3,3)}$ spinor, where $\psi$ is assumed to be dimensionless. Put

$$
\psi=\binom{\lambda}{\tilde{\xi}}
$$

where $\lambda$ and $\xi$ are real four component spinors, and the tilde denotes transpose. The $\xi$ transforms inversely to $\lambda$ under $\overline{\mathrm{SO}(3,3)}$, and the restriction of $\overline{\mathrm{SO}(3,3)}$ to a $\overline{\mathrm{SO}(3,1)}$ subgroup. Let $\gamma^{\alpha} \alpha, \beta, \ldots=1,2,3,4$ be a real $4 \times 4$ irreducible representation of the Dirac matrices, where

$$
\begin{align*}
& \gamma^{\alpha} \gamma^{\beta}+\gamma^{\beta} \gamma^{\alpha}=2 \gamma_{0} g^{\alpha \beta}  \tag{1}\\
& g^{\alpha \beta}=g_{\alpha \beta}=\operatorname{diag}(1,1,1,-1) \tag{2}
\end{align*}
$$

and

$$
\begin{equation*}
\gamma_{0}=\operatorname{diag}(1,1,1,1) \tag{3}
\end{equation*}
$$

Define

$$
\begin{align*}
& \gamma^{5}=-\gamma^{1} \gamma^{2} \gamma^{3} \gamma^{4}  \tag{4}\\
& \epsilon=-\gamma^{4} \tag{5}
\end{align*}
$$

and

$$
\begin{equation*}
S^{\alpha \beta}=-\frac{1}{4}\left[\gamma^{\alpha}, \gamma^{\beta}\right] \tag{6}
\end{equation*}
$$

One finds that

$$
\begin{equation*}
\tilde{\gamma}^{\alpha} \epsilon=-\epsilon \gamma^{\alpha}, \tag{7}
\end{equation*}
$$

where the tilde denotes transpose;

$$
\begin{align*}
& \tilde{\gamma}^{5} \epsilon=\epsilon \gamma^{5}  \tag{8}\\
& \tilde{S}^{\alpha \beta} \epsilon=-\epsilon S^{\alpha \beta} \tag{9}
\end{align*}
$$

and

$$
\begin{equation*}
\left[S^{\alpha \beta}, \gamma_{\mu}\right]=\delta_{\mu}^{\alpha} \gamma^{\beta}-\delta_{\mu}^{\beta} \gamma^{\alpha} \tag{10}
\end{equation*}
$$

A tetrad may be defined as follows:

$$
\begin{align*}
& E_{(1)}^{\alpha}=\frac{1}{2} \xi \gamma^{\alpha} \gamma^{5} \lambda ;  \tag{11}\\
& E_{(2)}^{\alpha}=\frac{1}{2} \xi \gamma^{\alpha} \lambda ;  \tag{12}\\
& n^{\alpha}=\tilde{\lambda} \epsilon \gamma^{\alpha} \lambda \tag{13}
\end{align*}
$$

(future-pointing lightlike vector);

$$
\begin{equation*}
m^{\alpha}=-\xi \gamma^{\alpha} \epsilon^{-1 \tilde{\xi}} \tag{14}
\end{equation*}
$$

(future-pointing lightlike vector);

$$
\begin{align*}
& M=\frac{1}{2} \xi \lambda ;  \tag{15}\\
& N=-\frac{1}{2} \xi \gamma^{5} \lambda ; \tag{16}
\end{align*}
$$

$n^{\alpha}$ and $m^{\alpha}$ are linearly independent whenever $M^{2}+N^{2} \neq 0$. Under this assumption, one may define

$$
\begin{equation*}
E_{(3)}^{\alpha}=\frac{1}{4}\left(m^{\alpha}-n^{\alpha}\right), \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{(4)}^{\alpha}=\frac{1}{4}\left(m^{\alpha}+n^{\alpha}\right) . \tag{18}
\end{equation*}
$$

The $E_{\alpha}^{(\mu)}$ satisfy ${ }^{13,14}$

$$
\begin{equation*}
E_{(\mu)}^{\alpha} E_{(\rho) \alpha}=\eta_{(\mu)(\rho)}\left(M^{2}+N^{2}\right) \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{(\mu)(\rho)}=\operatorname{diag}(1,1,1,-1) . \tag{20}
\end{equation*}
$$

One also finds that ${ }^{13,14}$

$$
\begin{equation*}
m^{\alpha} n_{\alpha}=-8\left(M^{2}+N^{2}\right) \tag{21}
\end{equation*}
$$

Equations (19) and (21) may be derived in a straightforward manner using the identities listed in the Appendix. Lastly, let us define the spin tensor of the electron to be

$$
\begin{equation*}
\Sigma^{\alpha \beta}=\xi S^{\alpha \beta} \lambda \tag{22}
\end{equation*}
$$

With the use of Eqs. (A1)-(A3) of the Appendix, one may show that ${ }^{13,14}$

$$
\begin{align*}
& \Sigma_{\beta}^{\alpha} n^{\beta}=M n^{\alpha},  \tag{23}\\
& \Sigma_{\beta}^{\alpha} m^{\beta}=-M m^{\alpha},  \tag{24}\\
& * \Sigma_{\beta}^{\alpha} n^{\beta}=-N n^{\alpha}, \tag{25}
\end{align*}
$$

and

$$
\begin{equation*}
{ }^{*} \Sigma_{\beta}^{\alpha} m^{\beta}=N m^{\alpha}, \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
{ }^{*} \Sigma^{\alpha \beta}=\frac{1}{2} g^{\alpha \rho} g^{\beta \mu} \epsilon_{\rho \mu \sigma \kappa} \Sigma^{\sigma \kappa}=\xi \gamma^{5} S^{\alpha \beta} \lambda \tag{27}
\end{equation*}
$$

On physical grounds it is clear that $E_{(4)}^{\alpha}$ must be parallel to $\dot{x}^{\alpha}$ in order for the tetrad to be a legitimate set of dynamical variables. For $\dot{x}^{\alpha} \dot{x}_{\alpha}=-1$, consider the kinematical constraint $\epsilon^{-1} \tilde{\xi}=-\gamma^{5} \gamma_{\alpha} \lambda \dot{x}^{\alpha}$. With $\xi$ so determined, one finds that $M=0$ (because $\tilde{\lambda} \epsilon \gamma^{5} \gamma^{\alpha} \lambda=0$, due to the skew symmetry of $\epsilon \gamma^{5} \gamma^{\alpha}$ ), $N=-\frac{1}{2} n_{\alpha} \dot{x}^{\alpha}>0$ for $\psi \neq 0$, and $m^{\alpha}$ $=-\left(-\dot{x}^{\mu} \tilde{\lambda} \epsilon \gamma_{\mu} \gamma^{5}\right) \gamma^{\alpha}\left(-\gamma^{5} \gamma_{\beta} \lambda \dot{x}^{\beta}\right)=4 N \dot{x}^{\alpha}-n^{\alpha}$. Substi-
tuting this result into Eq. (18) yields $E_{[4]}^{\alpha}=N \dot{x}^{\alpha}$, as desired. Moreover, one sees from Eqs. (23) and (24) that $M=0 \mathrm{im}$ plies that $\Sigma_{\beta}^{\alpha} \dot{x}^{\beta}=0$ (Frenkel condition) when one identifies $N^{-1} E_{(4)}^{\alpha}$ with $\dot{x}^{\alpha}$. Having $M=0$ also guarantees that

$$
\begin{equation*}
\Sigma^{\alpha \beta}=N^{-1}\left(E_{(1)}^{\alpha} E_{(2)}^{\beta}-E_{(1)}^{\beta} E_{(2)}^{\alpha}\right), \tag{28}
\end{equation*}
$$

a result that follows from expanding $\Sigma^{\alpha \beta}$ in terms of $E_{(\mu)}^{\alpha} E_{(\rho)}^{\beta}$. Equation (28) in turn implies that $E_{(3)}^{\alpha}$, which is proportional to $\epsilon^{\alpha \beta \mu \rho} E_{\beta}^{(1)} E_{\mu}^{(2)} E_{\rho}^{(4)}$, is therefore proportional to $\frac{1}{2} \epsilon^{\alpha \beta \mu \rho} \Sigma_{\beta \mu} \dot{x}_{\rho}$, i.e., $N^{-1} E_{(3)}^{\alpha}$ is the normalized Pauli-Lubanski spin vector.

In order to put the kinematical constraint into a manifestly covariant form, it is convenient to define $8 \times 8$ matrix analogs of Dirac's $\gamma$ matrices. Let

$$
\begin{align*}
\Gamma^{\alpha} & =\left(\begin{array}{cc}
0 & \gamma^{5} \gamma^{\alpha} \epsilon^{-1} \\
-\epsilon \gamma^{\alpha} \gamma^{5} & 0
\end{array}\right),  \tag{29}\\
\Gamma^{s} & =\left(\begin{array}{cc}
0 & \epsilon^{-1} \\
-\epsilon & 0
\end{array}\right), \tag{30}
\end{align*}
$$

and

$$
\Gamma^{6}=\left(\begin{array}{cc}
0 & \gamma^{5} \epsilon^{-1}  \tag{31}\\
\epsilon \gamma^{5} & 0
\end{array}\right)
$$

One finds that $(A, B, \ldots=1, \ldots, 6)$

$$
\begin{equation*}
\Gamma^{A} \Gamma^{B}+\Gamma^{B} \Gamma^{A}=2 g^{A B} I_{8 \times 8} \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
g^{A B}=\operatorname{diag}(1,1,1,-1,-1,-1) \tag{33}
\end{equation*}
$$

and $I_{8 \times 8}=\operatorname{diag}(1,1,1,1,1,1,1,1)$. Expressed covariantly, the relationships $\left(-\dot{x}^{\alpha} \dot{x}_{\alpha}\right)^{1 / 2} \epsilon^{-1} \tilde{\xi}=-\gamma^{5} \gamma_{\alpha} \lambda \dot{x}^{\alpha}$ and $\left(-\dot{x}^{\alpha} \dot{x}_{\alpha}\right)^{1 / 2} \lambda=-\dot{x}^{\alpha} \gamma_{\alpha} \gamma^{5} \epsilon^{-1} \tilde{\xi}$ (an elementary consequence of the first relationship) are given by

$$
\begin{equation*}
\left(\Gamma_{\alpha} \dot{x}^{\alpha}+\sqrt{-\dot{x}^{\alpha} \dot{x}_{\alpha}} \Gamma^{7}\right) \psi=0 \tag{34}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma^{7}=\Gamma^{1} \Gamma^{2} \Gamma^{3} \Gamma^{4} \Gamma^{5} \Gamma^{6} \tag{35}
\end{equation*}
$$

Here $\Gamma^{7}$ satisfies

$$
\begin{align*}
& \Gamma^{7} \Gamma^{A}+\Gamma^{A} \Gamma^{7}=0  \tag{36}\\
& \left(\Gamma^{7}\right)^{2}=I_{8 \times 8} \tag{37}
\end{align*}
$$

and, in the particular representation of the $\Gamma^{A}$ given above, is

$$
\Gamma^{7}=\left(\begin{array}{cc}
\gamma_{0} & 0  \tag{38}\\
0 & -\gamma_{0}
\end{array}\right)
$$

We shall ensure that $\psi$ satisfies Eq. (34) by incorporating this constraint into the Lagrangian via Lagrange multipliers.

Before writing down the Lagrangian one comment is in order. As shown in Ref. 14, $E_{(j)}^{\alpha}(j=1,2,3), \Sigma^{\alpha \beta}$, and $N$ transform as pseudotensors under spatial reflection (and as absolute tensors otherwise), whereas $E_{(4)}^{\alpha}$ transforms as a pseudovector under time reversal (and as an absolute vector otherwise). This means that $N^{-1} E_{(j)}^{\alpha},\left[-\operatorname{det}\left(g_{\mu \rho}\right)\right]^{1 / 2}$ $N^{-1} E_{(4)}^{\alpha}$, and $N^{-1} \Sigma^{\alpha \beta}$ transform as absolute tensors under all $\mathrm{O}(3,1)$ transformations. However, it substantially complicates the equations of motion for $\psi$ if one constructs the Lagrangian out of these latter quantities. In order to construct a Lagrangian that is invariant under the reflec-
tions contained in the full Poincaré group, we shall introduce a "quasiscalar" factor that multiplies every expression quadratic in $\psi$ that appears in the Lagrangian. This quasiscalar is to transform as a scalar under proper Lorentz and time reversal transformations, but a scalar density under spatial reflections. Denoting this quasiscalar by $\hbar$, this transformation law may be stated covariantly as

$$
\begin{equation*}
\hbar \rightarrow \hbar^{\prime}=\left(\operatorname{sgn} L_{4}^{4}\right)^{-1}\left(\operatorname{det} L_{\beta}^{\alpha}\right) \hbar \tag{39}
\end{equation*}
$$

where $L_{\beta}^{\alpha}$ denotes the Lorentz matrix. Thus, $\hbar \Sigma^{\alpha \beta}$ is an absolute type $(2,0)$ tensor; $\hbar E_{(\lambda)}^{\alpha}$ and $\hbar\left[-\operatorname{det}\left(g_{\mu \nu}\right)\right]^{1 / 2} E_{(4)}^{\alpha}$ are absolute vectors. Let us agree to give $\hbar$ the dimensions of angular momentum in order that $\hbar \Sigma^{\alpha \beta}$ may have dimensions of angular momentum ( $\psi$ is dimensionless).

We shall bring $\hbar$ into the formalism as a Lagrange multiplier. Its transformation properties are not to be given $a$ priori, but are to be determined from the requirements of Poincaré invariance of the Lagrangian. That is to say, one demands that $\hbar$ transform according to Eq. (39) so that the Lagrangian is invariant under the full Poincaré group.

The Lagrangian postulated to govern the classical dynamics of a massive point electron with spin, possessing charge $e=-|e|$, is

$$
\begin{align*}
\mathscr{L}= & -M \sqrt{-\dot{x}^{\alpha} \dot{x}_{\alpha}}-(\hbar / 2) \tilde{\psi} \Omega \dot{\psi}+e A_{\alpha} \dot{x}^{\alpha} \\
& +\hbar \widetilde{A} \Omega\left(\Gamma_{\alpha} \dot{x}^{\alpha}+\sqrt{-\dot{x}^{\alpha} \dot{x}_{\alpha}} \Gamma^{7}\right) \psi . \tag{40}
\end{align*}
$$

Here $=d / d w$, where $w$ is an arbitrary parameter up to the requirement that $d w / d s>0$. The $8 \times 8$ matrix $\Omega$, appearing for the first time in Eq. (40), is a $\overline{\mathrm{SO}(3,3)}$ invariant symplectic form defined by

$$
\begin{equation*}
\tilde{\Gamma}^{A} \Omega=\Omega \Gamma^{A} \tag{41}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\tilde{\Gamma}^{7} \Omega=-\Omega \Gamma^{7} \tag{42}
\end{equation*}
$$

A particular representation of $\Omega$ is given by

$$
\Omega=\Gamma^{1} \Gamma^{2} \Gamma^{3}=\left(\begin{array}{cc}
0 & \gamma_{0}  \tag{43}\\
-\gamma_{0} & 0
\end{array}\right)
$$

Here $\Lambda$ is a column matrix of eight Lagrange multipliers; $\boldsymbol{\Lambda}$ transforms as $\psi$ under $\overline{\operatorname{SO}(3,1)}$.

The quantity $A_{\alpha}$ is the vector potential of the (total) electromagnetic field tensor $F_{\alpha \beta}=A_{\beta, \alpha}-A_{\alpha, \beta}$, which describes all external fields plus that due to the electron.

Here, $M$ denotes the effective mass of the electron, and it is postulated to be given by

$$
\begin{equation*}
M=m\left[1-\left(g e \hbar / 2 m^{2}\right) \Sigma^{\alpha \beta} F_{\alpha \beta}\right]^{1 / 2} \tag{44}
\end{equation*}
$$

where $m$ is a constant parameter with dimensions of mass. In the weak field limit, $F_{\alpha \beta} \rightarrow 0$, this definition of effective mass $M$ reduces to the definition of mass $=m-(g e \hbar / 4 m) \Sigma^{\alpha \beta} F_{\alpha \beta}$ used by, for example, Corben ${ }^{9}$ and Barut. ${ }^{6}$ However, one must use the definition of mass given by Eq. (44) in order to ensure that the effective mass enters into the Euler-Lagrange equations for both $x^{\alpha}$ and $\psi$ in a consistent manner.

In Eq. (44), $g=2+\delta g$ is a dimensionless parameter, where $\delta g$ is arbitrary. The fact that $g$ is assumed to be a scalar is a reflection of the implicit assumption that the intrinsic electromagnetic dipole moment tesnor $\mu^{\alpha \beta}$ of the point elec-
tron is given by $\mu^{\alpha \beta}=($ const $) \Sigma^{\alpha \beta}$.
It is straightforward to generalize the electromagnetic interaction appearing in Eq. (40) to a general Yang-Mills interaction. However, the classical approach, which does not allow for the experimentally observed phenomena of particle creation and annihilation, presumably has little validity, even as a limiting form of dynamics, at energies high enough to produce $W^{ \pm}$'s and $Z$ 's. A classical approach to dynamics only makes sense in the presence of weak fields such as the electromagnetic and gravitational fields.

The Euler-Lagrange equations for $\Lambda$ and $\hbar$ imply that (putting $w=s$ after performing the differentiations, so that $-\dot{x}_{\alpha} \dot{x}^{\alpha}=1$ )

$$
\begin{equation*}
\left(\Gamma_{\alpha} \dot{x}^{\alpha}+\Gamma^{7}\right) \psi=0 \tag{45}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\psi} \Omega \dot{\psi}=(g e / 2 M) \Sigma^{\alpha \beta} F_{\alpha \beta}, \tag{46}
\end{equation*}
$$

along a dynamical trajectory. The canonical momenta are given by

$$
\begin{equation*}
\zeta=\frac{\partial \mathscr{L}}{\partial \dot{\psi}}=-\frac{\hbar}{2} \tilde{\psi} \Omega, \tag{47}
\end{equation*}
$$

and

$$
\begin{align*}
p_{\alpha} & =\frac{\partial \mathscr{L}}{\partial \dot{x}^{\alpha}}=M \dot{x}_{\alpha}+e A_{\alpha}+\hbar \tilde{\Lambda} \Omega\left(\Gamma_{\alpha}-\dot{x}_{\alpha} \Gamma^{7}\right) \psi  \tag{48}\\
& =M \dot{x}_{\alpha}+e A_{\alpha}+\left(\delta_{\alpha}^{\beta}+\dot{x}_{\alpha} \dot{x}^{\beta}\right) \hbar \tilde{\Lambda} \Omega \Gamma_{\beta} \psi \tag{49}
\end{align*}
$$

where we have again put $w=s$ after differentiation, and used Eq. (45) to replace $\Gamma^{7} \psi$ in Eq. (48) by $-\Gamma_{\beta} \psi \dot{x}^{\beta}$, which yields Eq. (49).

Before evaluating the Euler-Lagrange equations for $\psi$, we must make one last definition. [A summary of $\overline{\operatorname{SO}(3,3)}$ definitions and relationships is given in the Appendix.] Let

$$
\begin{equation*}
M^{A B}=-\frac{1}{4}\left[\Gamma^{A}, \Gamma^{B}\right] . \tag{50}
\end{equation*}
$$

One finds that

$$
\begin{align*}
& {\left[M^{A B}, \Gamma_{R}\right]=\delta_{R}^{A} \Gamma^{B}-\delta_{R}^{B} \Gamma^{A},}  \tag{51}\\
& {\left[M^{A B}, \Gamma^{7}\right]=0,} \tag{52}
\end{align*}
$$

and

$$
\begin{equation*}
\widetilde{M}^{A B} \Omega=-\Omega M^{A B} \tag{53}
\end{equation*}
$$

The Euler-Lagrange equations for $\psi$ are $(w=s)$
$\hbar \dot{\psi}+\frac{1}{2} \dot{\hbar} \psi=-(g e \hbar / 4 M) M^{\alpha \beta} \psi F_{\alpha \beta}-\hbar\left(\Gamma_{\alpha} \dot{x}^{\alpha}-\Gamma^{7}\right) \Lambda$,
where we have used $\Sigma_{\alpha \beta}=-\frac{1}{2} \tilde{\psi} \Omega M^{\alpha \beta} \psi$, which follows from Eqs. (29), (43), and (50). Upon multiplying this expression from the left with $\Gamma_{\mu} \dot{x}^{\mu}+\Gamma^{7}$, and using Eqs. (45) and (51) along with $\left(\Gamma_{\alpha} \dot{x}^{\alpha}+\Gamma^{7}\right) \dot{\psi}=-\Gamma_{\alpha} \psi \ddot{x}^{\alpha}$, and then solving for $\left(\Gamma_{\alpha} \dot{x}^{\alpha}-\Gamma^{7}\right) \Lambda$, one finds that

$$
\begin{align*}
\left(\Gamma_{\alpha} \dot{x}^{\alpha}-\Gamma^{7}\right) \Lambda & =\frac{1}{2} \Gamma^{7} \Gamma_{\alpha} \psi b^{\alpha},  \tag{55}\\
& =M_{\alpha \beta} \psi \dot{x}^{\alpha} b^{\beta}, \tag{56}
\end{align*}
$$

where

$$
\begin{equation*}
b^{\alpha}=\ddot{x}^{\alpha}-(g e / 2 M) F_{\beta}^{\alpha} \dot{x}^{\beta} . \tag{57}
\end{equation*}
$$

To get Eq. (56) from Eq. (55), we have used Eq. (45) and the
fact that $b_{\alpha} \dot{x}^{\alpha}=0$ when $w=s$. Using Eq. (56) we may rewrite Eq. (54) as

$$
\begin{equation*}
\hbar \dot{\psi}+\frac{1}{2} \dot{\hbar} \psi=-\hbar M^{\alpha \beta} \psi\left[(g e / 4 M) F_{\alpha \beta}+\dot{x}_{\alpha} b_{\beta}\right] \tag{58}
\end{equation*}
$$

Upon differentiating the definitions of Eqs. (11)-(22) with respect to $s$, and then substituting according to Eq. (58), one finds that

$$
\begin{equation*}
\frac{d}{d s} \hbar E_{(j)}^{\alpha}=\frac{g e \hbar}{2 M} F_{\beta}^{\alpha} E_{(j)}^{\beta}+\dot{x}^{\alpha} \hbar E_{(j)}^{\beta} b_{\beta} \tag{59}
\end{equation*}
$$

for $j=1,2,3$; also

$$
\begin{equation*}
\frac{d}{d s} \hbar N=0 \tag{60}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{d}{d s} \hbar \Sigma^{\alpha \beta}= & \frac{g e \hbar}{2 M}\left(F^{\alpha \mu} \Sigma_{\mu}{ }^{\beta}-F^{\beta \mu} \Sigma_{\mu}{ }^{\alpha}\right) \\
& +\hbar b_{\mu}\left(\Sigma^{\alpha \mu} \dot{x}^{\beta}-\Sigma^{\beta \mu} \dot{x}^{\alpha}\right) \tag{61}
\end{align*}
$$

Substituting for $b_{\alpha}$ from Eq. (57) into Eq. (59) yields a generalization of the Frenkel, ${ }^{1}$ Thomas, ${ }^{2}$ and $\mathrm{BMT}^{12}$ equations [it is the BMT equation when $\left.\ddot{x}^{\alpha}=(e / M) F_{\beta}^{\alpha} \dot{x}^{\beta}\right]$. These equations were introduced to describe the evolution of the PauliLubanski pseudovector in a classical context. Here it is seen to govern the evolution of the entire spacelike triad. Fren-kel-Thomas-BMT transport preserves both the orthogonality and normalization of the tetrad, as does Eq. (59).

In order to display the Euler-Lagrange equations for $x^{\alpha}$, the last term in Eq. (49) must be evaluated, and $d M / d s$ calculated. The $\left(\delta_{\alpha}^{\beta}+\dot{x}_{\alpha} \dot{x}^{\beta}\right) \tilde{\lambda} \Omega \Gamma_{\beta} \psi$ may be found as follows. Equation (55) implies that $\left(\Gamma^{7} \Gamma_{\beta} \dot{x}^{\beta}-1\right) \Lambda$
$=\frac{1}{2} \Gamma_{\beta} \psi b^{\beta}$, so that

$$
\begin{aligned}
\tilde{\psi} \Omega \Gamma_{\alpha}\left(\Gamma^{7} \Gamma_{\beta} \dot{x}^{\beta}-1\right) \Lambda & =\frac{1}{2} \tilde{\psi} \Omega \Gamma_{\alpha} \Gamma_{\beta} \psi b^{\beta} \\
& =\frac{1}{2} \tilde{\psi} \Omega\left(g_{\alpha \beta}-2 M_{\alpha \beta}\right) \psi b^{\beta} \\
& =-\tilde{\psi} \Omega M_{\alpha \beta} \psi b^{\beta}=2 \Sigma_{\alpha \beta} b^{\beta}
\end{aligned}
$$

since $\Sigma_{\alpha \beta}=-\frac{1}{2} \tilde{\psi} \Omega M_{\alpha \beta} \psi$. This result combined with the alternative evaluation

$$
\begin{aligned}
& \tilde{\psi} \Omega \Gamma_{\alpha}\left(\Gamma^{7} \Gamma_{\beta} \dot{x}^{\beta}-1\right) \Lambda \\
&=-\tilde{\psi} \Omega \Gamma_{\alpha} \Lambda+\tilde{\psi} \Omega \Gamma_{\alpha} \Gamma^{7} \Gamma_{\beta} \Lambda \dot{x}^{\beta} \\
&=\tilde{\Lambda} \Omega \Gamma_{\alpha} \psi-\tilde{A} \Omega \Gamma^{7}\left(-\Gamma_{\alpha} \Gamma_{\beta}+2 g_{\alpha \beta}\right) \psi \dot{x}^{\beta} \\
&=\tilde{\Lambda} \Omega \Gamma_{\alpha} \psi-\tilde{\Lambda} \Omega \Gamma^{7} \Gamma_{\alpha} \Gamma^{7} \psi+2 \dot{x}_{\alpha} \tilde{A} \Omega \Gamma_{\beta} \psi \dot{x}^{\beta} \\
&=2\left(\delta_{\alpha}^{\beta}+\dot{x}_{\alpha} \dot{x}^{\beta}\right) \tilde{\Lambda} \Omega \Gamma_{\beta} \psi
\end{aligned}
$$

yields

$$
\begin{equation*}
\left(\delta_{\alpha}^{\beta}+\dot{x}_{\alpha} \dot{x}^{\beta}\right) \tilde{\Lambda} \Omega \Gamma_{\beta} \psi=\Sigma_{\alpha \beta} b^{\beta} \tag{62}
\end{equation*}
$$

Upon substituting this result into Eq. (49), one finds that $p_{\alpha}$ is given by

$$
\begin{equation*}
p_{\alpha}=M \dot{x}_{\alpha}+e A_{\alpha}+\hbar \Sigma_{\alpha \beta} b^{\beta} \tag{63}
\end{equation*}
$$

Next, let us consider

$$
\begin{aligned}
\frac{d M}{d s}= & -\frac{g e}{4 M} \frac{d}{d s} \hbar \Sigma^{\alpha \beta} F_{\alpha \beta}=-\frac{g e \hbar}{4 M} \Sigma^{\alpha \beta} F_{\alpha \beta, \mu} \dot{x}^{\mu} \\
& -\frac{g e}{4 M} F_{\alpha \beta} \frac{d}{d s} \hbar \Sigma^{\alpha \beta} .
\end{aligned}
$$

Multiplying Eq. (58) from the left with $\dot{\bar{\psi}} \Omega$ gives
$\frac{1}{2} \dot{\hbar} \dot{\tilde{\psi}} \Omega \psi$

$$
\begin{aligned}
& =-\frac{1}{2} \dot{\hbar} \tilde{\psi} \Omega \dot{\psi} \\
& =-\hbar \dot{\hbar} \boldsymbol{\psi} M^{\alpha \beta} \psi\left[(g e / 4 M) F_{\alpha \beta}+\dot{x}_{\alpha} b_{\beta}\right] \\
& =\hbar \dot{\Sigma}^{\alpha \beta}\left[(g e / 4 M) F_{\alpha \beta}+\dot{x}_{\alpha} b_{\beta}\right] .
\end{aligned}
$$

From Eq. (46) [or Eq. (58)], $\tilde{\psi} \Omega \dot{\psi}=(\mathrm{ge} / 2 M) \Sigma^{\alpha \beta} F_{\alpha \beta}$; substituting this into the previous expression yields
$\frac{g e}{4 M} F_{\alpha \beta} \frac{d}{d s} \hbar \Sigma^{\alpha \beta}=-\hbar \dot{\Sigma}_{\alpha \beta} \dot{x}^{\alpha} b^{\beta}=-\dot{x}^{\mu} \frac{d}{d s} \hbar \Sigma_{\mu \beta} b^{\beta}$.
Thus

$$
\begin{equation*}
\frac{d M}{d s}=-\frac{g e \hbar}{4 M} \Sigma^{\alpha \beta} F_{\alpha \beta, \mu} \dot{x}^{\mu}+\dot{x}^{\mu} \frac{d}{d s}\left(\hbar \Sigma_{\mu \beta} b^{\beta}\right) \tag{64}
\end{equation*}
$$

The Euler-Lagrange equations for $x^{\alpha}$ are $(w=s)$
$\frac{d}{d s} p_{\alpha}=e A_{\beta, \alpha} \dot{x}^{\beta}+\frac{g e \hbar}{4 M} \Sigma^{\mu v} F_{\mu v, \alpha}$.
Substituting for $p_{\alpha}$ from Eq. (63) and using Eq. (60) gives

$$
\begin{align*}
M \ddot{x}^{\alpha}= & e F_{\beta}^{\alpha} \dot{x}^{\beta}+\left(g^{\alpha \mu}+\dot{x}^{\alpha} \dot{x}^{\mu}\right) \\
& \times\left(\frac{g e \hbar}{4 M} \Sigma^{\beta \lambda} F_{\beta \lambda, \mu}-\frac{d}{d s}\left(\hbar \Sigma_{\mu \beta} b^{\beta}\right)\right) . \tag{66}
\end{align*}
$$

## III. DISCUSSION

Equations (61) and (66) are coupled nonlinear equations. They are further complicated by the fact that $\dddot{x}^{\alpha}$ terms arise in the coupled equations. For example, the expression $\Sigma_{\beta}^{\alpha} \dddot{x}^{\beta}$ appears explicitly in Eq. (66) when one performs the indicated differentiation. Moreover, this cannot be solved for $\dddot{x}^{\alpha}$ since, along a dynamical trajectory, $\operatorname{det}\left(\Sigma^{\alpha \beta}\right)=0[$ this is a consequence of Eq. (28)]. However, these equations are almost identical in form to those given by Corben, ${ }^{9}$ whose method of derivation is completely different from the variational approach adopted here. Corben's derivation is essentially algebraic, and his results possess a general applicability commensurate with the validity of his definitions.

Corben discusses some applications and peculiarities of dynamical equations of the form of Eqs. (61) and (66) in his book. ${ }^{9}$ However, he, as well as Barut ${ }^{6}$ and other authors, uses the definition of mass $=m-(g e \hbar / 4 m) \Sigma^{\alpha \beta} F_{\alpha \beta}$. For small spin-field interaction energies the definition of (effective) mass $M$ used in this paper reduces to Corben's, and presumably the approximation of the square root in this case does not greatly alter the nature of the solutions to the equations of motion [compare with the approximation $\left.E=m\left(1-v^{2}\right)^{-1 / 2} \approx m+\frac{1}{2} m v^{2}\right]$. The appearance of the square root in the Lagrangian of Eq. (40) does influence the nature of the electromagnetic field due to the electron, and will introduce a nonlinearity in the classical field equations for the electromagnetic field in the presence of classical sources with spin.

The term - $(g e \hbar / 2 m) \Sigma^{\alpha \beta} F_{\alpha \beta}$, representing the spinfield interaction energy, modifies the $e=0$ mass of the electron. Here $F_{\alpha \beta}$ should be understood as representing both the external electromagnetic field and the self-field of the electron. Unphysical solutions to the equations of motion will occur if the self-field effects are entirely neglected.

In ending, it should be emphasized that the introduction of "classical" spinors to the canonical formalism generates sufficient additional degrees of freedom so that the properties of a classical point particle possessing intrinsic spin can be modeled utilizing a variational formalism. Heretofore, various approaches incorporating a tetrad as a set of fundamental variables have not been completely satisfactory. For example, nowhere in Ref. 7 is the complete Lagrangian actually defined; all results are purely formal.
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## APPENDIX: SOME MATRIX ALGEBRA

A basic identity satisfied by Dirac's $\gamma$ matrices is ${ }^{15}$ $X-\gamma^{5} X \gamma^{5}+\epsilon^{-1} \tilde{X} \epsilon-\gamma^{5} \epsilon^{-1} \tilde{X} \epsilon \gamma^{5}=\gamma_{0} \operatorname{tr} X-\gamma^{5} \operatorname{tr} \gamma^{5} X$,
where $X$ denotes an arbitrary $4 \times 4$ matrix that transforms in the same way as $\lambda \xi$ under $\overline{\mathrm{SO}(3,1)}$. Another useful identity is ${ }^{15}$
$\gamma_{\alpha} \lambda \xi \gamma^{\alpha}=\gamma_{0} \xi \lambda+\gamma^{5} \xi \gamma^{5} \lambda+\epsilon^{-1} \tilde{\xi} \tilde{\lambda} \epsilon+\gamma^{5} \epsilon^{-1} \tilde{\xi} \tilde{\lambda} \epsilon \gamma^{5}$.
From this identity one may derive Eq. (23), for example, by considering $2 \Sigma_{\beta}^{\alpha} n^{\beta}=\xi 2 S^{\alpha \beta} \lambda \tilde{\lambda} \epsilon \gamma_{\beta} \lambda$ $=\xi\left(g^{\alpha \beta}-\gamma^{\alpha} \gamma^{\beta}\right) \lambda \tilde{\lambda} \epsilon \gamma_{\beta} \lambda=2 M n^{\alpha}$, since $\gamma^{\beta} \lambda \tilde{\lambda} \epsilon \gamma_{\beta} \lambda=0$, owing to the identity

$$
\begin{equation*}
-\gamma_{\alpha} \lambda \tilde{\lambda} \epsilon \gamma^{\alpha}=\lambda \tilde{\lambda} \epsilon+\gamma^{5} \lambda \tilde{\lambda} \epsilon \gamma^{5} \tag{A3}
\end{equation*}
$$

Equation (A3) follows trivially from Eq. (A2) upon setting $\xi=\tilde{\lambda} \epsilon$ in Eq. (A2), and remembering that $\epsilon$ and $\epsilon \gamma^{5}$ are both skew-symmetric matrices, so that $\tilde{\lambda} \epsilon \lambda=0=\tilde{\lambda} \epsilon \gamma^{5} \lambda$.

A summary of definitions relevant to the pseudo-Clifford algebra $\mathrm{C}_{6}$ and the Lie algebra $\mathrm{SO}(3,3)$ follows.

Let $\Gamma^{A} A, B, \ldots=1, \ldots, 6$ denote six real $8 \times 8$ matrices that verify

$$
\begin{equation*}
\Gamma^{A} \Gamma^{B}+\Gamma^{B} \Gamma^{A}=2 g^{A B} I_{8 \times 8} \tag{A4}
\end{equation*}
$$

where

$$
\begin{equation*}
g^{A B}=g_{A B}=\operatorname{diag}(1,1,1,-1,-1,-1) \tag{A5}
\end{equation*}
$$

The generators of $\overline{\mathrm{SO}(3,3)}$ are

$$
\begin{equation*}
M^{A B}=-\frac{1}{4}\left[\Gamma^{A}, \Gamma^{B}\right] \tag{A6}
\end{equation*}
$$

The $M^{A B}$ verify

$$
\begin{equation*}
\left[M^{A B}, M^{R S}\right]=g^{A R} M^{B S}-g^{A S} M^{B R}-g^{B R} M^{A S}+g^{B S} M^{A R} \tag{A7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[M^{A B}, \Gamma_{R}\right]=\delta_{R}^{A} \Gamma^{B}-\delta_{R}^{B} \Gamma^{A} \tag{A8}
\end{equation*}
$$

A $\overline{\mathrm{SO}(3,3)}$ invariant symplectic form $\Omega$ may be defined on the vector space " $\lambda+\xi$ " by requiring that

$$
\begin{equation*}
\widetilde{\Gamma}^{A} \Omega=\Omega \Gamma^{A} \tag{A9}
\end{equation*}
$$

Since $\tilde{\Omega}=-\Omega$, each $\Omega \Gamma^{A}$ is skew symmetric. Equations (A6) and (A9) imply that

$$
\begin{equation*}
\tilde{M}^{A B} \Omega=-\Omega M^{A B} \tag{A10}
\end{equation*}
$$

hence each $\Omega M^{A B}$ is symmetric.
Define

$$
\begin{equation*}
\Gamma^{7}=\Gamma^{1} \Gamma^{2} \Gamma^{3} \Gamma^{4} \Gamma^{5} \Gamma^{6} \tag{Al1}
\end{equation*}
$$

whence,

$$
\begin{align*}
& \Gamma^{7} \Gamma^{A}+\Gamma^{A} \Gamma^{7}=0  \tag{A12}\\
& \left(\Gamma^{7}\right)^{2}=I_{8 \times 8}
\end{align*}
$$

and

$$
\begin{equation*}
\tilde{\Gamma}^{7} \Omega=-\Omega \Gamma^{7} \tag{A14}
\end{equation*}
$$

so that $\Omega \Gamma^{7}$ is symmetric. In fact, $\Omega \Gamma^{7}$ is an $\overline{\mathrm{O}(3,3)}$ invariant, covariant rank two, $\overline{\mathrm{O}(3,3)}$ spinor on the eight-dimensional vector space of which $\psi$ is an element.
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The study of the zeros of functions of several complex variables recently reported is applied to scalar scattered wavefields. First, an analysis of the role of the zeros of the scattering amplitude leads to an interpretation of the nonuniqueness of inverse source and scattering problems.
Secondly, the analytic character of the scattered wavefunction outside the scattering volume and its zero description, as well as its role for information transmission, is discussed.

PACS numbers: $42.10 . \mathrm{Hc}, 03.65 . \mathrm{Sq}, 02.30 . \mathrm{Dk}, 02.30 \mathrm{Jr}$

## 1. INTRODUCTION

The analyticity and unique continuation of solutions to partial differential equations has been discussed in several contexts in physics (see, e.g., Ref. 1). One of the applications has been, among others, the description of scalar scattered wavefields in the far zone, i.e., when the scattered field $\boldsymbol{u}^{(s)}(\mathbf{r})$, ( $\mathbf{r}=(\mathrm{x}, \mathrm{y}, \mathrm{z})$ ) and the spectral amplitude $A\left(k_{0} \mathbf{s}_{\perp}\right)$, [ $k_{0} s=k_{0}\left(s_{1}, s_{2}, s_{3}\right), k_{0}=2 \pi / \lambda$, and $s$ being a unit vector in the direction of observation. $k_{0} s_{1}=k_{0}\left(s_{1}, s_{2}\right)$ is the projection of the 3-D wavevector $k_{0} s$ onto the $X Y$-plane so that $\left|s_{1}\right|^{2}+s_{3}^{2}$ $=1, s_{3}=+\sqrt{1-s_{1}}{ }^{2}$ and $\left.\left|k_{0} \mathbf{s}_{1}\right| \leqslant\left|k_{0} \mathbf{s}\right|=k_{0}\right]$ are connected by the asymptotic expression ${ }^{2}$

$$
\begin{equation*}
u^{(s)}(\mathbf{r})=-2 \pi i k_{0} s_{3} A\left(k_{0} \mathbf{s}_{1}\right) \frac{e^{i k_{0} r}}{r} \tag{1}
\end{equation*}
$$

So far these discussions have been first restricted to functions $A(s)$ of one scalar variable $s$ (Refs. 3-5) and, within this limitation, they have addressed the ambiguity in object reconstruction from far-zone intensity data (phase problem) and put forward methods of solution based on the localization of the zeros of $A(s)$ in the complex plane $\hat{s}=s+i s^{\prime} .{ }^{5-8}$ Analytic Fourier Optics, as this analysis of $A(s)$ was coined, ${ }^{9}$ also provides a means of encoding information, which is alternative to the Shannon description of sampling and interpolation of bandlimited functions. Recently, some generalizations of the study of the above ambiguity have been done by means of the theory of entire functions of two and more complex variables. ${ }^{10-12}$

The purpose of this paper is twofold. We shall see that the angular spectrum $A\left(K_{1}, K_{2}\right)$ is the restriction of the 3-D Fourier transform $F\left(K_{1}, K_{2}, K_{3}\right)$ of the source function to values of $K_{3}=q$ satisfying $|\mathbf{K}|^{2}+q^{2}=k_{0}^{2}, \mathbf{K}=\left(K_{1}, K_{2}\right)$, for any real value of $|\mathbf{K}|$. Thus, based on the theory of Fourier transforms in several complex variables we shall discuss first in Sec. 2 how the study of the analytic continuation of $F$ into three complex variables allows an interpretation of the nonuniqueness of the inverse source and scattering problems, ${ }^{13,14}$ within the framework of the theory of entire functions. Specifically, we shall base our discussion on the recent paper by Manolitsakis ${ }^{12}$ on two-dimensional scattered fields, which are given by a Fourier transform, considered as functions of two-complex variables. As such, we shall use its

[^38]description in terms of "zero lines" of a function of several complex variables [where a "zero line" in the $n$-dimensional complex space means an ( $n-1$ )-dimensional surface in which the function vanishes]. We shall not present in detail these mathematical essentials as they are presented in depth in Ref. 12. We will instead concentrate on some consequences extracted from that theory. In particular, a description of the source Fourier transforms $F\left(\widehat{K}_{1}, \widehat{K}_{2}, \widehat{K}_{3}\right)$ in terms of the zero lines of its analytic continuation into the 6-D complex space ( $\widehat{K}_{1}, \widehat{K}_{2}, \widehat{K}_{3}$ ) justifies, by virtue of a theorem due to Osgood, the existence of identically zero scattering amplitudes given as data of a single or a discrete number of scattering experiments. ${ }^{14,15}$

Secondly, in Sec. 3 we shall address the study of the analyticity of the scattered field without the approximations introduced for studying its far-zone behavior. We shall see that between this region and the scattering object, and more specifically, outside the scattering volume and its boundary, the field may be described in its free propagation by an analytic function of the spatial complex variables $(\hat{x}, \hat{y}, \hat{z})$. The kind of analyticity may be even more specified in those regions in which the scattered field admits a representation in terms of the angular spectrum of plane waves. As a matter of fact, given a certain level of noise this field may be approximated at optical frequencies by an entire function of exponential type at those points where evanescent waves from a


FIG. 1. Scattering geometry.
certain spatial frequency $K=\sqrt{K_{1}^{2}+K_{2}^{2}}>k_{0}$ onwards are not detected and thus may be neglected. The characterization of this scattered field by "zero lines" is a difficult one in several complex variables. ${ }^{12}$ However, in those problems exhibiting cylindrical symmetry, the scattered field may be described at each distance $z$ from the object by an entire function of exponential type $u^{(s)}(\hat{x})$ of a single variable; as such, its propagation may be described by means of its zero trajectories giving a zero distribution with a certain density at each complex plane associated with a given distance $z$, which decreases, as this distance increases, up to the limit marked by the evanescent waves. The reconstruction of the field in the process reversal to that of propagation from the object poses, therefore, the problem of reproducing higher zero densities as one gets closer to the scattering volume.

## 2. ANALYTIC PROPERTIES OF THE 3-D SOURCE FOURIER TRANSFORM

Let $u(\mathbf{r})$ represent a scalar monochromatic wavefield in the presence of a scattering medium that occupies a finite volume $v$ in the strip $0<z<L$ (Fig. 1). $u(\mathbf{r})$ satisfies at any point $\mathbf{r}=(x, y, z)$ of the space the inhomogeneous Helmholtz equation

$$
\begin{equation*}
\left(\nabla^{2}+k_{0}^{2}\right) u(\mathbf{t})=V(\mathbf{r}) u(\mathbf{r}) \tag{2}
\end{equation*}
$$

where the scattering potential is given in terms of the refractive index $n(\mathbf{r})$ of the scattering medium by

$$
\begin{array}{ll}
V(\mathbf{r})=-k_{0}^{2}\left[n^{2}(\mathbf{r})-1\right], & \mathbf{r} \in v  \tag{3}\\
V(\mathbf{r})=0, & \mathbf{r} \notin v
\end{array}
$$

$k_{0}=2 \pi / \lambda$ being the wavenumber in free space.
In order to write the integral equations describing the propagation of the field $u(\mathbf{r})$ we shall follow a procedure already employed by Wolf. ${ }^{15}$

Let $\mathbf{r}_{>}$and $\mathbf{r}_{<}$denote respectively the position vectors of a point exterior and interior to the scattering volume $v$, then the application of Green's theorem yields for the exterior field ${ }^{16}$ :
(i) In terms of the field $u\left(\mathbf{r}^{\prime}\right)$ inside the volume $v$ :

$$
\begin{equation*}
u\left(\mathbf{r}_{>}\right)=u^{(i)}\left(\mathbf{r}_{>}\right)-\frac{1}{4 \pi} \int_{v} d^{3} \mathbf{r}^{\prime} G\left(\mathbf{r}_{>}, \mathbf{r}^{\prime}\right) V\left(\mathbf{r}^{\prime}\right) u\left(\mathbf{r}^{\prime}\right) \tag{4}
\end{equation*}
$$

(ii) As a function of the values of the field and its normal derivative on the surface $S$ which constitutes the boundary of $v$ :

$$
\begin{align*}
u\left(\mathbf{r}_{>}\right)= & u^{(i)}\left(\mathbf{r}_{>}\right)+\frac{1}{4 \pi} \int_{S} d s\left[u\left(\mathbf{r}^{\prime}\right) \frac{\partial G\left(\mathbf{r}_{>}, \mathbf{r}^{\prime}\right)}{\partial n}\right. \\
& \left.-G\left(\mathbf{r}_{>}, \mathbf{r}^{\prime}\right) \frac{\partial u\left(\mathbf{r}^{\prime}\right)}{\partial n}\right] \tag{5}
\end{align*}
$$

In Eqs. (4) and (5) $u^{(i)}(\mathbf{r})$ denotes the incident field, and the integral of the second term represents the scattered field $u^{(s)}(\mathbf{r}) . G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is the outgoing free space Green's function:

$$
\begin{equation*}
G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{e^{i k_{0} \mid \mathbf{r}-\mathbf{r}^{\prime}} \mid}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{6}
\end{equation*}
$$

which is the solution of the equation

$$
\begin{equation*}
\left(\nabla^{2}+k_{0}^{2}\right) G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=-4 \pi \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{7}
\end{equation*}
$$

$G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ admits the decomposition (Weyl) ${ }^{15}$

$$
\begin{equation*}
G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{i}{2 \pi} \iint_{-\infty}^{\infty} \frac{d^{2} \mathbf{K}}{q} e^{i\left[\mathbf{K} \cdot\left(\mathbf{R}-\mathbf{R}^{\prime}\right)+q \mid z-z^{\prime}\right]} \tag{8}
\end{equation*}
$$

where $\mathbf{r}=(\mathbf{R}, z)$ and $\mathbf{r}^{\prime}=\left(\mathbf{R}^{\prime}, z^{\prime}\right)\left(\mathbf{R}\right.$ and $\mathbf{R}^{\prime}$ being vectors in a plane perpendicular to $0 Z$ ). Also

$$
\begin{align*}
& q=+\sqrt{k_{0}^{2}-K^{2}} \quad \text { when }|\mathbf{K}| \leqslant k_{0}  \tag{9a}\\
& q=+i \sqrt{K^{2}-k_{0}^{2}} \quad \text { when }|\mathbf{K}|>k_{0} \tag{9b}
\end{align*}
$$

Denoting by $R^{(+)}$and $R^{(-)}$, respectively, the half-spaces $z<0$ and $z>L$ (Fig. 1), the absolute value $\left|z-z^{\prime}\right|$ may be written as

$$
\begin{equation*}
\left|z-z^{\prime}\right|=+\left(z-z^{\prime}\right), \text { when } \mathbf{r} \in R^{(+)} \text {and } \mathbf{r}^{\prime} \in v+S \text {, } \tag{10a}
\end{equation*}
$$

$$
\begin{equation*}
\left|z-z^{\prime}\right|=-\left(z-z^{\prime}\right), \text { when } \mathbf{r} \in R^{(-)} \text {and } \mathbf{r}^{\prime} \in v . \tag{10b}
\end{equation*}
$$

By substituting Eq. (8) into Eqs. (4) and (5), making use of Eqs. (10) and changing the order of integration, we obtain for the scattered field ${ }^{17}$ :

$$
\begin{equation*}
u^{(s)}\left(\mathbf{r}_{>}\right)=\iint_{-\infty}^{\infty} d^{2} \mathbf{K} A^{ \pm}(\mathbf{K}) e^{i\left(\mathbf{K} \cdot \mathbf{R}> \pm q z_{>}\right)} \tag{11}
\end{equation*}
$$

where the angular spectrum, or scattering amplitude, $A^{\left( \pm^{\prime}\right)}(\mathbf{K})$ may be written either as a volume integral [cf. Eq. (4)]

$$
\begin{equation*}
A^{\prime \pm}(\mathbf{K})=\frac{-i}{8 \pi^{2}} \frac{1}{q} \int_{v} d^{3} \mathbf{r} V(\mathbf{r}) u\left(\mathbf{r}^{\prime}\right) e^{-i\left(\mathbf{K} \cdot \mathbf{R}^{\prime} \pm q z^{\prime}\right)} \tag{12}
\end{equation*}
$$

or as a surface integral [cf. Eq. (5)]

$$
\begin{align*}
A^{( \pm}(\mathbf{K})= & \frac{i}{8 \pi^{2}} \frac{1}{q} \int_{S} d s\left[u\left(\mathbf{r}^{\prime}\right) \frac{\partial}{\partial n}\left(e^{-i\left(\mathbf{K} \cdot \mathbf{R}^{\prime} \pm q z^{\prime}\right)}\right)\right. \\
& \left.-e^{-i\left(\mathbf{K} \cdot \mathbf{R}^{\prime} \pm q z^{\prime}\right)} \frac{\partial u}{\partial n}\right] \tag{13}
\end{align*}
$$

But one has
$\frac{\partial}{\partial n}\left[e^{\left.-i \mid \mathbf{K} \cdot \mathbf{R}^{\prime} \pm q z^{\prime}\right)}\right]=-i \mathbf{n} \cdot(\mathbf{K}, \pm q) e^{-i\left(\mathbf{K} \cdot \mathbf{R}^{\prime} \pm q z^{\prime}\right)}$
That is

$$
\begin{align*}
A^{( \pm)}(\mathbf{K})= & \frac{-i}{8 \pi^{2} q} \int_{S} d s\left[i \mathbf{n} \cdot(\mathbf{K}, \pm q) u\left(\mathbf{r}^{\prime}\right)\right. \\
& \left.+\frac{\partial u\left(\mathbf{r}^{\prime}\right)}{\partial n}\right] e^{-i\left(\mathbf{K} \cdot \mathbf{R}^{\prime} \pm q z^{\prime}\right)} \tag{15}
\end{align*}
$$

which reduces to the usual expression for the angular spectrum in terms of $u\left(\mathbf{R}^{\prime}, L\right)$ when the surface $S$ is taken as the plane $z=L$ [cf. Eq. (2.4) of Ref. 18] and one chooses Sommerfeld's Green's function. ${ }^{19}$

The upper ( + ) and lower ( - ) signs in Eqs. (12)-(15) are taken according to whether the point $\mathbf{r}_{>}$belongs either to $R^{(+)}$or $R^{(-)}$.

As is well known, those components of the scattered field, Eq. (1), for which Eq. (9a) holds, represent homogeneous waves and those components satisfying Eq. (9b) are evanescent waves, whose contribution may be significant at points $\mathbf{r}_{>}$near the boundary $S$; and certainly, if the dimensions of the scattering volume are of the order of, or smaller than, the wavelength $\lambda$ of the incident field (or if the scale of inhomogeneity of the scattering medium is of the order of, or smaller than $\lambda$ ), then, the contribution of the evanescent waves in the expression (11) may be important. ${ }^{20-22}$

Considering the representation (12) for $A^{( \pm)}(\mathbf{K})$, we shall introduce

$$
\begin{equation*}
f\left(\mathbf{r}^{\prime}\right)=V\left(\mathbf{r}^{\prime}\right) u\left(\mathbf{r}^{\prime}\right) \tag{16}
\end{equation*}
$$

which is sometimes called the object wave or source function ${ }^{4,13}$ and it is such that, due to Eqs. (3), becomes zero outside the volume $v$; i.e., $f\left(\mathbf{r}^{\prime}\right)$ is a function of finite support $v$. As a consequence, its three-dimensional Fourier transform $F(\mathbf{k})$ :

$$
\begin{align*}
& F(\mathbf{k})=\frac{1}{(2 \pi)^{3}} \int_{-\infty}^{\infty} d^{3} \mathbf{r}^{\prime} f\left(\mathbf{r}^{\prime}\right) e^{-\mathbf{k} \cdot \mathbf{r}^{\prime}}  \tag{17}\\
& \mathbf{k}=\left(K_{1}, K_{2}, K_{3}\right)
\end{align*}
$$

is, by virtue of the Plancherel-Polya theorem, ${ }^{23}$ the boundary value for real values of $\mathbf{k}$ of an entire function of exponential type in the $\hat{\mathbf{k}}$ complex space of the three complex variables $\hat{\mathbf{k}}=\left(\hat{K}_{1}, \widehat{K}_{2}, \widehat{K}_{3}\right)\left(\hat{K}_{1}=K_{1}+i K_{1}^{\prime}, \widehat{K}_{z}=K_{2}+i K_{2}^{\prime}\right.$, $\left.\widehat{K}_{3}=K_{3}+i K_{3}^{\prime}\right)$, i.e., such that $F(\hat{\mathbf{k}})$ always satisfies the inequality

$$
\begin{equation*}
\left|F\left(\hat{K}_{1}, \hat{K}_{2}, \hat{K}_{3}\right)\right| \leqslant C e^{a\left(\left|\hat{K}_{1}\right|+\left|\hat{K}_{2}\right|+\left|\hat{K}_{3}\right| \mid\right.} \tag{18}
\end{equation*}
$$

where $C$ and $a$ are positive constants.
Comparing Eqs. (11) and (16) we obtain

$$
\begin{align*}
& A^{( \pm)}(\mathbf{K})=\frac{\pi}{i q} F\left(\mathbf{k}^{( \pm)}\right),  \tag{19}\\
& \mathbf{k}^{( \pm)}=\left(K_{1}, K_{2}, \pm q\right),
\end{align*}
$$

i.e., Eq. (19) allows us to express the angular spectrum $A^{( \pm)}(\mathbf{k})$ in terms of the 3-D Fourier transform $F(\mathbf{k})$ of the source function restricted to the conditions (9). It has been already noted ${ }^{24}$ that for values $|\mathbf{k}|>K_{0}, q$ is imaginary and $A^{( \pm)}(\mathbf{k})$ represents the value of $F(\hat{\mathbf{k}})$ along the "line" given by Eq. (9b).

So far only real values of $K$ have been considered in the path of integration corresponding to Eq. (8). If we make a transformation to cylindrical coordinates

$$
\begin{equation*}
K_{1}=\zeta \cos \alpha, \quad K_{2}=\zeta \sin \alpha, \tag{20a}
\end{equation*}
$$

then Eq. (7) may be written

$$
G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=i \int_{0}^{\infty} \frac{d \zeta \zeta}{\sqrt{k_{0}^{2}-\zeta^{2}}} J_{0}\left(\zeta\left|\mathbf{R}-\mathbf{R}^{\prime}\right|\right) e^{i \sqrt{k_{o}^{2}-\zeta^{2}}\left|z-z^{\prime}\right|}
$$

The above integral may be extended to negative values of $\zeta$ by expressing the zero order Bessel function $J_{0}$ in terms of the Hankel function of the first kind and order zero $H_{0}^{1}$

$$
J_{0}(z)=\frac{1}{2}\left[H_{0}^{1}(z)-H_{0}^{1}(-z)\right]
$$

so that
$G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{i}{2} \int_{-\infty}^{\infty} \frac{d \zeta \zeta}{\sqrt{k_{0}^{2}-\zeta^{2}}} H_{0}^{1}\left(\zeta\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) e^{i \sqrt{k_{0}^{2}-\zeta^{2}}\left|z-z^{\prime}\right|}$.

The path of integration in (20b) may be modified in the complex $\xi$-plane by choosing any other path with ends $(-\infty, \infty)$ providing one avoids to cross the cuts $\xi \equiv \operatorname{Re}$ $\{\hat{\zeta}\}=\operatorname{Re}\left\{\lambda k_{0}\right\}, \zeta^{\prime} \equiv \operatorname{Im}\{\hat{\zeta}\{\geqq 0$ arising from the two branch points at $\zeta= \pm k_{0}$. The choice of such a path with complex values $\hat{\xi}$ would imply a decomposition of the exterior scattered field $u^{(s)}\left(r_{>}\right)$, Eq. (4), into inhomogeneous waves, alter-
native to the representation (11) in terms of homogeneous and evanescent components.

Following now the analysis of Ref. 12 and returning to Eq. (17), a central result of the theory of functions of several complex variables is that a function $F\left(\widehat{K}_{1}, \widehat{K}_{2}, \widehat{K}_{3}\right)$ that is an entire function of exponential type in the $\hat{\mathbf{k}}$-space has no isolated zero points ${ }^{23}$; i.e., their zeros are always continuous lines [here "line"means of course a 4-dimensional variety of the 6-D complex $\hat{\mathbf{k}}$-space given by a functional dependence between the three complex variables $\left(\widehat{K}_{1}, \widehat{K}_{2}, \widehat{K}_{3}\right)$ ]. An entire function of exponential type has an infinite number of zero lines. ${ }^{12}$

The set of zeros of $F\left(\hat{K}_{1}, \hat{K}_{2}, \hat{K}_{3}\right)$ is called a reducible analytic set if it can be decomposed into a union of subsets. The entire function $F\left(\widehat{K}_{1}, \widehat{K}_{2}, \widehat{K}_{3}\right)$ is called globally reducible if it may be written as the product of two entire functions. Otherwise it is called globally irreducible. (Global irreducibility does not imply that $F$ is irreducible everywhere.)

The main fundamental theorem that is required in order to characterize an entire function of several complex variables is the following due to Osgood (see a proof in Ref. 25):

Theorem: An entire function $F\left(\widehat{K}_{1}, \widehat{K}_{2}, \widehat{K}_{3}\right)$ that has zeros and does not vanish identically can be $י \eta$ niquely decomposed into a finite or infinite product of global. irreducible factors in the form:
$F\left(\hat{K}_{1}, \hat{K}_{2}, \hat{K}_{3}\right)=\prod_{m=1}^{N}\left[F_{m}(\hat{\mathbf{k}}) e^{\gamma_{m}(\hat{\mathbf{k}})}\right]^{l_{m}}$,
where $F_{m}(\hat{\mathbf{k}})$ are globally irreducible entire functions, exp [ $\left.\gamma_{m}(\hat{\mathbf{k}})\right]$ are convergence factors with $\gamma_{m}(\hat{\mathbf{k}})$ being polynomials in $\mathbf{k}$ and the exponents $l_{m}$ are integers.

Let us compare the decomposition given by Eq.(21) with that corresponding to an entire function of one complex variable $\widehat{K}^{5}$ :

$$
\begin{equation*}
F(\hat{K})=C \hat{K}^{\mu} e^{\alpha \hat{K}} \prod_{n=-\infty}^{\infty}\left(1-\frac{\hat{K}}{\hat{K}_{n}}\right) e^{\hat{K} / \hat{K}_{n}} \tag{22}
\end{equation*}
$$

where $C, \mu$, and $\alpha$ are constants and $\widehat{K}_{n}$ are the zero points of $F(\widehat{K})$.

The main difference between (21) and (22) is that each factor $F_{m}(\hat{\mathbf{k}}) e^{\gamma_{m}(\hat{K})}$ is not known and depends entirely on the zero set of $F(\hat{\mathbf{k}})$. Also, each factor of Eq. (21) may contain not only one, but a certain number (finite or infinite) of zero lines with their possible branches or pseudobranches that cannot be separated. ${ }^{12}$ While in the case of functions of a single complex variable all the information about the function is contained in the position of its zeros $\widehat{K}_{n}$. For functions of several complex variables, however, it is necessary to know not only the position but also the relationship between zero lines and its combination in each irreducible factor. The uniqueness of irreducible zero sets ensures that each irreducible factor determines in an unique manner the function $F\left(\widehat{K}_{1}, \widehat{K}_{2}, \widehat{K}_{3}\right)$. The uniqueness of the product ensures that each function $F\left(\widehat{K}_{1}, \widehat{K}_{2}, \widehat{K}_{3}\right)$ is uniquely determined by the zero lines.

The asymptotic behavior of $F\left(\hat{K}_{1}, \hat{K}_{2}, \hat{K}_{3}\right)$ is defined by the shape of the support of $f(r)$,i.e., by the shape of the volume $v$. For example, a function $f(r)$ contained in a spherical volume will yield a 3-D Fourier transform that behaves asymp-
totically as $\left(1 / \hat{k}^{2}\right)[\sin a \hat{k}-a \hat{k} \cos a \hat{k}]$, $\hat{k}=\sqrt{K_{1}^{2}+K_{2}^{2}+K_{3}^{2}}$ which is the 3-D Fourier transform of a sphere of radius $a$. Its zeros are given by the lines $\hat{k}=\hat{k}_{0}$, where $\hat{k}_{0}$ are the values that are solutions of the equation $\tan a \hat{k}=a \hat{k}$.

Th existence of an infinity of zero lines of an entire function of exponential type $F\left(\widehat{K}_{1}, \widehat{K}_{2}, \widehat{K}_{3}\right)$ allows an interpretation of nonuniqueness of object wave reconstruction from the value of $A^{( \pm)}(\mathbf{K})$ obtained from a single experiment. ${ }^{14}$ In fact, there may exist an object wave $f_{0}(\mathbf{r})$ such that, for a given incident field, its 3-D Fourier transform $F\left(\widehat{K}_{1}, \widehat{K}_{2}, \widehat{K}_{3}\right)$ given by Eq. (16) has one of its zero lines given by Eq. (8), i.e., such that $A_{0}{ }^{ \pm}(\mathbf{k})$ is zero. Then, due to Eq. (11) the corresponding scattered field $u_{0}^{(s)}\left(\mathbf{r}_{>}\right)$would be zero in $R^{(+)}$or $R^{(-)}$. Also since the object wave, Eq. (16), is a function localized within $v$ then the angular spectrum

$$
\begin{equation*}
A^{\prime \pm}(\mathbf{K})=A_{0}^{( \pm)}(\mathbf{K})+A^{\prime \pm^{\prime}}(\mathbf{K}) \tag{23}
\end{equation*}
$$

would be equal to $A^{( \pm)}(\mathbf{K})$ and thus the corresponding scattered field

$$
\begin{equation*}
u^{\prime(s)}\left(\mathbf{r}_{>}\right)=u_{0}^{(s)}\left(\mathbf{r}_{>}\right)+u^{(s)}\left(\mathbf{r}_{>}\right) \tag{24}
\end{equation*}
$$

would be equal to $u^{(s)}\left(\mathbf{r}_{>}\right)$in $R^{(+)}$or $R^{(-)}$.
Moreover, as was noted in Ref. 19, from Eqs. (12) and (23) it is evident that within $v$ one has

$$
\begin{equation*}
V^{\prime}(\mathbf{r})=\frac{V(\mathbf{r}) u(r)+f_{0}(\mathbf{r})}{u(\mathbf{r})+u_{0}(\mathbf{r})} \tag{25}
\end{equation*}
$$

For a given incident field $u^{(i)}(\mathbf{r})=\exp \left(i \mathbf{k}^{(i)} \cdot \mathbf{r}\right)$, $\mathbf{k}^{(i)}=\left(K_{1}^{(i)}, K_{2}^{(i)}, K_{3}^{(i)}\right), k_{0}^{2}=K_{1}^{(i)^{2}}+K_{2}^{(i)^{2}}+q^{(i)^{2}}$, and within the domain of validity of the first Born approximation the angular spectrum $A_{B}^{{ }^{\prime}{ }^{\prime}}(\chi)$ is given by

$$
\begin{equation*}
A_{B}^{( \pm)}(\mathrm{\chi})=\frac{\pi}{i q} F\left(\mathbf{x}^{( \pm)}\right) \tag{26}
\end{equation*}
$$

with the transfer vector
$\mathbf{x}^{( \pm)}=\left(\chi, x_{3}^{( \pm)}\right)=\left(K_{1}-K_{1}^{(i)}, K_{2}-K_{2}^{(i)}, \pm q-q^{(i)}\right)$ lying on the surface

$$
\begin{equation*}
\mathbf{x}^{( \pm)} \cdot \mathbf{x}^{( \pm)}=2 k_{0}^{2}-2 \mathbf{k}^{( \pm)} \cdot \mathbf{k}^{(i)} . \tag{27}
\end{equation*}
$$

For a discrete number of incident wave vectors $\mathbf{k}^{(i)}$, one may have a discrete number of lines (27) being zeros of $F\left(\hat{\mathbf{x}}^{( \pm)}\right)$and, thus, allowing to express $F\left(\hat{\mathbf{x}}^{( \pm)}\right)$by means of a product of irreducible factors of the form of Eq. (21). Thus, as it was already noted ${ }^{14}$ it follows as above that a discrete number of experiments, each with an incident plane wave of wave vector $k^{(i)}$ does not allow, within the first Born approximation, to uniquely determine the object wave from the angular spectrum $A_{B}^{\prime{ }^{\prime}}(\mathrm{X})$.

## 3. ANALYTICITY OF THE SCATTERED FIELD

In order to assess the analytic characteristics of the scattered field $u^{(s)}(\mathbf{r})$, we shall recall the Cauchy-Kowalewski theorem of the theory of partial differential equations (see Ref. 1 for a proof and detailed discussion):

Theorem: There is exactly one analytic solution of the partial differential equation

$$
\begin{equation*}
\nabla^{2} u(x, z)=g\left(x, z, u, \frac{\partial u}{\partial x}, \frac{\partial u}{\partial z}\right) \tag{28}
\end{equation*}
$$

that satisfies the Cauchy boundary conditions on a smooth boundary $C$ of a bounded simply connected domain $D$ : $\phi=\left.u(x, z)\right|_{C}, \psi=\partial u(x, z) /\left.\partial n\right|_{C}, g$ being an analytic function of its five arguments and $u(x, z)$ being twice continuously differentiable in a real neighborhood of $x=0, z=0$.

Besides (see Refs. 1, 26, and 27), $u(x, z)$ may be analytically continued to complex values $\hat{x}=x+i x^{\prime}, \hat{z}=z+i z^{\prime}$, so that $u(\hat{x}, \hat{z})$ satisfies the Cauchy-Riemann equations with respect to each complex variable, and reduces for $x^{\prime}=z^{\prime}=0$ to the function $u(x, z)$.

These results established for two variables $x, z$ may be also obtained for more independent variables (cf. Ref. 1 and references therein).

Equation (1) does not satisfy the conditions of the above theorem since the source function $f(r)$ is discontinuous across the boundary $S$. However the Helmholtz equation holds the above conditions in the domain exterior to the scattering volume $v$ and its boundary $S$ where $f\left(\mathbf{r}_{>}\right) \equiv 0$. This implies that $u^{(s)}(\mathbf{r})$ fails to be analytic inside the volume $v$ or on its boundary $S$. In fact the scattered field $u^{(s)}(\mathbf{r})$ must have singularities associated to the scattering sources somewhere in $v$ or on its boundary $S$ since if it were analytic everywhere it would be identically zero. ${ }^{26}$ Wave functions analytic in the whole space are the incident field $u^{(i)}(\mathbf{r})$ and any other sourcefree field that satisfies the equation $\left(\nabla^{2}+k_{0}^{2}\right) u(\mathbf{r})=0$ everywhere. ${ }^{28}$ Also, from the representations (4) or (5) for $u\left(r_{>}\right)$ one can see that since $G\left(\mathbf{r}_{>}, \mathbf{r}^{\prime}\right)$ depends analytically on $\mathbf{r}_{>}$ and $\mathbf{r}^{\prime}$ then $\boldsymbol{u}^{(s)}\left(\mathbf{r}_{>}\right)$is an analytic function $\mathbf{r}_{>}$provided that $\left|\mathbf{r}_{>}-\mathbf{r}^{\prime}\right| \neq 0$ and it may be analytically continued to complex values $\left(\hat{x}_{>}, \hat{y}_{>}, \hat{z}_{>}\right) .{ }^{27}$ According to Refs. 28 and 30 a sufficient condition for this is that $r_{>}$be outside the circumscribed sphere $C$ to $S$ (Fig. 1). ${ }^{30}$ This is certainly true when $\mathbf{r}_{>}$is either in $R^{(-)}$or $R^{(+)}$which is also when the representation (10) by means of the angular spectrum converges. ${ }^{30}$ If moreover, the boundary $S$ is analytic, then the values $u^{(s)}\left(\mathbf{r}_{>}\right)$ may be analytically continued up to $S$ (Refs. 29 and 31); this is also a necessary, although not sufficient, condition, for the validity of the angular spectrum representation (1) between $S$ and $z=0$ and $z=L$; this, or even the validity of (1) between $S$ and $C$ is the Rayleigh hypothesis. ${ }^{29,30}$ A necessary and sufficient condition for this hypothesis to hold is that $u^{(s)}(\mathbf{r})$ may be analytically continued up to the inscribed sphere $C^{\prime}$, i.e., its singularities lie inside that sphere $C^{\prime} .^{29,30}$

Having seen that the scattered field $\boldsymbol{u}^{(s)}(\mathbf{r})$ is an analytic function at least in the exterior domain and providing that $\left|\mathbf{r}_{>}-\mathbf{r}^{\prime}\right| \neq 0,\left(\mathbf{r}^{\prime} \in v\right)$, it remains to see with more detail what sort of analyticity may characterize $u^{(s)}(\mathbf{r})$.

From either Eq. (12) or (13) one can see that

$$
\begin{equation*}
\left|A^{( \pm 〕}(\mathbf{K})\right|<\boldsymbol{M} \gamma^{ \pm}(\mathbf{K}) \tag{29}
\end{equation*}
$$

for some constant $M$, where

$$
\begin{align*}
& \gamma^{(+)}(\mathbf{K})=e^{+|q| L},  \tag{30a}\\
& \gamma^{(-)}(\mathbf{K})=1 . \tag{30b}
\end{align*}
$$

Thus, at points $r_{>}$where the angular spectrum representation Eq. (11), is valid, one has that the spatial frequency spectrum $A^{( \pm)}(\mathbf{K}) e^{ \pm i q z}$ is bounded by

$$
\begin{equation*}
\left|A^{(+)}(\mathbf{K}) e^{i q z_{>}}\right|<M e^{-|q|\left(z_{>}-L\right)} \quad \text { for } z_{>} \in R^{(+)}, \tag{31a}
\end{equation*}
$$

$$
\begin{equation*}
\left|A^{(-)}(\mathbf{K}) e^{-i q z}\right\rangle<M e^{-|q| z\rangle} \quad \text { for } z_{>} \in R^{(-)} . \tag{31b}
\end{equation*}
$$

For optical frequencies, given a certain level of noise, and at a distance $z_{>}$large enough it would be impossible to distinguish from zero the bound given by Eqs. (31) for

$$
\begin{equation*}
|\mathbf{K}| \geqslant N k_{0}, \quad(N \geqslant 1) \tag{32}
\end{equation*}
$$

so that under those conditions the spectrum $A^{(+)}(\mathrm{K}) e^{ \pm i q z}$ is effectively bandlimited to a finite range given by Eq. (32) (see also Ref. 18). Thus, in practice, $u\left(\mathbf{r}_{>}\right)$may be approximately characterized by a function to which the Plancherel-Polya theorem ${ }^{23}$ may be applied for constant $z_{>}$, i.e., the function $u\left(\mathbf{r}_{>}\right)$may be considered as the limit for real values $x_{>}, y_{>}$of an entire function of exponential type in the space of complex variables $\hat{x}_{>}=x_{>}+i x^{\prime}, \hat{z}_{>}=z_{>}+i z_{>}^{\prime}$. [When $u\left(\mathbf{r}_{>}\right)$ is source-free then $A^{( \pm)}(\mathbf{K})=0$ for $|\mathbf{K}|>k_{0}$ (Ref. 28) and the above will also hold]. This is, of course, an approximation taking into account the presence of noise and at $z_{>} \in\left(R^{(+)}, R^{(-)}\right)$large enough to record the frequency spectrum as of effective finite support. (Of course in an ideal, noise-free situation, the bounds (31) will have a certain value, however small, and the above characterization could not be made.)

This scheme is particularly valuable in situations of cylindrical symmetry along the $O Y$ axis. Then the scattered field $u^{(s)}\left(\mathbf{r}_{>}\right)=u^{(s)}\left(x_{>}, z_{>}\right)$may be extended as an entire function of exponential type into the complex plane of the single complex variable $\hat{x}_{>}=x_{>}+i x_{>}^{\prime}$ at each $z_{>}$constant. As it
has been already seen, the information of these functions of one complex variable (in contrast with those of several complex variables) is encoded by the position of its zeros $\hat{x}_{n}$ in the $\hat{x}_{>}$-complex plane by means of the Hadamard product, Eq. (22). These zeros lie asymptotically on a line parallel to the real axis (see Refs. 4 and 5 for a detailed discussion of information encoding by zeros), with a spacing given by the Ny quist rate, or Shannon points ${ }^{19}: x_{n}=n \pi / N k_{0}$ and enables one to define a zero density ${ }^{4,5}$ :

$$
\begin{equation*}
\mathscr{D}=\lim _{r \rightarrow \infty} \frac{n(r)}{r}=\frac{N k_{0}}{\pi}=\frac{2 N}{\lambda}, \quad r=\left|\hat{x}_{>}\right| . \tag{33}
\end{equation*}
$$

As the distance $z_{>}$varies, the configuration of the zeros $\hat{x}_{n}$ at each complex plane $\hat{x}_{>}$associated to the corresponding value of $z_{>}$changes. Therefore, as the scattered field propagates in the exterior domain, the information conveyed by these zeros propagates along "zero trajectories" in a fourdimensional complex space (Fig. 2). This yields another interpretation to Gabor's treatment of information ${ }^{32}$ : each zero encodes a degree of freedom or logon of the scattered wavefunction. The propagation of information along zero trajectories may be associated to the concept of tubes of information. ${ }^{32}$

As $z_{>}$increases however, the effective support of $A^{( \pm)}(\mathbf{K}) e^{ \pm i q z>}$ marked by Eqs. (31) decreases until there is no contribution of evanescent waves. This implies that as the scattered field propagates, the zero configuration at each


FIG. 2. Propagation of zeros of the scattered field along zero trajectories from the configuration in the $\hat{x}_{>}$-complex plane $\pi^{(1)}$ associated to the distance $z_{>}^{(1)}$ to the positions in the $\hat{x}_{>}$-complex plane $\pi^{(2)}$ associated to the distance $z_{>}^{(2)}>z_{>}^{(1)}$.
complex plane associated to the corresponding $z_{>}$not only varies, but also the zero density decreases from the value $2 N /$ $\lambda$ until a certain $z_{>}^{(c)}$ at which one reaches the limit marked by the evanescent waves

$$
\begin{equation*}
\mathscr{D}_{0}=\frac{2}{\lambda}, \tag{34}
\end{equation*}
$$

and from that value of $z_{>}^{(c)}$ onwards the density remains constantly equal to $\mathscr{D}_{0}$ as $z_{>}$increases.

This impossibility of recovering higher zero density in the reversal process shows the irreversible nature of information loss as the scattered field propagates. From a zero configuration of density $\mathscr{D}_{0}=2 / \lambda$ in a complex plane $\hat{x}_{>}$associated with a certain distance $z$, one can reconstruct the zero configurations at all prior complex planes (i.e., at smaller $z_{>}$) with the same density $\mathscr{D}_{0}=2 / \lambda$; however, from a well known theorem of the theory of entire functions ${ }^{33}$ (Carlson's theorem), no entire function can have a density of zeros larger than $T / \pi$, if $T$ is its bandwidth, unless it is identically zero. Thus, no entire function can have a zero density larger than $\mathscr{D}_{0}=2 / \lambda$ if evanescent waves are excluded. This fact was already noted by Schmidt-Weinmar ${ }^{21}$ who quoted the impossibility of obtaining information about the field near the sources from the far field containing only homogeneous waves.

Thus, as one considers the situation in which the conjugate wave reproduces in the reversal process the field propagation; i.e., as $z_{>}$tends to a plane $z=z_{0}$, which is the nearest plane to the center of the scattering volume, at which the angular spectrum representation (11) converges, the computation of $u^{i s)}\left(\hat{x}_{>}, z_{>}\right)$at $z_{>}>z_{>}^{(c)}>z_{0}$ will yield only a replica of $u^{(s)}\left(\hat{x}_{0}, z_{0}\right)$ with lower resolution limited to $\lambda / 2$, i.e., with smaller zero density $\mathscr{D}_{0}=2 / \lambda$. This is in agreement with the lack of convergence as a simple limit of $u^{(s)}\left(\hat{x}_{>}, z_{>}\right)$to $u^{(s)}\left(\hat{x}_{0}, z_{0}\right)$, but as a limit in the mean, put forward by Sherman. ${ }^{28}$ Only when $u^{(s)}\left(\hat{x}_{0}, z_{0}\right)$ also has a zero density $\mathscr{D}_{0}=2 /$ $\lambda$, the convergence will be in the form of an ordinary limit [in particular, when $u^{(s)}(\mathbf{r})$ is source-free ${ }^{28}$ ], since then all the zeros of $u^{(s)}\left(\hat{x}_{0}, z_{0}\right)$ may be found by following backwards the zero trajectories starting from the zero configuration of $u^{(s)}\left(\hat{x}_{>}, z_{>}\right)$.

## 4. SUMMARY AND CONCLUSIONS

We have generalized and exploited further some aspects of the analyticity properties of scattered scalar fields.

First, performing the analytic continuation of the 3-D Fourier transform $F$ of the source function, we have seen that a single scattering experiment, or a discrete number of them, yields an angular spectrum which is given by the values of $F$ along a line, or lines, on which it may have a zero since it is the boundary value on the real axes of an entire function of exponential type in a 6-D complex space and, as such, it possesses an infinity of zero lines.

Scattering and diffraction are usually regarded as processes creating evanescent waves that are added to the usual homogeneous components of the scattered field. Changing the $\zeta$-path of integration we have seen that scattering and
diffraction may be equally envisaged as phenomena in which only inhomogeneous (leaky) wave are produced (a study of these waves at planar interfaces may be found in Ref. 34). These inhomogeneous waves correspond to a certain analytic continuation of the scattering amplitude into the complex space $\widehat{\mathbf{K}}$ avoiding the corresponding branch cuts. [This continuation of $A(\mathbf{K})$ has been already used in order to put forward the equivalence between the solution to the phase problem and the location of the zeros of $A(\widehat{K}) \cdot{ }^{4}$ Also the use of inhomogeneous wave representations has been employed in order to obtain information of subwavelength scattering sources ${ }^{35}$ ].

Let us observe that if the source is planar then $A(\widehat{\mathbf{K}})$ is an entire function (see also Wolf in Refs. 2 and 21).

Secondly, the scattered field is described in its free propagation outside the scattering volume by an analytic function of the spatial variables. (On the other hand, the generalized analytic character of this field in 2-D problems in the complex variable $x+i z$ leads to integral theorems such as the Helmholtz-Kirchhoff formula and the extinction theorem ${ }^{36}$ ). The description of the field propagation based on Huygens principle is ultimately a consequence of the possibility of performing an analytic continuation of the wave function outside the scattering volume. At optical frequencies, when evanescent waves from a certain spatial frequency onwards may be neglected given a certain level of noise, this analyticity is more specific: the field may be approximated by an entire function of exponential type. In two-dimensional problems, at each distance $z_{>}$from the object the scattered wave function is therefore described by its zeros in the $\hat{x}_{>}$-plane having a certain density $2 N / \lambda(N \geqslant 1)$. As $z$, increases this density decreases until one reaches the region at which the evanescent waves may be neglected. This yields a density of zeros $2 / \lambda$ and establishes the impossibility of fully reconstructing the field with higher zero densities at smaller distances from the object in the reversal process; and also poses the resolution limit $\lambda / 2$ for the reconstruction of object details (subwavelength source reconstruction requires therefore the localization of zeros with densities above $2 / \lambda$ ). Only in the case of source-free fields, for which the density keeps constantly equal to $2 / \lambda$ in propagation, this reconstruction by means of the inverse process is straightforward.
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#### Abstract

A "multiple scattering" formulation for the elastic response of a matrix containing a random distribution of inclusions is considered. The "ordinary" quasicrystalline approximation (QCA) is reviewed, together with a recently proposed "self-consistent" QCA. It is shown that the basic "self-consistent" postulate can be implemented without making an extra approximation in relation to scattering from the "background" material and that, when this extra approximation is dispensed with, the alternative self-consistent prescription that results is capable in principle of generating the overall properties exactly. In practice, there is still the need to close a hierarchy by making some assumption about interactions between inclusions. When the QCA is adopted, the alternative self-consistent prescription yields precisely the same estimates for overall behavior as the "ordinary" QCA. The formulation is given explicitly for elastostatics but the conclusions depend only upon the algebraic structure of the problem and apply equally well to problems of wave propagation.


PACS numbers: $46.30 . \mathrm{Cn}, 03.40 . \mathrm{Kf}, 61.70 . \mathrm{Rj}$

## I. INTRODUCTION

Attempts to determine the overall response of a medium containing a random distribution of inclusions usually aim at finding equations which govern the ensemble averages of the fields in question. This is done by selecting some particular form of the equations that describe the behavior of any realization of the random medium and then taking ensemble averages, conditional upon a certain number of inclusions being fixed. This procedure generates a hierarchy of equations which involve a sequence of increasingly more complicated conditional expectations. The hierarchy is reduced to a closed set of equations by performing some kind of truncation, which may be achieved either by truncating a perturbation series ${ }^{1,2}$ or by adopting some ad hoc closure assumption. The truncation of a perturbation series provides an approximation whose status is clear enough, but it is not useful in practice unless the properties of the medium vary only slightly. Approximations based upon a closure assumption have no absolute validity (except that in some circumstances they can be shown to provide bounds) but they do yield estimates for overall behavior which are not restricted to small variations in local properties.

One of the most widely used closure assumptions is the quasicrystalline approximation (QCA), which states essentially that the expected field in one inclusion is insensitive to the precise location of any other inclusion. In its basic form, it is applied to a formulation in which each inclusion acts as a "scatterer," embedded in matrix material. ${ }^{3-5}$ An extension, formulated for elastic waves by Devaney, ${ }^{6}$ describes the scattering of the inclusions relative to a "background" or "comparison" medium, which is different from the matrix. A "self-consistent" description of overall behavior then follows from the postulate that the mean "scattering" is zero, when the "comparison" medium is chosen as the "overall" medium; this postulate generates an equation (or set of equations) for the overall properties. In practice, the prescription can be implemented only approximately, because the hierar-
chy of equations has to be closed; Devaney proposed for this purpose an extension of the QCA, in which (in a sense made precise later) the response of the "background" material is insensitive to the positions of inclusions. It is shown in this work that the basic self-consistent prescription of Devaney can be implemented while invoking only the "ordinary" QCA, because the response of the "background" medium can be determined explicitly in terms of the response of the inclusions. When this is done, it emerges that the self-consistent scheme in fact generates precisely the same estimates for overall response as the "ordinary" QCA, formulated relative to the matrix.

For simplicity, the development is carried out explicitly for the elastostatic response of a matrix containing a single population of inclusions, but it is pointed out that the conclusions remain valid for any matrix/inclusion composite. The reasoning is algebraic and the relationships that are displayed apply to any problem with the same algebraic structure, even though its analytic structure might be different. In particular, the relationships remain valid for the problems of elastic wave propagation considered by Devaney.

## II. FORMULATION

An elastic body occupies a domain $\Omega$ and is subjected to body force $f$ per unit volume and boundary conditions that either displacement or traction components, or some combination of these, are prescribed on the boundary $\partial \Omega$. Symbolically, stress $\sigma$ is related to strain $e$ by

$$
\begin{equation*}
\sigma=L e ; \tag{2.1}
\end{equation*}
$$

in components this would read $\sigma_{i j}=L_{i j k l} e_{k l}$. Components of strain are related to components of displacement by $e_{i j}$ $=u_{(i, j)}$, the suffix $j$ representing differentiation with respect to $x_{j}$ and the bracket representing symmetrization. The $L_{i j k l}$ denote the components of the tensor of elastic moduli. The basic problem is to solve the equilibrium equations

$$
\begin{equation*}
\operatorname{div} \sigma+f=0, \quad x \in \Omega \tag{2.2}
\end{equation*}
$$

where $\sigma$ is related to $e$ through (2.1), together with the boundary conditions.

The body to be considered comprises a matrix with tensor of moduli $L_{2}$, in which are embedded inclusions, composed of material with tensor of moduli $L_{1}$. The inclusions occupy domains $\Omega_{A}, A=1,2, \ldots, N$, whose locations are defined by specifying the position $x_{A}$ of a chosen point, called for convenience the center of $\Omega_{A}$. The body is considered to be a random medium in the sense that the points $x_{A}$ are not given precisely but are distributed according to some stochastic process. The stress, strain, and displacement fields depend upon the locations $x_{A}$ of the inclusions and the objective will be to find their ensemble averages, $\langle\sigma\rangle,\langle e\rangle,\langle u\rangle$. In principle, this could be done by finding $e(x)$, etc., for all possible locations $x_{A}$ and then taking the ensemble average. In practice, this is not feasible, both because $e(x)$ could not be found and because the stochastic process will not be completely known. Instead, only limited statistical information will be available, such as the probability density $P_{A}=P\left(x_{A}\right)$ for finding an inclusion centered at $x_{A}$, and the conditional density $P_{B \mid A}=P\left(x_{B} \mid x_{A}\right)$ for finding an inclusion centered at $x_{B}$, given that an inclusion is centered at $x_{A}$. Correspondingly, approximations to $\langle e\rangle$ and other mean fields must be sought, which make use of this limited information.

It is convenient to replace the system (2.1) and (2.2) by an integral equation, by introducing a "comparison medium" with moduli $L_{0}$ and setting

$$
\begin{equation*}
\sigma=L_{0} e+\tau \tag{2.3}
\end{equation*}
$$

so that

$$
\begin{equation*}
\tau=\left(L-L_{0}\right) e \tag{2.4}
\end{equation*}
$$

the tensor $L_{0}$ at the moment being arbitrary. Then, (2.2) gives

$$
\begin{equation*}
\operatorname{div}\left(L_{0} e\right)+\operatorname{div} \tau+f=0 \tag{2.5}
\end{equation*}
$$

and, if Green's function for the comparison medium is known, there follows the representation

$$
\begin{equation*}
e=e_{0}-\Gamma_{0} \tau \tag{2.6}
\end{equation*}
$$

Here, $e_{0}$ is the solution of the given boundary value problem for the comparison medium and $\Gamma_{0}$ is an operator related to its Green's function $G_{0}$. Explicitly, $\Gamma_{0}$ is an integral operator with components

$$
\begin{equation*}
\left(\Gamma_{o}\right)_{i j k l}=\left.\frac{\partial^{2}\left[G_{0}\left(x, x^{\prime}\right)\right]_{j k}}{\partial x_{i} \partial x_{l}^{\prime}}\right|_{(i j)(k l)} \tag{2.7}
\end{equation*}
$$

and its singularity is interpreted in the sense of generalized functions. Equations (2.4) and (2.6) now generate the operator equation

$$
\begin{equation*}
\left(L-L_{0}\right)^{-1} \tau+\Gamma_{0} \tau=e_{0} \tag{2.8}
\end{equation*}
$$

Now from (2.6)

$$
\begin{equation*}
\langle e\rangle=e_{0}-\Gamma_{0}\langle\tau\rangle, \tag{2.9}
\end{equation*}
$$

so that the problem is solved once $\langle\tau\rangle$ is found. It is convenient to use (2.9) to replace (2.8) by

$$
\begin{equation*}
\left(L-L_{0}\right)^{-1} \tau+\Gamma_{0}(\tau-\langle\tau\rangle)=\langle e\rangle \tag{2.10}
\end{equation*}
$$

Suppose that this equation has solution

$$
\begin{equation*}
\tau=T_{0}\langle e\rangle \tag{2.11}
\end{equation*}
$$

so that $T_{0}$ is an operator, closely related to Devaney's "tran-
sition operator." Then, from (2.3),

$$
\begin{equation*}
\langle\sigma\rangle=\widehat{L}\langle e\rangle \tag{2.12}
\end{equation*}
$$

where $\widehat{L}$ is an "effective modulus operator" defined by

$$
\begin{equation*}
\widehat{L}=L_{0}+\left\langle T_{0}\right\rangle \tag{2.13}
\end{equation*}
$$

Also, from (2.9) and (2.11),

$$
\begin{equation*}
\langle e\rangle=\left(I+\Gamma_{0}\left\langle T_{0}\right\rangle\right)^{-1} e_{0} \tag{2.14}
\end{equation*}
$$

If, in particular, $e_{0}$ is the strain produced by a delta-function body force, with homogeneous boundary conditions, it becomes the strain $E_{0}$ associated with the Green's function $G_{0}$ for the comparison body, and $\langle e\rangle$ becomes the strain $\widehat{E}$ associated with the Green's function $\widehat{G}$ for the "effective" body with elastic modulus operator $\hat{L}$. In this case, (2.14) implies

$$
\begin{equation*}
\widehat{E}=\left(I+\Gamma_{0}\left\langle T_{0}\right\rangle\right)^{-1} E_{0} \tag{2.15}
\end{equation*}
$$

Here, $E_{0}$ satisfies

$$
\begin{equation*}
\operatorname{div}\left(L_{0} E_{0}\right)+I=0 \tag{2.16}
\end{equation*}
$$

and, in view of (2.12), $\widehat{E}$ satisfies

$$
\begin{equation*}
\operatorname{div}(\hat{L} \widehat{E})+I=0 \tag{2.17}
\end{equation*}
$$

This relation also follows from (2.15) and (2.16), since, by its definition, $\Gamma_{0}$ has the property

$$
\begin{equation*}
\operatorname{div}\left(L_{0} \Gamma_{0} \tau\right)=\operatorname{div} \tau \tag{2.18}
\end{equation*}
$$

for any $\tau$. Furthermore, if approximations to $\widehat{L}$ and $\widehat{E}$ are generated from (2.13) and (2.15) using an approximate $\left\langle T_{0}\right\rangle$, then these approximations also satisfy (2.17).

This section is concluded by noting properties of the operator $\Gamma_{0}$ that will be useful in the sequel. If (2.4) is substituted into (2.6), there results the equation

$$
\begin{equation*}
e=e_{0}-\Gamma_{0}\left(L-L_{0}\right) e \tag{2.19}
\end{equation*}
$$

This equation applies to any boundary value problem, for a medium with tensor of elastic moduli $L$. If, in particular, $e_{0}=E_{0}$, as above, but $L$ is taken equal to $L_{2}$, so that, correspondingly, $e=E_{2}$, then (2.19) gives

$$
\begin{equation*}
E_{2}=E_{0}-\Gamma_{0}\left(L_{2}-L_{0}\right) E_{2} \tag{2.20}
\end{equation*}
$$

It is also possible to apply a system of force dipoles so that the strain $e_{0}=\Gamma_{0}$ is produced in the comparison material. Then, the strain $e$ generated in a material with tensor of moduli $L_{2}$ is $e=\Gamma_{2}$ and, from (2.19),

$$
\begin{equation*}
\Gamma_{2}=\Gamma_{0}-\Gamma_{0}\left(L_{2}-L_{0}\right) \Gamma_{2} . \tag{2.21}
\end{equation*}
$$

Finally, the roles of $L_{0}$ and $L_{2}$ can be interchanged to give also

$$
\begin{equation*}
\Gamma_{0}=\Gamma_{2}-\Gamma_{2}\left(L_{0}-L_{2}\right) \Gamma_{0} \tag{2.22}
\end{equation*}
$$

Equation (2.19) is the Lipmann-Schwinger equation and the relations that follow from it are of course well known. ${ }^{7}$

## III. THE QUASICRYSTALLINE APPROXIMATION (QCA)

This section addresses the problem of constructing approximations to $\left\langle T_{0}\right\rangle$, by applying various forms of the quasicrystalline approximation (QCA).

## A. The ordinary QCA

If $L_{0}$ is chosen equal to $L_{2}$ (so that $\Gamma_{0}, e_{0}, T_{0}$ become $\Gamma_{2}, e_{2}, T_{2}$, respectively), then $\tau=0$ throughout the matrix and $\tau$ can be written

$$
\begin{equation*}
\tau(x)=\sum_{A} \tau^{A}(x) \tag{3.1}
\end{equation*}
$$

where $\tau^{A}$ represents the restriction of $\tau$ to $\Omega_{A}$. Equation (2.10) then gives

$$
\begin{align*}
& \left(L_{1}-L_{2}\right)^{-1} \tau^{A}+\Gamma_{2} \tau^{A}+\Gamma_{2}\left(\sum_{B \neq A} \tau^{B}-\langle\tau\rangle\right)=\langle e\rangle \\
& \quad x \in \Omega_{A} \tag{3.2}
\end{align*}
$$

and is both indeterminate and irrelevant when $x$ lies in the matrix. Now take the expectation of (3.2), conditional upon finding an inclusion centered at $\boldsymbol{x}_{A}$. This gives

$$
\begin{align*}
& \left(L_{1}-L_{2}\right)^{-1} \tau_{A}^{A}+\Gamma_{2}\left(\tau_{A}^{A}-\langle\tau\rangle^{A}\right)+\Gamma_{2} g=\langle e\rangle, \\
& \quad x \in \Omega_{A}, \tag{3.3}
\end{align*}
$$

where $\langle\tau\rangle^{A}$ represents the restriction of $\langle\tau\rangle$ to $\Omega_{A}$ and

$$
g(x)=\left\{\begin{array}{l}
\int d x_{B}\left[\tau_{B A}^{B}(x) P_{B \mid A}-\tau_{B}^{B}(x) P_{B}\right], \quad x \notin \Omega_{A},  \tag{3.4}\\
0, \quad x \in \Omega_{A}
\end{array}\right.
$$

Here, $\tau_{A}^{A}$ represents the expected value of $\tau^{A}$, conditional upon finding an inclusion centered at $x_{A}$, and $\tau_{B A}^{B}$ is the expected value of $\tau^{B}$, conditional upon finding distinct inclusins centered at $x_{B}$ and $x_{A}$. Equation (3.3) cannot be solved for $\tau_{A}^{A}$ because of the presence of $\tau_{B A}^{B}$ in the definition of $g(x)$. An approximate equation, which can be solved, will be discussed below. However, $\tau_{A}^{A}$ depends upon $\langle e\rangle$ and it is useful to write

$$
\begin{equation*}
\tau_{A}^{A}=T_{A}^{A}\langle e\rangle \tag{3.5}
\end{equation*}
$$

where $T_{A}^{A}$ is an operator, equal to the indicated conditional expectation of $T_{2}$. Then, since $\tau$ is zero in the matrix,

$$
\begin{equation*}
\left\langle T_{2}\right\rangle=\int d x_{A} T_{A}^{A} P_{A} \tag{3.6}
\end{equation*}
$$

and, from (2.13),

$$
\begin{equation*}
\widehat{L}=L_{2}+\int d x_{A} T_{A}^{A} P_{A} \tag{3.7}
\end{equation*}
$$

The "ordinary" QCA consists of replacing (3.3) by a closed equation, by making the approximation

$$
\begin{equation*}
\tau_{B A}^{B}=\tau_{B}^{B} . \tag{3.8}
\end{equation*}
$$

The solution of the resulting equation yields an approximation to $T_{A}^{A}$ and so by (3.7), to an approximation $\widehat{L}$ ord for $\widehat{L}$, the superscript "ord" being used as a reminder that it is obtained from the ordinary QCA. This result can also be obtained by substituting simple trial fields into variational principles of the Hashin-Shtrikman type, so that $\hat{L}^{\text {ord }}$ also has some status as a variational approximation independent of the validity or otherwise of the QCA. ${ }^{8}$

## B. The self-consistent QCA

The foregoing reasoning can be repeated with an arbitrary $L_{0}$, which can even be allowed to be a nonlocal operator of the same type as $\hat{L}$. Then, in place of (3.1),

$$
\begin{equation*}
\tau(x)=\sum_{A} \tau^{A}(x)+\tau^{m}(x) \tag{3.9}
\end{equation*}
$$

where $\tau^{m}$ represents the restriction of $\tau$ to the matrix material. Also, (3.2) is replaced by

$$
\begin{align*}
\left(L_{1}-\right. & \left.L_{0}\right)^{-1} \tau^{A}+\Gamma_{0} \tau^{A} \\
& +\Gamma_{0}\left(\sum_{B \neq A} \tau^{B}+\tau^{m}-\langle\tau\rangle\right)=\langle e\rangle, \quad x \in \Omega_{A} \tag{3.10}
\end{align*}
$$

and, by taking expectations conditional upon $x_{A}$ being prescribed,

$$
\begin{align*}
& \left(L_{1}-L_{0}\right)^{-1} \tau_{A}^{A}+\Gamma_{0}\left(\tau_{A}^{A}-\langle\tau\rangle^{A}\right)+\Gamma_{0}(g+f)=\langle e\rangle, \\
& \quad x \in \Omega_{A}, \tag{3.11}
\end{align*}
$$

where $g(x)$ is defined as in (3.4) and

$$
f(x)=\left\{\begin{array}{l}
\tau_{m A}^{m}(x) p_{m \mid A}(x)-\tau_{m}^{m} p_{m}(x), \quad x \notin \Omega_{A}  \tag{3.12}\\
0, \quad x \in \Omega_{A}
\end{array}\right.
$$

Here, $p_{m}(x)$ represents the probability of finding matrix at $x$ and $p_{m \mid A}$ is the corresponding probability, conditional upon finding an inclusion centered at $x_{A} ; \tau_{m}^{m}$ and $\tau_{m A}^{m}$ are defined similarly. In (3.10) and (3.11),

$$
\begin{equation*}
\langle\tau\rangle(x)=\int d x_{A} \tau_{A}^{A}(x) P_{A}+\tau_{m}^{m}(x) p_{m}(x) \tag{3.13}
\end{equation*}
$$

and, from (2.4), there is the additional relation

$$
\begin{align*}
\left(L_{1}-\right. & \left.L_{0}\right)^{-1} \int d x_{A} \tau_{A}^{A}(x) P_{A} \\
& \quad+\left(L_{2}-L_{0}\right)^{-1} \tau_{m}^{m}(x) p_{m}(x)=\langle e\rangle(x) \tag{3.14}
\end{align*}
$$

Equation (3.11) is not soluble for $\tau_{A}^{A}$ because of the presence of $\tau_{B A}^{B}$ and $\tau_{m A}^{m}$; in different notation, Devaney ${ }^{6}$ proposes the approximations

$$
\begin{equation*}
\tau_{B A}^{B}=\tau_{B}^{B}, \quad \tau_{m A}^{m}=\tau_{m}^{m} \tag{3.15}
\end{equation*}
$$

as an extension of the QCA. With these approximations, (3.11) and (3.14) can be solved for $\tau_{A}^{A}$ and $\tau_{m}^{m}$ for any choice of $L_{0}$. The "self-consistent" prescription is that the estimate obtained for $\widehat{L}$ would be exact, if $L_{0}$ were identified with $\widehat{L}$. In view of (2.13), this is equivalent to asserting that $L_{0}=\widehat{L}^{\mathrm{sc}}$ when it is chosen so that

$$
\begin{equation*}
\langle\tau\rangle=0 \tag{3.16}
\end{equation*}
$$

The prescription generates the approximation $\widehat{L}^{\text {sc }}$ rather than $\widehat{L}$, because it depends upon the approximations (3.15). However, like the ordinary QCA, the estimate for $\widehat{L}$ outlined here can be obtained from variational principles of the Ha-shin-Shtrikman type, even for general $L_{0}$ and, in this framework too, it is possible to postulate that (3.16) holds when $L_{0}=\widehat{L}$. The self-consistent prescription (3.16) has been discussed from this standpoint by Willis ${ }^{9}$ for statics and Talbot and Willis ${ }^{10}$ for dynamics.

## C. An "alternative" self-consistent QCA

It is, in fact, possible to proceed with a modification of the foregoing "self-consistent" scheme, which does not require the second of the assumptions (3.15). The information that fixes $\tau_{m A}^{m}$ comes from averaging (2.10), conditionally upon $\Omega_{A}$ being fixed, when $x$ lies outside $\Omega_{A}$. This gives

$$
\begin{align*}
\left(L_{1}-\right. & \left.L_{0}\right)^{-1} \int d x_{B} \tau_{B A}^{B}(x) P_{B \mid A} \\
& +\left(L_{2}-L_{0}\right)^{-1} \tau_{m A}^{m}(x) p_{m \mid A}(x) \\
& +\Gamma_{0}(g+f)+\Gamma_{0}\left(\tau_{A}^{A}-\langle\tau\rangle^{A}\right)=\langle e\rangle, \quad x \notin \Omega_{A} \tag{3.17}
\end{align*}
$$

where $g$ and $f$ are defined as in (3.4) and (3.12). It may be noted that, when $x$ is far from $\Omega_{A}$, (3.17) implies (3.14) precisely. Subtracting (3.14) from (3.17) gives

$$
\begin{align*}
& \left(L_{1}-L_{0}\right)^{-1} g(x)+\left(L_{2}-L_{0}\right)^{-1} f(x)+\Gamma_{0}(g+f) \\
& \quad+\Gamma_{0}\left(\tau_{A}^{A}-\langle\tau\rangle^{A}\right)=0, \quad x \oplus \Omega_{A} \tag{3.18}
\end{align*}
$$

This equation can be solved for $f$, given $g, \tau_{A}^{A}$, and $\langle\tau\rangle^{A}$. In fact, $f$ can be represented in the form

$$
\begin{align*}
f= & h^{A}-\left(L_{2}-L_{0}\right) \Gamma_{2}\left[h^{A}+\tau_{A}^{A}\right. \\
& \left.-\langle\tau\rangle^{A}+\left(L_{1}-L_{2}\right)\left(L_{1}-L_{0}\right)^{-1} g\right] \\
& -\left(L_{2}-L_{0}\right)\left(L_{1}-L_{0}\right)^{-1} g, \tag{3.19}
\end{align*}
$$

where $h^{A}$ is defined over $\Omega_{A}$ and satisfies the equation

$$
\begin{align*}
& \left(L_{0}-L_{2}\right)^{-1} h^{A}+\Gamma_{2}\left[h^{A}+\tau_{A}^{A}-\langle\tau\rangle^{A}\right. \\
& \left.\quad+\left(L_{1}-L_{2}\right)\left(L_{1}-L_{0}\right)^{-1} g\right]=0, \quad x \in \Omega_{A} \tag{3.20}
\end{align*}
$$

This result is justified in Appendix A, which also provides some motivation for seeking this type of representation.

Substituting (3.19) for $f$ into (3.11) and using (2.21) gives the remarkably simple relation
$\left(L_{1}-L_{0}\right)^{-1} \tau_{A}^{A}+\left(L_{2}-L_{0}\right)^{-1} h^{A}=\langle e\rangle, \quad x \in \Omega_{A}$.
Eliminating $h^{A}$ between (3.20) and (3.21) now gives

$$
\begin{gather*}
\left(L_{1}-L_{0}\right)^{-1} \tau_{A}^{A}+\Gamma_{2}\left[\left(L_{1}-L_{2}\right)\left(L_{1}-L_{0}\right)^{-1}\left(\tau_{A}^{A}+g\right)\right. \\
\left.\left(L_{2}-L_{0}\right)\langle e\rangle^{A}-\langle\tau\rangle^{A}\right]=\langle e\rangle, \quad x \in \Omega_{A} \tag{3.22}
\end{gather*}
$$

and this can be rearranged, using (3.13) and (3.14), to give

$$
\begin{align*}
\left(L_{1}-\right. & \left.L_{2}\right)^{-1}\left[\left(L_{1}-L_{2}\right)\left(L_{1}-L_{0}\right)^{-1} \tau_{A}^{A}\right] \\
& +\Gamma_{2}\left[( L _ { 1 } - L _ { 2 } ) ( L _ { 1 } - L _ { 0 } ) ^ { - 1 } \left(\tau_{A}^{A}\right.\right. \\
& \left.\left.-\left(\int d x_{B} \tau_{B}^{B} P_{B}\right)^{A}+g\right)\right]=\langle e\rangle, \quad x \in \Omega_{A} \tag{3.23}
\end{align*}
$$

This equation is identical to (3.3), except that $\tau_{A}^{A}$ and $\tau_{B A}^{B}$ are now multiplied by $\left(L_{1}-L_{2}\right)\left(L_{1}-L_{0}\right)^{-1}$. Its solution, therefore, is

$$
\begin{equation*}
\tau_{A}^{A}=\left(L_{1}-L_{0}\right)\left(L_{1}-L_{2}\right)^{-1} T_{A}^{A}\langle e\rangle \tag{3.24}
\end{equation*}
$$

Now from (3.13), (3.14), and (3.24),

$$
\begin{equation*}
\langle\tau\rangle=\left(L_{2}-L_{0}\right)\langle e\rangle+\int d x_{A} T_{A}^{A} P_{A}\langle e\rangle \tag{3.25}
\end{equation*}
$$

The self-consistent condition (3.16) implies, this time, that $L_{0}=\widehat{L}$, as in (3.7). The solution would be exact if $T_{A}^{A}$ were known exactly. If $T_{A}^{A}$ is estimated by making the QCA (3.8), but no other approximation, then (3.16) generates $L_{0}=\widehat{L}^{\text {ord }}$ as an "alternative" self-consistent estimate.

## IV. DISCUSSION

The principal interest of the "alternative" self-consistent scheme is that it replaces the approximation $(3.15)_{2}$ by the exact relation (3.17); this motivated the writer to describe
the "alternative" scheme as an "improved" scheme until this terminology was resisted by a referee. It is perhaps worth admitting that some brand new estimate for overall moduli was initially expected to result from the use of (3.17), and that the realization that it had to lead to $\hat{L}^{\text {ord }}$ came only after laborious explicit solution of (3.17) in particular cases. It is not suggested that the "alternative" scheme is always likely to produce better agreement with observation than the "ordinary" self-consistent scheme, since it is clearly possible that the errors in the two approximations (3.15) might tend to cancel in particular cases; indeed, Talbot and Willis ${ }^{11}$ have expressed a preference for the "ordinary" scheme when applied to a suspension of glass spheres in an epoxy matrix. There are, however, examples, ${ }^{12}$ even for static behavior, where the self-consistent scheme clearly overestimates the effects of interactions: rigid spheres generate infinite overall moduli, and spherical cavities generate zero overall moduli, at concentration 0.5 . The "alternative" scheme, coupled with the QCA, has been shown to give the same estimate as the "ordinary" QCA, and this tends to underestimate interactions (producing lower or upper bounds, respectively, for the two extreme cases just quoted). It would appear, therefore, that systematic improvement could be guaranteed for any composite only by making more detailed allowance for interactions between inclusions.

A similar discussion can be given for a matrix containing any number of different types of inclusion; the only complication is in the notation. Section III C of course offers no alternative to the usual self-consistent estimate ${ }^{9,13}$ for a composite such as a polycrystal, which has no clearly defined matrix phase.

Finally, although the discussion has been given for static problems, it is remarked that the relations that have been noted depend only upon the algebraic property (2.21). For dynamic problems a four-dimensional formalism can be introduced, in which strain $e$ is augmented to strain and velocity ( $e, \dot{u}$ ), stress is augmented to stress and momentum density ( $\sigma, p$ ), and the constitutive relation (2.1) becomes augmented by

$$
\begin{equation*}
p=\rho \dot{u} \tag{4.1}
\end{equation*}
$$

where $\rho$ represents mass density. Finally, the stress polarization $\tau$ is augmented by momentum polarization $\pi$, defined by ${ }^{5}$

$$
\begin{equation*}
\pi=\left(\rho-\rho_{0}\right) \dot{u} \tag{4.2}
\end{equation*}
$$

Further details are given in Appendix B. Although this formalism provides no quick route to finding explicit solutions, it demonstrates that the dynamic problem has the same algebraic structure as the static problem, even though its analytic structure is different. The relations between the various approximations discussed in Sec. III, being purely algebraic, thus apply equally well to the dynamic problem.

## APPENDIX A: A REPRESENTATION FOR THE FUNCTION $f$

The solution of (3.18) can be expressed in the form

$$
\begin{equation*}
f(x)=f_{1}(x)-\left(L_{2}-L_{0}\right)\left(L_{1}-L_{0}\right)^{-1} g(x) \tag{A1}
\end{equation*}
$$

where $f_{1}$ satisfies the equation

$$
\begin{align*}
& \left(L_{2}-L_{0}\right)^{-1} f_{1}(x)+\left(\Gamma_{0} f_{1}\right)(x) \\
& \quad+\left(\Gamma_{0} g_{1}\right)(x)=0, \quad x \notin \Omega_{A}, \tag{A2}
\end{align*}
$$

with

$$
g_{1}(x)=\left\{\begin{array}{l}
\tau_{A}^{A}-\langle\tau\rangle^{A}, \quad x \in \Omega_{A},  \tag{A3}\\
\left(L_{1}-L_{2}\right)\left(L_{1}-L_{0}\right)^{-1} g(x), \quad x \notin \Omega_{A} .
\end{array}\right.
$$

To motivate the solution of (A2), let

$$
\begin{equation*}
e_{1}=-\Gamma_{0} f_{1} \tag{A4}
\end{equation*}
$$

Then, by multiplying (A2) through by ( $L_{2}-L_{0}$ ), taking the divergence and using the property (2.18), it follows that

$$
\begin{equation*}
\operatorname{div}\left(L_{2} e_{1}\right)-\operatorname{div}\left[\left(L_{2}-L_{0}\right) \Gamma_{0} g_{1}\right]=0, \quad x \notin \Omega_{A} . \tag{A5}
\end{equation*}
$$

Thus, the strain field $e_{1}$ would be produced in an infinite medium with moduli $L_{2}$, by the body-force distribution indicated in (A5) for $x \notin \Omega_{A}$, and some body-force, as yet unknown, for $x \in \Omega_{A}$. This motivates writing

$$
\begin{align*}
e_{1} & =-\Gamma_{2}\left[\left(L_{2}-L_{0}\right) \Gamma_{0} g_{1}+h^{A}\right] \\
& =-\Gamma_{2} h^{A}+\left(\Gamma_{0}-\Gamma_{2}\right) g_{1}, \tag{A6}
\end{align*}
$$

where $h^{A}$ is zero except over $\Omega_{A}$. The second equality in (A6) follows from (2.22). Now also, directly from (A2),

$$
\begin{equation*}
f_{1}=-\left(L_{2}-L_{0}\right) \Gamma_{2}\left(h^{A}+g_{1}\right), \quad x \notin \Omega_{A} . \tag{A7}
\end{equation*}
$$

To restrict $h^{A}$ so that $f_{1}$ really does satisfy (A2), it is convenient to define $f_{1}^{*}$ by (A7), for all $x$. Then, by use of (2.21) and (A6), it follows that

$$
\begin{equation*}
\Gamma_{0} f_{1}^{*}=-e_{1}-\Gamma_{0} h^{A}, \tag{A8}
\end{equation*}
$$

and so, from (A4),

$$
\begin{equation*}
\Gamma_{0}\left(f_{1}^{*}+h^{A}-f_{1}\right)=0 . \tag{A9}
\end{equation*}
$$

This suggests that

$$
\begin{equation*}
f_{1}=h^{A}-\left(L_{2}-L_{0}\right) \Gamma_{2}\left(h^{A}+g_{1}\right), \tag{A10}
\end{equation*}
$$

and, since $f_{1}=0$ when $x \in \Omega_{A}$,

$$
\begin{equation*}
\left(L_{0}-L_{2}\right)^{-1} h^{A}+\Gamma_{2}\left(h^{A}+g_{1}\right)=0, \quad x \in \Omega_{A} . \tag{A11}
\end{equation*}
$$

Equation (A11) is interesting in that it defines a problem for an "inclusion" with moduli $L_{0}$ occupying $\Omega_{A}$, in a matrix with moduli $L_{2}$. That (A10) actually provides the solution to (A2) can be checked by direct substitution, using (2.21).

## APPENDIX B: GENERALIZATION TO DYNAMICS

This appendix gives in slightly more detail the correspondence between the static case discussed explicitly in the text and its generalization to dynamics. It is relegated to this position because it is a rather unattractive hybrid, being neither fully three- or four-dimensional. First, if $\sigma^{*}$ is taken to denote the set of quantities $\left(\sigma_{i j}, p_{i}\right)$ and $e^{*}$ denotes the set $\left(e_{i j}, \dot{u}_{i}\right)$, the relation

$$
\begin{equation*}
\sigma^{*}=L^{*} e^{*} \tag{B1}
\end{equation*}
$$

corresponding to (2.1) represents, in components,

$$
\begin{equation*}
\sigma_{i j}=L_{i j k l} e_{k l}, \quad p_{i}=\rho \dot{u}_{i}, \tag{B2}
\end{equation*}
$$

and the equations of motion [which correspond to the equilibrium equation (2.2)] can be written

$$
\begin{equation*}
\operatorname{div}^{*} \sigma^{*}+f=0 \tag{B3}
\end{equation*}
$$

with div* $\sigma^{*}$ representing a three-vector with components $\sigma_{i j, j}-\dot{p}_{i}, i=1,2,3$. If $\tau^{*}$ represents the set $\left(\tau_{i j}, \pi_{i}\right)$, Eqs.
(2.3)-(2.5) remain valid with asterisks placed as indicated for (B1), (B3), and, as shown by Willis, ${ }^{5}$

$$
\begin{align*}
& e=e_{0}-S_{x} \tau-M_{x} \pi,  \tag{B4}\\
& \dot{u}=\dot{u}_{0}-S_{t} \tau-M_{t} \pi,
\end{align*}
$$

where the integral operators $S_{x}, M_{x}, S_{t}, M_{t}$ have kernels whose components are

$$
\begin{align*}
& \left(S_{x}\right)_{i j k l}=\left.\frac{\partial^{2}\left[G_{0}\left(x, x^{\prime}, t-t^{\prime}\right)\right]_{j k}}{\partial x_{i} \partial x_{l}^{\prime}}\right|_{(i j)(k l)}  \tag{B5}\\
& \left(M_{x}\right)_{i j k}=\left.\frac{\left[\partial^{2} G_{0}\left(x, x^{\prime}, t-t^{\prime}\right)\right]_{i k}}{\partial x_{j} \partial t}\right|_{(i j)}=\left(S_{t}\right)_{k i j},  \tag{B6}\\
& \left(M_{i}\right)_{i j}=\frac{\partial^{2}\left[G_{0}\left(x, x^{\prime}, t-t^{\prime}\right)\right]_{i j}}{\partial t^{2}} \tag{B7}
\end{align*}
$$

Equation (B4) can be expressed in the form

$$
\left[\begin{array}{c}
e  \tag{B8}\\
\dot{u}
\end{array}\right]=\left[\begin{array}{c}
e_{0} \\
\dot{u}_{0}
\end{array}\right]-\left[\begin{array}{cc}
S_{x} & M_{x} \\
S_{t} & M_{t}
\end{array}\right]\left[\begin{array}{c}
\tau \\
\pi
\end{array}\right],
$$

or, still more concisely, as

$$
\begin{equation*}
e^{*}=e_{0}^{*}-\Gamma_{0}^{*} \tau^{*}, \tag{B9}
\end{equation*}
$$

with the obvious definition of $\Gamma_{0}^{*}$. This equation corresponds to (2.6). All of the equations of the main text now generalize to the dynamic case by the addition of asterisks. The analytic structure is different in the dynamic case, with $\tau^{*}$, etc., having more components than $\tau$ and div* representing a different differential operator from div. The algebraic structure is all that is used, however, and this is unchanged.
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